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#### Abstract

This paper investigates the recovery of a nodedomain sparse graph signal from the output of a graph filter. This problem, which is often referred to as the identification of the source of a diffused sparse graph signal, is seminal in the field of graph signal processing (GSP). Sparse graph signals can be used in the modeling of a variety of real-world applications in networks, such as social, biological, and power systems, and enable various GSP tasks, such as graph signal reconstruction, blind deconvolution, and sampling. In this paper, we assume double sparsity of both the graph signal and the graph topology, as well as a low-order graph filter. We propose three algorithms to reconstruct the support set of the input sparse graph signal from the graph filter output samples, leveraging these assumptions and the generalized information criterion (GIC). First, we describe the graph multiple GIC (GM-GIC) method, which is based on partitioning the dictionary elements (graph filter matrix columns) that capture information on the signal into smaller subsets. Then, the local GICs are computed for each subset and aggregated to make a global decision. Second, inspired by the well-known branch and bound (BNB) approach, we develop the graph-based branch and bound GIC (graph-BNB-GIC), and incorporate a new tractable heuristic bound tailored to the graph and graph filter characteristics. Finally, we propose the graph-based first order correction (GFOC) method, which improves existing sparse recovery methods by iteratively examining potential improvements to the GIC cost function through replacing elements from the estimated support set with elements from their onehop neighborhood. We conduct simulations over the square grid graph and the Erdős-Rényi graph that demonstrate that the proposed sparse recovery methods outperform the orthogonal matching pursuit (OMP) method, the Lasso method, and the BNB method with $\ell_{1}$ regularization in terms of support set recovery accuracy, and without a significant computational overhead.
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## I. Introduction

Graph signal processing (GSP) theory extends classical time-varying signals to irregular domains represented by graphs [2]-[4]. The graph under consideration may represent a physical network, such as electrical or sensor networks, or a virtual network, such as social networks, or it may encode statistical dependencies among the signal values. Recent developments in GSP encompass a wide array of processing tools, including graph spectral analysis [5], [6], anomaly detection [7], sampling and signal recovery [8]-[14], verification of graph smoothness [15], [16], and graph filter design [2], [3], [17], [18]. However, limited attention has been paid to developing GSP-based techniques for the sparse recovery of node-domain sparse graph signals.

[^0]Signal modeling based on sparse representations is used in numerous signal and image processing applications [19][22]. Sparse recovery methods can be categorized into the following main groups: convex relaxations techniques, often using methods such as $\ell_{1}$-norm minimization or basis pursuit [19], [23]-[26], non-convex optimization techniques [27][29], and greedy algorithms [20], [30]-[33]. Bayesian inference approaches estimate the sparse signal by incorporating prior information, whereas other methods use knowledge of dictionary matrix structure. In network science, compressed sensing and group testing have been discussed in [34]-[36], while diffusion processess have been discussed in [37]-[41]. Additionally, several GSP works have investigated the reconstruction of bandlimited graph signals where the measurement vector belongs to a subspace defined by a small number of graph frequencies [42]-[44].

Recently there has been growing interest in setups where a node-domain sparse graph signal $\mathbf{x}$ is filtered by a graph filter $\mathbf{H}$. In this case, the output signal $\mathbf{y}$ is referred to as a diffused sparse graph signal [45]. Modeling diffusion processes over graphs by graph filters is valuable due to the ability to capture local interactions among nodes [46][49]. Diffused sparse graph signals can be used for modeling many real-world network scenarios. For instance, in social networks, these signals can be used for opinion forming [50] and finding the origin of a rumor [51]. In biological networks, they enable the analysis of the spread of a disease [52], and in computer networks, they can be used to locate malware [53]. In power systems, they may be used for locating anomalies in power signals [54], [55]. In the field of GSP, diffused sparse graph signals have been studied in several problems, such as bandlimited graph signal reconstruction [56]. Blind deconvolution, in which both the graph filter and the sparse input are estimated, has been discussed in [45], [46], [57], [58]. System identification, considered in [45], [47], refers to the case where the sparse signal is known, but the graph filter coefficients are estimated. The sampling of diffused sparse graph signals is discussed in [59]. However, in the applications discussed above, the sparse recovery does not exploit the GSPbased modeling of the sparse graph signals. Instead, the sparse recovery is typically done by sparse approximations, usually $\ell_{1}$ relaxation, or with a tailored solution that uses the specific properties of the application.

This paper establishes sparse recovery methods for graph signals using the generalized information criterion (GIC) as the cost function, and practical assumptions including the sparsity of the underlying graph. A direct solution for the GIC-based problem necessitates an exhaustive search, whose complexity grows exponentially with the size of the graph, rendering it impractical. We propose three graph-based sparse recovery methods that harvest the double sparsity imposed by the graph and the graph signal. The first method, the graphbased multiple generalized information criterion (GM-GIC)
method, identifies and partitions a set of suspected nodes and then applies a local GIC on each partition, which significantly reduces the computational overhead of the GICbased approach. The second method, the graph-based branch and bound GIC (Graph-BNB-GIC) method, further mitigates the computational demands by iteratively searching over the candidate support sets of the sparse graph signals (the same sets as in the GM-GIC method). This method is developed based on the branch and bound (BNB) method [60], [61] with a heuristic graph-based upper bound that exploits the double sparsity and the graph properties. The third method, the graph-based first order correction (GFOC) method, builds upon existing sparse recovery techniques and improves them in terms of the GIC cost function by replacing elements from the estimated support set with elements from their one-hop neighborhood. Our simulations over the square grid graph and an Erdős-Rényi graph demonstrate that the proposed methods outperform the state-of-the-art orthogonal matching pursuit (OMP), Lasso, and BNB with $\ell_{1}$ regularization methods in terms of the support set recovery accuracy, and without a significant computation overhead.

The paper is organized as follows. Section II presents the necessary background and outlines the problem formulation. In Section III, we analyze the dictionary matrix for the proposed graphical setting. We describe both the GM-GIC and Graph-BNB-GIC methods in Section IV, followed by the presentation of the GFOC method in Section V In Section VI. we present the simulation results, and the conclusions are provided in Section VII

Notations: In the rest of this paper, vectors and matrices are denoted by boldface lowercase and uppercase letters, respectively. The $(k, m)$ th element of the matrix $\mathbf{H}$ is denoted by $H_{k, m}$. The vector $\mathbf{x}_{\Omega}$ is a subvector of $\mathbf{x}$ with the elements indexed by the set $\Omega$, and $\mathbf{H}_{\Omega}$ is the submatrix of $\mathbf{H}$ consisting of the columns indexed by $\Omega$. In particular, $\mathbf{H}_{k}$ denotes the $k$ th column of $\mathbf{H}$. The projection matrix into the subspace $\operatorname{col}\left(\mathbf{H}_{\Omega}\right)$ is given by

$$
\begin{equation*}
\mathbf{P}_{\mathbf{H}_{\Omega}}=\mathbf{H}_{\Omega}\left(\mathbf{H}_{\Omega}^{T} \mathbf{H}_{\Omega}\right)^{-1} \mathbf{H}_{\Omega}^{T} . \tag{1}
\end{equation*}
$$

The operators $\|\cdot\|,\|\cdot\|_{1},\|\cdot\|_{0}$, and $|\cdot|$ denote the Euclidean norm, $\ell_{1}$ norm, zero semi-norm, and set cardinality. The identity matrix is denoted by $\mathbf{I}$.

## II. Problem Formulation

In this section, we formulate the problem of recovering a sparse graph signal from the outputs of a graph filter. First, in Subsection II-A, we present relevant GSP background. Then, in Subsection II-B, we outline the graphical setting considered. Finally, in Subsection II-C, we present the recovery problem addressed in this paper.

## A. Background: Graphs and Graph Filters

Consider an undirected weighted graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$, which consists of a set of nodes (vertices) $\mathcal{V}$, a set of edges $\mathcal{E}$, and a set of weights $\left\{w_{e}\right\}_{e \in \mathcal{E}}$. A graph signal is a mapping from the graph nodes into a $|\mathcal{V}| \times 1$ real vector:

$$
\begin{equation*}
\mathbf{x}: \mathcal{V} \rightarrow \mathbb{R}^{|\mathcal{V}|} \tag{2}
\end{equation*}
$$

A graph shift operator (GSO), $\mathbf{S} \in \mathbb{R}^{|\mathcal{V}| \times|\mathcal{V}|}$, is a linear operator applied on graph signals that satisfies

$$
\begin{equation*}
S_{k, m}=0, \quad \text { if } \delta(k, m)>1, \quad \forall k, m \in \mathcal{V} \tag{3}
\end{equation*}
$$

where the geodesic distance between nodes $k$ and $m, \delta(k, m)$, is the number of edges on the shortest path between these nodes. According to (3), the non-zero elements of $\mathbf{S}_{k, m}$ are the diagonal elements (i.e. $k=m$ ) or the elements that are associated with an edge (i.e. $(k, m) \in \mathcal{E})$. As a result, by applying a graph shift operator on a graph signal $\mathbf{x}$, each element of the shifted signal, $\mathbf{S x}$, is a linear combination of the signal elements in its one-hop neighborhood:

$$
\begin{equation*}
[\mathbf{S x}]_{k}=\sum_{m \in \mathcal{N}_{1}[k]} S_{k, m} x_{m}, \quad k=1, \ldots,|\mathcal{V}| \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{N}_{\Delta}[k]=\{m \in \mathcal{V}: \quad 0 \leq \delta(k, m) \leq \Delta\}, \forall k \in \mathcal{V} \tag{5}
\end{equation*}
$$

Thus, the transformation by the graph shift operator can be computed locally at each node by aggregating the values of the input signal within the one-hop neighborhood of each node.
A shift-invariant graph filter, $\mathbf{H} \in \mathbb{R}^{|\mathcal{V |}| \times \mid \mathcal{V |}}$, is defined as a polynomial of the graph shift operator [3], [4]:

$$
\begin{equation*}
\mathbf{H}=h_{0} \mathbf{I}+h_{1} \mathbf{S}+\ldots+h_{\Psi} \mathbf{S}^{\Psi} \tag{6}
\end{equation*}
$$

where $h_{0}, \ldots, h_{\Psi}$ are the coefficients of the graph filter and $1 \leq \Psi \leq|\mathcal{V}|$ is the graph filter order. By substituting (3) in (6) it can be verified that the $(k, m)$ th element of $\mathbf{H}$ satisfies

$$
\begin{equation*}
H_{k, m}=\sum_{i=0}^{\Psi} h_{i}\left[\mathbf{S}^{i}\right]_{k, m}=0, \text { if } \delta(k, m)>\Psi, \forall k, m \in \mathcal{V} \tag{7}
\end{equation*}
$$

Consequently, each element of the filtered signal, $\mathbf{H x}$, is a linear combination of the signal elements in its $\Psi$-hop neighborhood. Hence, the filtered signal satisfies

$$
\begin{equation*}
[\mathbf{H x}]_{k}=\sum_{m \in \mathcal{N}_{\Psi}[k]} H_{k, m} x_{m}, \tag{8}
\end{equation*}
$$

where $\mathcal{N}_{\Psi}[k]$ is defined in (5). Thus, the filtered signal can be computed locally at each node by aggregating the values of the input signal within the $\Psi$-hop neighborhood of each of the nodes. We conclude with the following lemma.

Lemma 1. Let, $m$ and $k$ be two nodes with a geodesic distance larger than $2 \Psi$, i.e. $\delta(k, m)>2 \Psi$. Then, their associated graph filter columns $\mathbf{H}_{m}$ and $\mathbf{H}_{k}$ are orthogonal, i.e.

$$
\begin{equation*}
\mathbf{H}_{m}^{T} \mathbf{H}_{k}=0 . \tag{9}
\end{equation*}
$$

Proof. First, we observe that

$$
\begin{equation*}
\mathbf{H}_{m}^{T} \mathbf{H}_{k}=\sum_{j \in \mathcal{V}} H_{m, j} H_{k, j} \tag{10}
\end{equation*}
$$

Additionally, the assumption that $\delta(k, m)>2 \Psi$ implies that there is no $j \in \mathcal{V}$ such that both $\delta(m, j) \leq \Psi$ and $\delta(k, j) \leq \Psi$. Hence, from (7), $\forall j \in \mathcal{V}$, at least one of the elements $H_{m, j}$ and $H_{k, j}$ is zero. Therefore, we obtain (9).

## B. Assumptions on the Graphical Setting

In this paper, we consider the following assumptions on the underlying graph and the graph filter.
A. 1 The maximum nodal degree (the maximal number of edges connected to one node) of the graph is considered small, i.e. $d_{\max } \ll|\mathcal{V}|$.
A. 2 The graph filter is a polynomial of the graph shift operator as defined in (6). Aditionally, the graph filter degree, $\Psi$, is small with respect to (w.r.t.) the number of nodes, i.e. $\Psi \ll|\mathcal{V}|$.
The meaning of these assumptions is as follows. Assumption A. 1 enforces a sparse connectivity pattern on the underlying graph, i.e. sparse graph, where the number of edges is limited by $d_{\max }|\mathcal{V}|$, which is far fewer than the maximum possible number of edges $((1 / 2)|\mathcal{V}|(|\mathcal{V}|-1))$. Furthermore, this sparse connectivity pattern is enforced uniformly in the sense that any subgraph of the graph is also sparse, where the restriction in Assumption A. 1 also applies to the subgraph. Assumption $\mathbf{A . 2}$ restricts the number of elements in each $\Psi$ hop neighborhood by imposing a small value for $\Psi$. The structure of the polynomial graph filter shown in (6) also implies that, in general, the values of the filtered signal, $\mathbf{H x}$, in (8), are more significant for indices associated with nodes closer to the nodes in $\Omega_{t}$. Here, $\Omega_{t}$ refers to the support set of the sparse signal. Therefore, combining Assumptions A.1A. 2 has a direct impact on the filtered signal outputs in (8), which are shown to be linear combinations of signal elements in their $\Psi$-hop neighborhoods. Consequently, only a portion of the filtered signal outputs hold substantial information on the input signal.

The graph filter in (6) under Assumptions A. 1 A. 2 can be used to model a variety of GSP tasks, including signal reconstruction, blind deconvolution, sampling and system identification [45]-[47], [57], [59]. Additionally, this framework can be used for modeling real-life applications in social networks [50], [51], in biological networks [52], in computer networks [53], in wireless sensor networks [5], and in power systems [54], [55]. It is worth noting that in the context of power systems, the average nodal degree is generally very low (usually between 2 to 5) and does not increase with the network size [62]. This property is also common in other infrastructure systems, such as water and transportation systems.

## C. Recovery of Sparse Graph Signals

In this paper, we aim to recover the source of a diffused sparse graph signal [45] from noisy observations under Assumptions A.1 A. 2 That is, we are interested in recovering the graph signal $\mathbf{x}$, defined in (2), from the observation vector $\mathbf{y}$, where the following measurement model is assumed:

$$
\begin{equation*}
\mathbf{y}=\mathbf{H x}+\mathbf{n} \tag{11}
\end{equation*}
$$

In this model, $\mathbf{H} \in \mathbb{R}^{|\mathcal{V}| \times \mid \mathcal{V |}}$ is the graph filter, defined in (6), which is a sparse dictionary matrix that satisfies Assumptions A. 1 A. 2 The noise is modeled by a $|\mathcal{V}| \times 1$ zero-mean Gaussian vector, $\mathbf{n}$, with a known covariance matrix, $\mathbf{R}$, i.e. $\mathbf{n} \sim \mathcal{N}(\mathbf{0}, \mathbf{R})$. Additionally, the unknown graph signal is assumed to be sparse:

$$
\begin{equation*}
\|\mathbf{x}\|_{0} \leq s \tag{12}
\end{equation*}
$$

where $\|\cdot\|_{0}$ is the $\ell_{0}$ semi-norm and the sparsity parameter $s$ indicates the sparsity level. Hence, there exists a set of nodes,
$\Omega_{t}$, referred to as the signal support set such that

$$
\begin{equation*}
\mathbf{x}_{k}=0, \forall k \in\left\{\mathcal{V} \backslash \Omega_{t}\right\} \tag{13}
\end{equation*}
$$

That is, only the elements in the support set $\Omega_{t}$ may correspond to non-zero elements of $x$.

Based on (11)-(13), the sparse recovery problem can be formulated as (Eq. (1) in [20])

$$
\begin{equation*}
(\hat{\mathbf{x}}, \hat{\Omega})=\arg \min _{|\Omega| \leq s} \min _{\mathbf{x}_{\Omega} \in \mathbb{R}^{|\Omega|}}\left\|\mathbf{y}-\mathbf{H}_{\Omega} \mathbf{x}_{\Omega}\right\|^{2} \tag{14}
\end{equation*}
$$

The inner minimization problem in 14 is a least squares (LS) problem with the solution (see, e.g. p. 225 in [63]):

$$
\begin{equation*}
\hat{\mathbf{x}}_{\Omega}=\arg \min _{\mathbf{x}_{\Omega} \in \mathbb{R}^{|\Omega|}}\left\|\mathbf{y}-\mathbf{H}_{\Omega} \mathbf{x}_{\Omega}\right\|^{2}=\left(\mathbf{H}_{\Omega}^{T} \mathbf{H}_{\Omega}\right)^{-1} \mathbf{H}_{\Omega}^{T} \mathbf{y} \tag{15}
\end{equation*}
$$

By substituting (15) in (14) we obtain the following support set recovery problem:

$$
\begin{equation*}
\hat{\Omega}=\arg \min _{|\Omega| \leq s}\left\|\mathbf{y}-\mathbf{P}_{\mathbf{H}_{\Omega}} \mathbf{y}\right\|^{2}=\arg \max _{|\Omega| \leq s}\left\|\mathbf{P}_{\mathbf{H}_{\Omega}} \mathbf{y}\right\|^{2} \tag{16}
\end{equation*}
$$

where $\mathbf{P}_{\mathbf{H}_{\Omega}}$ is the projection matrix onto the suspace $\operatorname{col}\left(\mathbf{H}_{\Omega}\right)$, defined in (1). The last equality in (16) is obtained by using the projection matrix property (see Theorem 2.22 in [64]):

$$
\left\|\mathbf{y}-\mathbf{P}_{\mathbf{H}_{\Omega}} \mathbf{y}\right\|^{2}=\|\mathbf{y}\|^{2}-\left\|\mathbf{P}_{\mathbf{H}_{\Omega}} \mathbf{y}\right\|^{2}
$$

removing the constant $\|\mathbf{y}\|^{2}$, and rearranging the problem.
The support set recovery problem presented in (16) qualifies for any sparse signal $\mathbf{x}$ and dictionary matrix $\mathbf{H}$, not necessarily over graphs, and is valid as long as $\mathbf{H}_{\Omega}^{T} \mathbf{H}_{\Omega}$ is a nonsingular matrix. This problem can be viewed as a multiplehypothesis testing problem, where under each hypothesis, the sparse signal has a different support set [65], which belongs to the following set of candidate sets:

$$
\begin{equation*}
\{\Omega \in \mathcal{V}:|\Omega| \leq s\} \tag{17}
\end{equation*}
$$

A direct solution of the support set recovery in (16) tends to overfit by selecting support sets with larger cardinality than the true support set. To mitigate this problem, we use the wellknown GIC model selection method, which is a generalization of various criteria, such as the Akaike information criterion (AIC) and the minimum description length (MDL). For the considered problem, the GIC is given by [66]

$$
\begin{equation*}
\hat{\Omega}=\arg \max _{|\Omega| \leq s}\left\|\mathbf{P}_{\mathbf{H}_{\Omega}} \mathbf{y}\right\|^{2}-\rho(|\Omega|) \tag{18}
\end{equation*}
$$

Compared to (16), the GIC in (18) includes an additional penalty function component, $\rho(|\bar{\Omega}|)$, which depends on the support set cardinality and mitigates the risk of overfitting. After solving (18), the sparse signal recovery solution can be obtained by substituting $\hat{\Omega}$ in 15).

In practice, an exact solution for (18) requires an exhaustive search over all $\sum_{j=1}^{s}\binom{|\mathcal{V}|}{j}$ optional support sets, which is infeasible. To overcome the unfeasibility of the combinatorial search, we propose using the graphical properties imposed by Assumptions A. 1 A. 2 and the double sparsity of the graph and the graph signal. The analysis for this setting is presented in Section III, and the proposed low-complexity support set recovery methods are developed in Section IV and Section $V$

## III. Dictionary Matrix Analysis

In this section, we analyze the dictionary matrix atoms (i.e. graph filter columns) based on the underlying graphical
structure and Assumptions A. 1 A. 2 This analysis forms the basis for the proposed sparse recovery methods in Sections IV and V .

Taking into account that $x_{k}=0$ for any $k \notin \Omega_{t}, k \in \mathcal{V}$ (see (13)), the filtered signal satisfies

$$
\begin{equation*}
\mathbf{H x}=\mathbf{H}_{\Omega_{t}} \mathbf{x}_{\Omega_{t}}=\sum_{k \in \Omega_{t}} \mathbf{H}_{k} x_{k}, \tag{19}
\end{equation*}
$$

where $\mathbf{H}_{k}$ is the $k$ th column of $\mathbf{H}$. Hence, the filtered signal, $\mathbf{H x}$, can be viewed as a linear combination of dictionary atoms (graph filter columns). In addition, if two dictionary atoms correspond to nodes $k$ and $m$ with a geodesic distance larger than $2 \Psi$, i.e. $\delta(k, m)>\Psi$, then the projection matrix definition and (9) imply that

$$
\begin{equation*}
\mathbf{P}_{\mathbf{H}_{m}} \mathbf{H}_{k}=\mathbf{H}_{m}\left(\mathbf{H}_{m}^{T} \mathbf{H}_{m}\right)^{-1} \mathbf{H}_{m}^{T} \mathbf{H}_{k}=\mathbf{0} \tag{20}
\end{equation*}
$$

where $\mathbf{P}_{\mathbf{H}_{m}}$ is the projection matrix onto the single-column space $\operatorname{col}\left(\mathbf{H}_{m}\right)$ (see the definition in (1)).

Now, let $\mathcal{N}_{2 \Psi}\left[\Omega_{t}\right]$ be the $\Psi$-order neighborhood of the set $\Omega_{t}$. Hence,

$$
\begin{align*}
& \mathcal{N}_{2 \Psi}\left[\Omega_{t}\right] \triangleq \bigcup_{k \in \Omega_{t}} \mathcal{N}_{2 \Psi}[k] \\
& \quad=\left\{k \in \mathcal{V}: \exists m \in \Omega_{t}: \quad 0<\delta(k, m) \leq 2 \Psi\right\} \tag{21}
\end{align*}
$$

where $\mathcal{N}_{2 \Psi}[k]$ is defined in (5]. Thus, assume that $m \notin$ $\mathcal{N}_{2 \Psi}[k]$, then, left-multiplying (19) by $\mathbf{P}_{\mathbf{H}_{m}}$ and substituting (20) results in

$$
\begin{equation*}
\mathbf{P}_{\mathbf{H}_{m}} \mathbf{H x}=\mathbf{P}_{\mathbf{H}_{m}} \mathbf{H}_{\Omega_{t}} \mathbf{x}_{\Omega_{t}}=\mathbf{0}, \forall m \notin \mathcal{N}_{2 \Psi}\left[\Omega_{t}\right] . \tag{22}
\end{equation*}
$$

Therefore, left-multiplying the measurement model in (11) by $\mathbf{P}_{\mathbf{H}_{m}}$ and substituting (22) results in

$$
\begin{equation*}
\mathbf{P}_{\mathbf{H}_{m}} \mathbf{y}=\mathbf{P}_{\mathbf{H}_{m}} \mathbf{H} \mathbf{x}+\mathbf{P}_{\mathbf{H}_{m}} \mathbf{n}=\mathbf{P}_{\mathbf{H}_{m}} \mathbf{n}, \tag{23}
\end{equation*}
$$

for all $m \notin \mathcal{N}_{2 \Psi}\left[\Omega_{t}\right]$. Consequently, the dictionary atoms, indexed by nodes outside the set $\mathcal{N}_{2 \Psi}\left[\Omega_{t}\right]$ in (21), contain only noise. That is, the dictionary matrix elements that contain information on the sparse graph signal are only those included in the $2 \Psi$ neighborhood of $\Omega_{t}, \mathcal{N}_{2 \Psi}\left[\Omega_{t}\right]$.

The following theorem establishes a bound on the cardinality of the set $\mathcal{N}_{2 \Psi}\left[\Omega_{t}\right]$ from (21) as a function of the graph filter degree $\Psi$, the graph structure, and the sparsity level $s$. This theorem is important as it provides constraints on the size of a reduced set of dictionary atoms containing signal information. It offers two key advantages: first, it reduces the number of candidate support sets used to construct the feasible set in (18); second, observing a reduced set of dictionary atoms enhances processing flexibility, where a smaller set may be viewed as multiple (unrelated) regions across the graph, while the entire node set, $\mathcal{V}$, must be regarded as a single region.

Theorem 2. The cardinality of the set $\mathcal{N}_{2 \Psi}(\Omega)$ is bounded by

$$
\begin{equation*}
\left|\mathcal{N}_{2 \Psi}\left[\Omega_{t}\right]\right| \leq s \sum_{j=0}^{2 \Psi} d_{\max }^{j}, \tag{24}
\end{equation*}
$$

where $d_{\max }$ is the maximum degree of the graph.
Proof. Since $d_{\max }$ is the maximal degree of the graph, we obtain that each node in the graph has up to $d_{\text {max }}$ neighboring nodes, and each of those neighboring nodes can, in turn, have
up to $d_{\max }$ neighbors, and so on. As a result, the size of the $2 \Psi$ neighborhood of a single node $k$ satisfies

$$
\begin{equation*}
\left|\mathcal{N}_{2 \Psi}[k]\right| \leq \sum_{j=0}^{2 \Psi} d_{\max }^{j} \tag{25}
\end{equation*}
$$

By summing all the $k$ th bounds in the form of 25 for $k \in \Omega_{t}$, we obtain

$$
\begin{equation*}
\left|\mathcal{N}_{2 \Psi}\left[\Omega_{t}\right]\right| \leq \sum_{k=1}^{\left|\Omega_{t}\right|}\left|\mathcal{N}_{2 \Psi}[k]\right| \leq \sum_{k=1}^{\left|\Omega_{t}\right|} \sum_{j=0}^{2 \Psi} d_{\max }^{j} \tag{26}
\end{equation*}
$$

Therefore, since $\left|\Omega_{t}\right| \leq s$ under the sparsity assumption in (12), we conclude that the $2 \Psi$-neighborhood of $\Omega$ is bounded by the right hand side (r.h.s.) of (24).

The bound in 24) depends on the sparsity level, $s$, the maximal degree of the graph, $d_{\max }$, and the graph filter degree, $\Psi$, that are all considered to be small based on (12), Assumption A.1, and Assumption A.2, respectively. In contrast, the bound is independent of the size of the graph, i.e. the number of nodes, $|\mathcal{V}|$. Thus, for large networks it can be assumed that the bound is significantly lower than the actual number of nodes:

$$
\begin{equation*}
s \sum_{j=0}^{2 \Psi} d_{\max }^{j} \ll|\mathcal{V}| \tag{27}
\end{equation*}
$$

Consequently, by substituting 27 in we obtain

$$
\begin{equation*}
\left|\mathcal{N}_{2 \Psi}\left[\Omega_{t}\right]\right| \ll|\mathcal{V}| . \tag{28}
\end{equation*}
$$

The significance of the result in (28) lies in the observation that the number of dictionary atoms containing information about the sparse signal is much smaller than the total number of dictionary atoms that are required for searching for the optimal GIC in 18. As a result, any sparse recovery method that employs a search algorithm (and not just the GIC in (18) can significantly reduce its computational complexity by focusing on the reduced set of dictionary atoms associated with the nodes in $\mathcal{N}_{2 \Psi}\left[\Omega_{t}\right]$ instead of on the entire set associated with all nodes in $\mathcal{V}$.
Moreover, it should be noted that the bound in 24 is not tight. This is because we may have overlaps between the $\Psi$ order neighborhoods of the nodes in $\Omega_{t}$ and overlaps within the $\Psi$-order neighborhoods of individual nodes (see first and second inequalities in (26), respectively). As a result, in practice, the number of elements in $\mathcal{N}_{2 \Psi}\left[\Omega_{t}\right]$ can be considerably lower than its bound in 24. This further emphasizes the advantage of reducing computational complexity by searching over $\mathcal{N}_{2 \Psi}\left[\Omega_{t}\right]$ instead of $\mathcal{V}$.
Due to the graph filter structure defined by (6)- (8), and the sparse connectivity of the graph imposed by Assumption A. 1 we can expect a decrease in the energy of the projection of $\mathbf{H}_{\Omega} \mathbf{x}_{\Omega_{t}}$ over the elements in $\mathcal{N}_{2 \Psi}\left[\Omega_{t}\right]$ as the distance from the elements in $\Omega_{t}$ increases. Thus, there exists a set $\mathcal{D} \subset$ $\mathcal{N}_{2 \Psi}\left(\Omega_{t}\right)$ such that

$$
\begin{equation*}
\left\|\mathbf{P}_{\mathbf{H}_{m}} \mathbf{H}_{\Omega_{t}} \mathbf{x}_{\Omega_{t}}\right\|_{2}^{2}<\epsilon, \quad \forall m \in\left\{\mathcal{N}_{2 \Psi}\left(\Omega_{t}\right) \backslash \mathcal{D}\right\} \tag{29}
\end{equation*}
$$

where $\epsilon$ is small. Therefore, it is implied that the dictionary matrix elements that contain information on the filtered signal is included in the set $\mathcal{D}$, which is a subset of the $2 \Psi$-hop
neighborhood of $\Omega_{t}, \mathcal{N}_{2 \Psi}\left[\Omega_{t}\right], \mathcal{D} \subset \mathcal{N}_{2 \Psi}\left[\Omega_{t}\right]$. As a result, when the sparse signal input is distributed across different regions of the graph, the nodes within $\mathcal{D}$, which are composed of only a small portion of the graph nodes, will also tend to be in distant regions of the graph.

## IV. Sparse Recovery of Graph Signals

In this section, we propose two methods for solving the GIC support set recovery problem in (18) under the GSP measurement model in (11). The analysis in Section III provides the basis for these methods, since it enables searching for the optimal support set over a reduced set of dictionary atoms. In Subsection IV-A, we present the GM-GIC method, which involves a node partitioning followed by the implementation of the GIC locally on each partitioned subset. In Subsection IV-B, we present the Graph-BNB-GIC method, which is based on the BNB method [60], [61], and involves an upper bound that is derived based on the underlying graphical structure, thus significantly enhancing the traceability of this method.

## A. GM-GIC

In this subsection, we outline the rationale and then present the methodology of the GM-GIC method.

## 1) Rationale

The analysis in Section III implies that the true support set of the signal, $\Omega_{t}$, is included in the set $\mathcal{D}$ from 29. Considering that $|\mathcal{D}| \ll|\mathcal{V}|$, in many cases the elements in $\mathcal{D}$ are located in different regions across the graph as discussed below (29). Thus, in many cases the set $\mathcal{D}$ can be divided into $Q$ subsets, $\left\{\mathcal{D}_{q}\right\}_{q=1}^{Q}$, such that

$$
\begin{equation*}
d_{\mathcal{G}}(k, m)>2 \Psi, \quad \forall k \in \mathcal{D}_{q}, \quad \forall m \in \mathcal{D}_{q^{\prime}} \tag{30}
\end{equation*}
$$

for any two subsets $\mathcal{D}_{q}$ and $\mathcal{D}_{q^{\prime}}$ from $\left\{\mathcal{D}_{q}\right\}_{q=1}^{Q}$, where $q \neq q^{\prime}$ and $1 \leq Q \leq s$. The partial support set in the $q$ th area, denoted as $\Omega_{q}$, is defined as $\Omega_{q}=\left\{\Omega_{t} \cap \mathcal{D}_{q}\right\}$. It should be noted that $\left\{\Omega_{q}\right\}_{q=1}^{Q}$ is a partition of the true support set $\Omega_{t}$, since there is no overlap between these subsets and $\Omega_{t}=\cup_{q=1}^{Q} \Omega_{q}$.

Based on (9) in Lemma 1, the partition in (30) implies that any two dictionary atoms associated with two elements from two different subsets are orthogonal, i.e.

$$
\begin{equation*}
\mathbf{H}_{m}^{T} \mathbf{H}_{k}=0, \quad \forall k \in \mathcal{D}_{q}, \quad \forall m \in \mathcal{D}_{q^{\prime}}, \tag{31}
\end{equation*}
$$

for any $q^{\prime}$ and $q$ where $q \neq q^{\prime}$. Hence, by definition, the column spaces associated with two different subsets are orthogonal, i.e. $\operatorname{col}\left(\mathbf{H}_{\mathcal{D}_{q}}\right) \perp \operatorname{col}\left(\mathbf{H}_{\mathcal{D}_{q^{\prime}}}\right)$. Therefore, the projection of $\mathbf{H}_{\Omega_{q}} \mathbf{x}_{\Omega_{q}}$, where $\Omega_{q}=\left\{\Omega_{t} \cap \mathcal{D}_{q}\right\}$, onto $\operatorname{col}\left(\mathbf{H}_{\mathcal{D}_{q^{\prime}}}\right)$ satisfies

$$
\begin{equation*}
\mathbf{P}_{\mathbf{H}_{\mathcal{D}_{q^{\prime}}}} \mathbf{H}_{\Omega_{q}} \mathbf{x}_{\Omega_{q}}=\mathbf{0} \tag{32}
\end{equation*}
$$

for any $q^{\prime}$ and $q$ where $q \neq q^{\prime}$. This implies that the partial support set $\Omega_{q} \subset \mathcal{D}_{q}$ does not affect the measurements in other subsets $\mathcal{D}_{q^{\prime}}, q^{\prime}=1, \ldots, Q, q^{\prime} \neq q$. Thus, instead of searching for the true support set, $\Omega_{t}$, over the entire set $\mathcal{D}$, we aim to find the partial support sets, $\left\{\Omega_{q}\right\}_{q=1}^{Q}$, by searching across the smaller subsets $\left\{\mathcal{D}_{q}\right\}_{q=1}^{Q}$. In Algorithm 1 presents an algorithm to partition $\mathcal{D}$ to connected sets that satisfy (30).

Claim 1. The subsets $\left\{\mathcal{D}_{q}\right\}_{q=1}^{Q}$ obtained from Algorithm $\lceil 1$ satisfy 30.
Proof. Let $\left\{\mathcal{D}_{q}\right\}_{q=1}^{Q}$ be the subsets obtained from Algorithm 1) and let $k$ and $m$ be selected from different subsets. For the

```
Algorithm 1: Node Partitioning
    Input: Graph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), node subset \(\mathcal{D}\)
1 Set \(\tilde{\mathcal{V}}=\mathcal{D} \quad\) \% new node set
2 Set \(\tilde{\varepsilon}^{\text {\% new edge set }}\)
        \(\tilde{\mathcal{E}}=\{(k, m): k, m \in \tilde{\mathcal{V}}, 1 \leq \delta(k, m) \leq 2 \Psi\}\)
    3 Generate a partition of \(\tilde{\mathcal{G}}(\tilde{\mathcal{V}}, \tilde{\mathcal{E}})\) with connected
    components (e.g. using conncomp in Matlab)
4 Return subsets \(\left\{\mathcal{D}_{q}\right\}_{q=1}^{Q}\), where \(\mathcal{D}_{q}\) includes the nodes
    in the qth connected component obtained from the
    graph partition.
```

sake of contradiction, assume that $\delta(k, m) \leq 2 \Psi$. Since $k$ and $m$ satisfy $\delta(k, m) \leq 2 \Psi$, they must be connected by one of the edges in the set $\tilde{\mathcal{E}}$, i.e. $(k, m) \in \tilde{\mathcal{E}}$, where $\tilde{\mathcal{E}}$ is defined in 33). However, this contradicts our assumption since $(k, m) \in \tilde{\mathcal{E}}$ only if $k$ and $m$ are in the same connected component $\mathcal{D}_{q}$. Therefore, we can conclude that when $k$ and $m$ are in different subsets from $\left\{\mathcal{D}_{q}\right\}_{q=1}^{Q}$, then the geodesic distance between them satisfies $\delta(k, m)>2 \Psi$. Correspondingly, the subsets obtained from Algorithm 1 satisfy (30).

## 2) Methodology

The GM-GIC method consists of four steps. In the first step, based on (23), we estimate the set $\mathcal{D}$ described in (29) by applying the generalized likelihood ratio test (GLRT) for each $m \in \mathcal{V}$ on the following binary hypothesis testing problem:

$$
\left\{\begin{array}{l}
\mathcal{H}_{0}: \mathbf{P}_{\mathbf{H}_{m}} \mathbf{y}=\mathbf{P}_{\mathbf{H}_{m}} \mathbf{n}  \tag{34}\\
\mathcal{H}_{1}: \mathbf{P}_{\mathbf{H}_{m}} \mathbf{y}=\mathbf{P}_{\mathbf{H}_{m}} \mathbf{H x}+\mathbf{P}_{\mathbf{H}_{m}} \mathbf{n}
\end{array}\right.
$$

This hypothesis testing can be understood as the task of detecting a signal embedded in Gaussian noise. In this case, the signal is projected onto a smaller subspace, $\mathbf{P}_{\mathbf{H}_{m}} \mathbf{y}$, under both hypotheses. Under $\mathcal{H}_{1}$, the signal is presumed to be present in the subspace, whereas in $\mathcal{H}_{0}$ the subspace encompasses solely the noise.

The GLRT for the hypothesis testing in 34 is defined for each $m \in \mathcal{V}$ as (see, e.g. p. 201 in 67])

$$
\begin{equation*}
\left\|\mathbf{P}_{\mathbf{H}_{m}} \mathbf{y}\right\|^{2} \stackrel{\mathcal{H}_{1}}{\underset{\mathcal{H}_{0}}{\gtrless}} \zeta \tag{35}
\end{equation*}
$$

where $\zeta$ is a user-defined threshold parameter. Thus, the set $\mathcal{D}$ is estimated according to the binary detector in (35), which is defined for each $m \in \mathcal{V}$, by

$$
\begin{equation*}
\hat{\mathcal{D}} \triangleq\left\{m \in \mathcal{V}:\left\|\mathbf{P}_{\mathbf{H}_{m}} \mathbf{y}\right\|^{2}>\zeta\right\} \tag{36}
\end{equation*}
$$

In the second step, we use the node partition algorithm in Algorithm 1 with the input $\hat{\mathcal{D}}$ from (36) to obtain the subsets $\left\{\hat{\mathcal{D}}_{q}\right\}_{q=1}^{Q}$. In the third step, we solve the support set recovery problem in (18) for each subset $\hat{\mathcal{D}}_{q}$ separately. That is, we estimate the partial support set by
$\hat{\Omega}_{q}=\arg \max _{\left\{|\Omega| \leq s, \Omega \subseteq \hat{\mathcal{D}}_{q}\right\}}\left\|\mathbf{P}_{\mathbf{H}_{\Omega}} \mathbf{y}\right\|^{2}-\rho(|\Omega|), \quad q=1, \ldots, Q$.
It is noted that for any $q=1, \ldots, Q$, the partial support set, $\hat{\Omega}_{q}$, may be smaller than or equal to the subset from which it is recovered, $\hat{\mathcal{D}}_{q}$. The total support set of the sparse vector is
then computed as the union of the partial estimates obtained from (37), as follows:

$$
\begin{equation*}
\hat{\Omega}^{t e m p}=\bigcup_{q=1}^{Q} \hat{\Omega}_{q} \tag{38}
\end{equation*}
$$

It should be noted that in (37) we impose the condition that the size of the support set should not exceed the sparsity parameter, $|\Omega| \leq s$, for each subset separately. As a result, we can ensure that the cardinality of $\hat{\Omega}_{q}$ is always less than or equal to $s$ for any $q=1, \ldots, Q$. However, the same restriction does not apply to the union set in (38), which means that the cardinality of $\hat{\Omega}^{\text {temp }}$ may be greater than $s$, and thus, it may not be in the feasible set of the original optimization problem in (18). In order to address this issue, in the fourth step, sparsity-level correction is performed by solving the recovery in (16) for $\left\{\Omega \subset \hat{\Omega}^{\text {temp }}:|\Omega| \leq s\right\}$. That is, we compute the final estimator of the support set by

$$
\begin{equation*}
\hat{\Omega}=\arg \max _{\left\{|\Omega| \leq s, \Omega \subseteq \hat{\Omega}^{t e m p}\right\}}\left\|\mathbf{P}_{\mathbf{H}_{\Omega}} \mathbf{y}\right\|^{2}-\rho(|\Omega|) \tag{39}
\end{equation*}
$$

The GM-GIC method is summarized in Algorithm 2 and illustrated in Fig. 1

```
Algorithm 2: GM-GIC
    Input: Measurements \(\mathbf{y}\), graph filter \(\mathbf{H}\), filter degree
            \(\Psi\), and sparsity parameter \(s\)
1 Step 1: Compute \(\hat{\mathcal{D}}\) from 36)
\(2 \overline{\text { Step 2: Partition } \hat{\mathcal{D}} \text { by Algorithm } 1 \text { to obtain }\left\{\hat{\mathcal{D}}_{q}\right\}_{q=1}^{Q}, ~(1)}\)
    Step 3:
    3 for \(q=1\) to \(Q\) do
        Obtain \(\hat{\Omega}_{q}\) by solving (37)
    5 end
    6 Compute: \(\hat{\Omega}^{\text {temp }}=\bigcup_{q=1}^{Q} \hat{\Omega}_{q}\)
    Step 4:
    7 Obtain \(\hat{\Omega}\) by solving (39).
    Return recovered support: \(\hat{\Omega}\)
```



Figure 1: Steps 1-3 of the GM-GIC method from Algorithm 2 In Step 1, the algorithm estimates the candidate node set, $\mathcal{D}$, denoted by black-filled nodes. A node $k$ is included in $\mathcal{D}$ if the projection of the measurements into the signl-column space $\operatorname{col}\left(\mathbf{H}_{k}\right),\left\|\mathbf{P}_{\mathbf{H}_{k}} \mathbf{y}\right\|^{2}$, exceeds a certain threshold. In Step 2, the nodes in $\mathcal{D}$ are partitioned into subsets (here, 2 subsets in pink and green) based on the geodesic distance between the nodes, the graph filter order, and the graph structure. Finally, in Step 3, a local GIC is performed for the support set recovery within the subsets. This results in separate partial support sets (denoted by red rings around the nodes).

## B. Graph-BNB-GIC

In this subsection we present a new Graph-BNB-GIC method for solving the GIC problem in (18). To this end, we reformulate the GIC problem in (18) as an integer programming optimization problem, and then derive the Graph-BNB-GIC method. The Graph-BNB-GIC, is a BNBbased method (see, e.g. [60], [61]) with novel graph-based designs for the branching and bounding steps.

## 1) New formulation

By using the $|\mathcal{V}| \times 1$ Boolean vector $\mathbf{z}=\left[z_{1}, \ldots, z_{|\mathcal{V}|}\right]^{T}$, we adress the GIC problem in (18) as the following integer programming optimization problem:

$$
\begin{gather*}
\hat{\mathbf{z}}=\arg \max _{\mathbf{z} \in\{0,1\}|\mathcal{L}|}\left\|\mathbf{P}_{\mathbf{H}_{\Omega(\mathbf{z})}} \mathbf{y}\right\|^{2}-\rho(|\Omega(\mathbf{z})|) \\
\text { such that }|\Omega(\mathbf{z})| \leq s \tag{40}
\end{gather*}
$$

where $\Omega(\mathbf{z})$ is the support set of $\mathbf{z}$, i.e. the set of indices corresponding to non-zero elements of $\mathbf{z}$ that are in this case equal to 1 . It can be verified that the problem in 40) is equivalent to the problem in $\sqrt[18]{ }$ (provides the same solution). In the new formulation, each node $k$ can be fixed to either $z_{k}=0$ or $z_{k}=1$. In this way we can impose additional information on the specific node, and determine whether it is part of the support set or not. The added flexibility is essential for the branch step, which is described next.

## 2) Branch

Without loss of generality, we assume that the graph node indices are ordered according to their single-node projected energy, i.e.

$$
\begin{equation*}
\left\|\mathbf{P}_{\mathbf{H}_{1}} \mathbf{y}\right\|_{2}^{2} \geq\left\|\mathbf{P}_{\mathbf{H}_{2}} \mathbf{y}\right\|_{2}^{2} \geq \ldots \geq\left\|\mathbf{P}_{\mathbf{H}_{|\mathcal{V}|}} \mathbf{y}\right\|_{2}^{2} \tag{41}
\end{equation*}
$$

According to the discussion around (29), nodes included in the true support set of the signal $\mathrm{x}, \Omega_{t}$, are associated with smaller indices in 41. Moreover, dictionary atoms associated with nodes indexed larger than $|\mathcal{D}|$, w.r.t. to the ordering in (41), are not expected to contain substantial information on the filtered signal, Hx. Based on the ordering in (41), we describe the branch step as follows. By selecting index 1, we form the following two problems: the first problem is

$$
\begin{align*}
\hat{\mathbf{z}}= & \arg \max _{\mathbf{z} \in\{0,1\}|\mathcal{V}|}\left\|\mathbf{P}_{\mathbf{H}_{\Omega(\mathbf{z})}} \mathbf{y}\right\|^{2}-\rho(|\Omega(\mathbf{z})|) \\
& \text { such that }\left\{\begin{array}{l}
|\Omega(\mathbf{z})| \leq s \\
z_{1}=0
\end{array}\right. \tag{42}
\end{align*}
$$

and the second problem is

$$
\begin{align*}
\hat{\mathbf{z}}= & \arg \max _{\mathbf{z} \in\{0,1\}|\mathcal{V}|}\left\|\mathbf{P}_{\mathbf{H}_{\Omega(\mathbf{z})}} \mathbf{y}\right\|^{2}-\rho(|\Omega(\mathbf{z})|)  \tag{43}\\
& \text { such that }\left\{\begin{array}{l}
|\Omega(\mathbf{z})| \leq s \\
z_{1}=1
\end{array}\right. \tag{44}
\end{align*}
$$

In other words, we fix the value of $z_{1}$ to 0 in the first subproblem, which means that the first node is not part of $\Omega(\mathbf{z})$. In the second subproblem, we set the value of $z_{1}$ to be 1 , which means that the first node is part of $\Omega(\mathbf{z})$. The problems in (42) and (43) are subproblems of the original problem in (40) since they have the same cost function and constraints as the original problem with one additional variable fixed. Each of these subproblems is an integer programming optimization problem, with $|\mathcal{V}|-1$ Boolean variables. The optimal value
of the original problem is the maximum between the optimal values of the two subproblems.

The division of (40) to the two subproblems in (42)-43) is the first branch step performed in our algorithm. The second branch step is obtained by splitting one of the above subproblems, once with $z_{2}=0$ and once with $z_{2}=1$, following the order in (41). By continuing in this manner, we form a partial binary tree of subproblems (see our illustration in Fig. 2). The root is the original problem depicted in (40). This problem is split into the two child subproblems in 42) and (43). The second iteration yields another two children of one of the original children. In general, the subproblems can be written as

$$
\begin{align*}
& \hat{\mathbf{z}}=\arg \max _{\mathbf{z} \in\{0,1\}|\mathcal{V}|}\left\|\mathbf{P}_{\mathbf{H}_{\Omega(\mathbf{z})}} \mathbf{y}\right\|^{2}-\rho(|\Omega(\mathbf{z})|) \\
& \text { such that }\left\{\begin{array}{l}
|\Omega(\mathbf{z})| \leq s \\
z_{k}=0, \quad k \in \mathcal{S}_{0} \\
z_{k}=1, \quad k \in \mathcal{S}_{1}
\end{array}\right. \tag{45}
\end{align*}
$$

where $\mathcal{S}_{0}$ is the set of Boolean variables fixed to 1 and $\mathcal{S}_{1}$ is the set of Boolean variables fixed to 0 . It can be seen that in the optimization problem in (45), the equality constraints determine $\left|\mathcal{S}_{0}\right|+\left|\mathcal{S}_{1}\right|$ from the elements of $\mathbf{z}$. Hence, each subproblem could be represented by the notation $\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right)$, e.g. $(\emptyset, \emptyset),(\{1\}, \emptyset)$, and $(\emptyset,\{1\})$ represent (40), 42), and (43), respectively. Additionally, splitting (45) into two subproblems is achieved by adding node $\left|\mathcal{S}_{0}\right|+\left|\overline{\mathcal{S}_{1}}\right|+1$ once to the set $\mathcal{S}_{0}$ and once to the set $\mathcal{S}_{1}$. Hence, the index used to split a leaf node is determined based on the ordering in 41, where a leaf node refers to a node in the partial binary tree that does not have children nodes. Figure 2 illustrates two iterations of the branch step.


Figure 2: Illustration of two iterations of the branch step. Each node (black circle) corresponds to an optimization problem in (45), and is identified by the couple $\left\{S_{0}, S_{1}\right\}$, that are assumed to be included in/excluded from the support set, respectively.

## 3) Bound

When applied to large models, standard BNB search algorithms (see e.g. [60]) that use theoretical upper and lower bounds may take substantial amounts of computing time for mixed Boolean convex problems. Using a heuristic bound to replace the upper or lower bound might achieve a significant speedup in the BNB search procedure. For example, [68], [69] showed, for the optimal network design problem, that using a heuristic bound may dramatically reduce the computational complexity with a minor effect on the performance. Therefore, based on the analysis in Subsection III we propose a heuristic upper bound alongside a theoretical lower bound for (45).

Based on the analysis in Subsection III, which stems from Assumptions A.1 A. 2 we propose the following heuristic
upper bound on the optimal objective of (45):

$$
\begin{align*}
\mathbf{\Phi}_{u b}\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right) & =\left\|\mathbf{P}_{\mathbf{H}_{\mathcal{S}_{1}}} \mathbf{y}\right\|^{2}-\rho\left(\left|\mathcal{S}_{1}\right|\right) \\
& +\left(s-\left|\mathcal{S}_{1}\right|\right) \max \left(\left\|\mathbf{P}_{\mathbf{H}_{k+1}} \mathbf{y}\right\|^{2}-\rho(1), 0\right) \tag{46}
\end{align*}
$$

where $k=\left|\mathcal{S}_{0}\right|+\left|\mathcal{S}_{1}\right|$. The heuristic bound states that the maximum cost function in (45) is bounded by the superposition of:

1) The cost function associated with the elements in $z$ that are already fixed as 1 (the elements in $\mathcal{S}_{1}$ ): $\left\|\mathbf{P}_{\mathbf{H}_{\mathcal{S}_{1}}} \mathbf{y}\right\|^{2}-$ $\rho\left(\left|\mathcal{S}_{1}\right|\right)$;
2) The cost function associated with the highest individual contributor within the elements not yet determined, i.e. node $k+1$ where $k=\left|\mathcal{S}_{0}\right|+\left|\mathcal{S}_{1}\right|$, multiplied by the number of elements that can be added to $\mathcal{S}_{1}$ without exceeding the sparsity limit: $(s-$ $\left.\left|\mathcal{S}_{1}\right|\right) \max \left(\left\|\mathbf{P}_{\mathbf{H}_{k+1}} \mathbf{y}\right\|^{2}-\rho(1), 0\right)$.
The lower bound on the optimal solution of (45) is obtained by taking the cost function of one of the elements in the feasible set. Specifically, we consider the element $\mathbf{z}$ in which the undetermined elements (i.e., the elements in $\left.\left\{|\mathcal{V}| \backslash\left\{\mathcal{S}_{0}\right\} \cup \mathcal{S}_{1}\right\}\right\}$ ) are set to zero. All the elements in $\mathbf{z}$ are determined for this case, and the non-zero elements correspond to the set $\mathcal{S}_{1}$. Thus, the lower bound for (45) is set to

$$
\begin{equation*}
\boldsymbol{\Phi}_{l b}\left(\mathcal{S}_{1}\right)=\left\|\mathbf{P}_{\mathbf{H}_{\mathcal{S}_{1}}} \mathbf{y}\right\|^{2}-\rho\left(\left|\mathcal{S}_{1}\right|\right) \tag{47}
\end{equation*}
$$

Hence, the lower bound for (45) is equivalent to the cost function of the support set $\Omega=\mathcal{S}_{1}$. It is noted that the lower bound used is a valid bound that is always lower than the optimal value of the solution of 45). This can be verified by observing the fact that $\Omega(\mathbf{z})=\mathcal{S}_{1}$ is in the feasible set of the maximization problem in (45), and thus its cost would always be lower than or equal to the optimal cost function.
4) Remarks

We conclude the discussion on the bounds with the following two remarks that demonstrate the relationships between the lower and upper bounds in special cases.

Remark 1. By substituting (47) in (46) we obtain

$$
\begin{align*}
& \boldsymbol{\Phi}_{u b}\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right)=\boldsymbol{\Phi}_{l b}\left(\mathcal{S}_{1}\right) \\
& \quad+\left(s-\left|\mathcal{S}_{1}\right|\right) \max \left(\left\|\mathbf{P}_{\mathbf{H}_{k+1}} \mathbf{y}\right\|^{2}-\rho(1), 0\right) \tag{48}
\end{align*}
$$

Thus, if $\left|\mathcal{S}_{1}\right|=s$, then the lower bound and upper bound are equal, i.e., $\mathbf{\Phi}_{u b}\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right)=\mathbf{\Phi}_{l b}\left(\mathcal{S}_{1}\right)$. The rationale behind this result is that in this case, the subproblem already reaches the maximal support set cardinality, s, and, thus, the associated leaf node in the binary tree should not be further divided.

Remark 2. Due to the ordering in (41), it can be verified that if $k>|\mathcal{D}|$, then $k \in\{\mathcal{V} \backslash \mathcal{D}\}$. Hence, from (29) we obtain that $\left\|\mathbf{P}_{\mathbf{H}_{k}} \mathbf{H}_{\Omega_{t}} \mathbf{x}_{\Omega_{t}}\right\|<\epsilon$. Thus, by considering a low degree of noise, it can be assumed that

$$
\begin{equation*}
\left\|\mathbf{P}_{\mathbf{H}_{k+1}} \mathbf{y}\right\|^{2}-\rho(1)<\epsilon \tag{49}
\end{equation*}
$$

By substituting the result from (49) in (48), we obtain that the difference between the upper and lower bound in (48) when $k>|\mathcal{D}|$ satisfies

$$
\boldsymbol{\Phi}_{u b}\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right)-\boldsymbol{\Phi}_{l b}\left(\mathcal{S}_{1}\right)<\left(s-\left|\mathcal{S}_{1}\right|\right) \epsilon<s \epsilon
$$

where the sparsity parameter $s$ indicates the the sparsity level of the signal, $\mathbf{x}$, and $\epsilon$ is defined in (29). This result implies that observing support set elements with nodes outside $\mathcal{D}$ cannot improve the support set recovery results. Consequently, the result shows that in the worst-case scenario of the algorithm, it terminates after observing all support set combinations within the set $\mathcal{D}$ from (29). Hence, in its worst case, the algorithm requires an order of $O\left(\sum_{j=1}^{s}\binom{|\mathcal{D}|}{j}\right)$ flops (see Subsection IV-C for a comparison with the GIC and GM-GIC methods).

## 5) Algorithm

The algorithm for implementing the Graph-BNB-GIC method is initialized by the set $\mathcal{L}^{(0)}$ containing only the root node, which is characterized by the sets $\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right)=(\emptyset, \emptyset)$. At each iteration, branching occurs from the leaf node with the smallest depth, where if there are multiple leaves with the smallest depth, then the leaf with the largest upper bound is selected. That is, the leaf node is selected by

$$
\begin{aligned}
\left(\hat{\mathcal{S}}_{0}, \hat{\mathcal{S}}_{1}\right)= & \arg \max _{\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right) \in \mathcal{L}^{(t)}} \boldsymbol{\Phi}_{u b}\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right), \\
& \text { such that }\left|\mathcal{S}_{0}\right|+\left|\mathcal{S}_{1}\right|=\min _{\left(\tilde{\mathcal{S}}_{0}, \tilde{\mathcal{S}}_{1}\right) \in \mathcal{L}^{(t)}}\left|\tilde{\mathcal{S}}_{0}\right|+\left|\tilde{\mathcal{S}}_{1}\right|
\end{aligned}
$$

The branching is performed by the branch step outlined in Subsection IV-B2. Hence, to generate $\mathcal{L}^{(t+1)}$, all elements in $\mathcal{L}^{(t)}$ are duplicated excluding the selected leaf node. The sets of the selected node, $\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right)$, are then split into two child nodes: $\left.\left(\left\{\mathcal{S}_{0} \cup k\right\}, \mathcal{S}_{1}\right)\right\}$ and $\left(\mathcal{S}_{0},\left\{\mathcal{S}_{1} \cup k\right\}\right)$, where $k=$ $\left|\mathcal{S}_{0}\right|+\left|\mathcal{S}_{1}\right|$. The algorithm terminates when $L^{(t+1)}=U^{(t+1)}$, where $U^{(t+1)}$ and $L^{(t+1)}$ denote the maximum upper bound and maximum lower bound across all leaf nodes (nodes in $\mathcal{L}^{(t+1)}$ ), respectively. In this case, the maximum upper bound and maximum lower bound belong to the same leaf, and the set $\mathcal{S}_{1}$, which is associated with this leaf, represents the estimated support set (i.e. the algorithm output). Additionally, if the upper bound of a leaf is smaller than the global lower bound, $L^{(t+1)}$, then it is pruned (removed from the set $\mathcal{L}^{(t+1)}$ ) since the cost function associated with any of its potential descendants is assumed lower than its upper bound and that the global lower bound represents a cost function of a feasible solution. The proposed Graph-BNB-GIC method is summarized in Algorithm 3.

## C. Computational Complexity

The main goal of this work is to develop graph-based low-complexity methods for support set recovery of sparse graph signals. Specifically, we aim to design low-complexity methods that approximate the solution of the GIC optimization in (18), since a direct solution requires an exhaustive search with computational complexity that grows exponentially with the size of the graph. In particular, the exhaustive search requires $\sum_{j=1}^{s}\binom{|\mathcal{V}|}{j}$ floating-point operations (flops), as can be seen in (18). The computational complexity of the GM-GIC method from Algorithm 2 is primarily determined by the computations of the local GIC on the largest subset, and thus requires $O\left(\sum_{j=1}^{s}\left(\underset{j}{\max _{q}\left|\mathcal{D}_{q}\right|}\right)\right)$ flops. Hence, its complexity is significantly lower than those of the GIC methods, where $\forall q: \mathcal{D}_{q} \subseteq \mathcal{D}$ and from 29) and Theorem 2, $|\mathcal{D}| \ll|\mathcal{V}|$. The Graph-BNB-GIC method from Algorithm 3 is anticipated to have an even lower computational burden compared with the GM-GIC method, due to its iterative nature. However, as

```
Algorithm 3: Graph-BNB-GIC
    Input: Measurements \(\mathbf{y}\), graph filter \(\mathbf{H}\), and sparsity
            parameter \(s\)
```

    Index \(\mathcal{V}\) by 41)
    Initialize:
    \(t=0, \mathcal{L}^{(0)}=\{(\emptyset, \emptyset)\}\)
    Compute: \(L^{(0)}=\boldsymbol{\Phi}_{l b}(\emptyset), U^{(0)}=\boldsymbol{\Phi}_{u b}(\emptyset, \emptyset)\)
    while \(L^{(t)}<U^{(t)}\) do
        Pick \(\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right)\) by (50)
        Set \(k=\left|\mathcal{S}_{0}\right|+\left|\mathcal{S}_{1}\right|, \mathcal{L}^{(t+1)}=\mathcal{L}^{(t)}\)
        \(\%\) Branching \(\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right)\) : (lines 8-10)
        Set \(\mathcal{L}^{(t+1)}=\left\{\mathcal{L}^{(t+1)} \backslash\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right)\right\}\)
        Set \(\mathcal{L}^{(t+1)}=\left\{\mathcal{L}^{(t+1)} \cup\left(\left\{\mathcal{S}_{0} \cup k\right\}, \mathcal{S}_{1}\right)\right\}\)
        Set \(\mathcal{L}^{(t+1)}=\left\{\mathcal{L}^{(t+1)} \cup\left(\mathcal{S}_{0},\left\{\mathcal{S}_{1} \cup k\right\}\right)\right\}\)
        Compute: \(L^{(t+1)}=\arg \max _{\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right) \in \mathcal{L}^{(t+1)}} \boldsymbol{\Phi}_{l b}\left(\mathcal{S}_{1}\right)\)
        Compute: \(U^{(t+1)}=\arg \max _{\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right) \in \mathcal{L}^{(t+1)}} \boldsymbol{\Phi}_{u b}\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right)\)
        Pruning: remove \(\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right) \in \mathcal{L}^{(t+1)}\) if it satisfies
        \(\boldsymbol{\Phi}_{u b}\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right)<L^{(t+1)}\)
        Update: \(t=t+1\)
    end
    Return recovered support set \(\hat{\Omega}=\left|\mathcal{S}_{1}\right|\) such that
    \(\left(\mathcal{S}_{0}, \mathcal{S}_{1}\right) \in \mathcal{L}^{(t)}\) and \(\boldsymbol{\Phi}_{l b}\left(\mathcal{S}_{1}\right)=L^{(t)}\)
    shown in Remark 2 , in its worst-case scenario it requires an order of $O\left(\sum_{j=1}^{s}\binom{\mathcal{D} \mid}{ j}\right)$ flops. Consequently, even in the worst case, the computational complexity of the Graph-BNB-GIC method is significantly lower than that of the GIC method.

## V. GFOC

In this section, we present the GFOC method, which is a new method for correcting existing estimated support sets of the sparse graph signal, $\hat{\Omega}$. This correction is obtained by optionally replacing the support set elements with nodes from their one-hop neighborhood, $\mathcal{N}[\hat{\Omega}]$. The initial estimated support set, $\hat{\Omega}$, can be obtained by any sparse recovery method, including standard techniques (such as the OMP [31] and Lasso [23] methods), as well as the GM-GIC and Graph-BNB-GIC methods proposed in Subsection II-C

## A. Method

The proposed GFOC method receives as an input a support set estimate, $\hat{\Omega}$, provided by any sparse recovery algorithm, along with the system measurements and the information regarding the underlying graph. Then, the GFOC method goes over the estimated support set elements. For each element (i.e. each node $k \in \hat{\Omega}$ ), it examines whether the GIC increases when the element is replaced with one of the nodes in the one-hop open neighborhood set

$$
\begin{equation*}
\mathcal{N}(k) \triangleq\left\{\mathcal{N}_{1}[k] \backslash k\right\}=\{m \in \mathcal{V}: \delta(k, m)=1\} \tag{51}
\end{equation*}
$$

where $\mathcal{N}_{1}[k]$ is defined in (5) (with $\Delta=1$ ). If the GIC increases, then the method propagates by replacing the $k$ th support set element with its neighbor, i.e. the element in (51)
that maximizes the GIC. Otherwise, the $k$ th element stays in the estimated support. It is noted that if the GFOC method input is infeasible, i.e. $|\hat{\Omega}|>s$, then the input can be corrected by selecting the indices associated with the $s$ largest values in $\hat{\mathbf{x}}$ where $\hat{\mathbf{x}}=\left(\mathbf{H}_{\hat{\Omega}}^{T} \mathbf{H}_{\hat{\Omega}}\right)^{-1} \mathbf{H}_{\hat{\Omega}}^{T}$. The GFOC method is summarized in Algorithm 4 . In addition, the following simple example illustrates the process of the GFOC method for a 9 -node graph.
Example 1. Fig. 3 illustrates the following scenario: the GFOC method receives as input a set of measurements $\mathbf{y}, a$ graph filter $\mathbf{H}$, and an estimated support set $\hat{\Omega}=\{3,7\}$. The GFOC method starts by examining the first-order neighborhood of node 3 (the orange area). Specifically, it finds $k$ such that $\{k, 7\}$ is the optimal support set that maximizes the GIC cost function in (18) within the sets: $\{3,7\},\{1,7\},\{4,7\}$, and $\{6,7\}$. Similarly, it examines the first-order neighborhood of node 7 (the green area). Hence, it finds $m$ such that $\{k, m\}$ is the optimal support set that maximizes the GIC cost function in (18) within the sets $\{k, 7\}$, $\{k, 4\},\{k, 5\}$, and $\{k, 9\}$.


Figure 3: 9-node graph illustration: the one-hop neighborhoods of nodes 3 and 7 , include the nodes inside the orange and green areas, respectively.

```
Algorithm 4: GFOC
    Input: Measurements \(\mathbf{y}\), estimated support set \(\hat{\Omega}\),
            graph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), and graph filter \(\mathbf{H}\)
    Define \(\operatorname{obj}(\Omega)=\left\|\mathbf{P}_{\mathbf{H}_{\Omega}} \mathbf{y}\right\|^{2}-\rho(|\Omega|)\)
    Set \(\hat{\Omega}^{c}=\hat{\Omega}\)
    for \(k \in \hat{\Omega}\) do
        Compute \(\hat{m}=\arg \max _{m \in \mathcal{N}(k)} \operatorname{obj}\left(\left\{\hat{\Omega}^{c} \backslash k\right\} \cup m\right)\)
        if \(\operatorname{obj}\left(\left\{\hat{\Omega}^{c} \backslash k\right\} \cup \hat{m}\right)>\operatorname{obj}\left(\hat{\Omega}^{c}\right)\) then
            \(\Omega^{c}=\left\{\left\{\Omega^{c} \backslash k\right\} \cup \hat{m}\right\}\)
        end
    end
    Return corrected support: \(\Omega^{c}\)
```


## B. Discussion

The GFOC method is derived based on the GIC in 18) and the analysis in Section III derived following Assumptions A. 1 A. 2 Specifically, based on the discussion around (29), it can be inferred that when estimating the support set, if some errors occur, they are likely to be caused by the accidental inclusion of nodes in close proximity to the elements in the true signal support set $\Omega_{t}$. These mistakenly included nodes may be in addition to, or instead of, some of the elements in $\Omega_{t}$. In response to this possible error, Algorithm 4 proposes examining the immediate neighborhood of elements within the estimated support set to potentially enhance solutions w.r.t.
the GIC. It is noted that using the GFOC method may only improve the performance compared to the method's input w.r.t. to the GIC. Moreover, it can be verified from Algorithm 4 that the number of GIC computations required is limited by $s d_{\max }$, where $d_{\max }$ represents the maximum degree of the graph. Now, due to Assumption A.1, every node in the graph is connected to a small number of neighbors. Hence, we can assume that $d_{\max }$ is relatively low, i.e. $d_{\max } \ll|\mathcal{V}|$. Thus, the computational complexity of this approach is expected to be low. It should be noted that the output of the GFOC method can be smaller than the input support set, as a single neighbor may replace two elements. The GFOC method can be easily extended to the graph $\Psi$ order correction (G $\Psi O C$ ) by replacing (51) with

$$
\begin{equation*}
\mathcal{N}_{\Psi}(k) \triangleq\left\{\mathcal{N}_{\Psi}[k] \backslash k\right\}=\{m \in \mathcal{V}: 0<\delta(k, m) \leq \Psi\} \tag{52}
\end{equation*}
$$

## VI. Simulations

In this section, we evaluate the performance of the support set recovery methods developed in Section IV and Section $V$ in numerical simulations. The simulation setup and compared methods are presented in Subsection VI-A In Subsections VI-B and VI-C, the performance of the methods is evaluated based on their accuracy and computing time, respectively.

## A. Setup

1) Model

We consider the support set recovery problem in (16) with the sparse dictionary matrix selected as the graph filter defined by (6)-(9). The graph shift operator used to construct the graph filter is the graph Laplacian matrix [3], i.e. $\mathbf{S}=\mathbf{L}$. For simplicity, the graph Laplacian matrix is normalized such that its largest eigenvalue is 12 . Additionally, the measurement vector $y$ used for (16) is defined in (11). In our simulations we use the two-dimensional, square grid graph and the ErdősRényi graph [70], where for each graph, the edge weights are drawn from a uniform distribution $U([0,1])$. The graph filter coefficients are set to $1, h_{j}=1, j=0, \ldots \Psi$. The values assigned to the non-zero elements in the sparse graph signal, $\mathbf{x}$, are drawn from a standard normal distribution. The filtered signal, $\mathbf{H x}$, is normalized to a specified signal-to-noise ratio (SNR) according to $\mathrm{SNR}=\|\mathbf{H x}\|^{2} /\left(|\mathcal{V}| \sigma_{n}^{2}\right)$, where the noise covariance matrix satisfies $\mathbf{R}=\sigma_{n}^{2} \mathbf{I}$. Unless otherwise specified, the SNR and noise variance are set to $\mathrm{SNR}=50$ and $\sigma_{n}=0.01$.
2) Methods

The following support set recovery methods are compared:

- The OMP method [31];
- The Lasso method [23];
- The BNB applied on (14) with the lower and upper bounds suggested in 60] for Boolean convex problems (denoted as $\ell_{1}-\mathrm{BNB}$ );
- The GM-GIC method in Algorithm 2 ,
- The Graph-BNB-GIC method in Algorithm 3 (denoted as G-BNB);
- An exhaustive search over the feasible set in (18) that involves comparing the cost functions of all the optional support sets (denoted as GIC);
- The GFOC support set correction method in Algorithm 4. with the estimated support set input from each of
the above mentioned methods; The corrected outputs are denoted as 1) $\overline{\mathrm{OMP}}^{c}$, 2) $\overline{\mathrm{Lasso}}^{c}$, 3) $\bar{\ell} 1-B n B^{c}$, 4) $\overline{\text { GM-GIC }}^{c}$, 5) $\overline{\mathrm{G}-\mathrm{BNB}}^{c}$, 6) $\overline{\mathrm{GIC}}^{c}$.
In practice, the Lasso and $\ell_{1}$-BNB methods directly solve the sparse recovery problem in (14). As shown in Section II, this is equivalent to solving 16. The tuning factors for the different methods are stated as follows. The Lasso and $\ell_{1}$-BNB regularization parameter is set to 0.01 . Additionally, the GIC penalty function, $\rho(|\Omega|)$, used for the GM-GIC, GIC, G-BNB, GIC, and GFOC methods, is chosen to be the AIC penalty function [66], i.e. we set $p(|\Omega|)=2|\Omega|$. For the GM-GIC method, the pre-screening threshold $\zeta$ in (35) is set to $\sigma_{n}$. For each presented scenario, the performancehas been evaluated by at least $10^{3}$ Monte Carlo simulations.


## B. support set recovery Accuracy

In this subsection, we study the accuracy of the support set recovery by the methods in Subsection VI-A2, where the accuracy is measured by the F-score classification metric [71]. The F-score compares between the the true support set, $\Omega_{t}$, and the estimated support, $\hat{\Omega}$, which is obtained by the different methods in Subsection VI-A2 The F-score is given by

$$
\begin{equation*}
F S\left(\Omega_{t}, \hat{\Omega}\right)=\frac{2 t_{p}}{2 t_{p}+f_{n}+f_{p}} \tag{53}
\end{equation*}
$$

where $t_{p} \triangleq\left|\Omega_{t} \cap \hat{\Omega}\right|$ is the number of true-positives, $f_{p} \triangleq$ $\left|\left\{\mathcal{V} \backslash \Omega_{t}\right\} \cap \hat{\Omega}\right|$ is the number of false-positives, and $f_{n} \triangleq$ $\left|\Omega_{t} \cap\{\mathcal{V} \backslash \hat{\Omega}\}\right|$ is the number of false-negatives. The F-score is between 0 and 1 , where 1 indicates perfect support set recovery, i.e. $\hat{\Omega}=\Omega$.

## 1) Case 1-Square Grid Graph with 100 Nodes

We consider the two scenarios presented in Fig. 4

- Scenario 1 (Dispersed Support): In this scenario, the signal support set is located on the edges of the square grid graph. For the considered 100 -node square grid graph, the node positions are $\Omega_{t}=\{1,10,91,100\}$ (shown in red in Fig. 4). This scenario describes a situation where the locations of the non-zero elements of the sparse signal are far apart across the graph.
- Scenario 2 (Localized Support): In this scenario, the support set of the signal is concentrated in neighboring nodes (here, in the center of the square grid graph). For the considering 100 -node square grid graph, the node positions are $\Omega_{t}=\{45,46,55,56\}$ ) (shown in blue in Fig. 4). This scenario describes a situation where the non-zero elements are clustered in close proximity within the graph structure.
The F-score results for Scenario 1 and Scenario 2 are presented in Figs. 5a a and 5b, respectively, versus the graph filter degree. Figure 5 a shows that for Scenario 1, the F-score for the GM-GIC, G-BNB, and OMP methods is similar for any graph filter degree and achieves the benchmark score of the GIC method. This can be explained by the fact that a dispersed support set is easy to recover. Additionally, the Fscore decreases moderately as the graph filter degree increases (from 0.95 to 0.75 ). In contrast, the F-score of the Lasso and the $\ell_{1}$-BNB methods significantly decreases as the graph filter degree increases (e.g. the F-score of the $\ell_{1}$-BNB method ranges from 0.8 to 0.18 ). For this case, the proposed GFOC


Figure 4: Square grid graph with $|\mathcal{V}|=100$. The nodes of Scenario $1, \Omega_{t}=\{1,10,91,100\}$, and Scenario 2, $\Omega_{t}=$ $\{45,46,55,56\}$, are colored in red and blue, respectively.


Figure 5: Square grid graph: the F-score of the different methods versus the graph filter degree, $\Psi$, for the two scenarios from Fig. 4 .
method significantly improves the $\ell_{1}$-BNB method's F-score for any graph filter degree, and improves the F-score of the Lasso method for $\Psi=1,2,3$. Figure 5]b shows that for Scenario 2 of the localized support, only the GM-GIC achieves F-scores comparable to the optimal GIC method. The GBNB method is the closest behind, with F-scores lower by at most 0.15. The corrected version $\overline{\mathrm{G}-\mathrm{BNB}}^{c}$ method performs even better, with F-scores lower than those of the GM-GIC method by at most 0.1 . The Lasso method obtains equivalent results to the GM-GIC method for $\Psi=1,2$, but provides poor results for graph filter degrees larger than 2. Both the OMP and $\ell_{1}$-BNB methods exhibit a significant decrease in F-score as the graph filter degree increases. Finally, the improvement obtained by the proposed GFOC method is the most significant when applied to the OMP technique.

Figure 6 presents the F-score versus the SNR for Scenario 2, where the graph filter degree is set to $\Psi=4$. In this scenario, the GIC, GM-GIC, and G-BNB methods have the


Figure 6: Square grid graph: the F -scores of the different methods versus the SNR with $\Omega_{t}$ from Scenario 2, and $\Psi=4$.
highest F -scores (ranging from approximately 0.4 to 0.85 ), which increases as the SNR increases. The corrected version of the OMP method, $\overline{\mathrm{OMP}}^{c}$, improves the OMP F-score by about 0.15 , compared to the original OMP. Additionally, the corrected versions of the $\ell_{1}$ - BNB , and ${\overline{\ell_{1}-B n B}}^{c}$ methods show similar results to those from the $\overline{\mathrm{OMP}}^{c}$ method for high SNRs. The Lasso method and its corrected version show poor results across all observed SNRs.
2) Case 2- Erdốs Réyni Graph with 70 Nodes

We consider the graph in Fig. 7, which is a realization of an Erdős-Rényi graph with the probability of 0.12 that two nodes are connected. The signal support set has been selected uniformly from the following two cases:

- Scenario 3 (Mixed Dispersed-Localized Support): In this scenario, two groups of two nodes are selected as follows. First, two nodes are selected at random from the Erdős Réyni graph in Fig. 7 Then, for each node, one of its neighbors is randomly chosen and added to the support set. This process is repeated until four different nodes are selected. This scenario describes a situation where the nonzero elements are clustered in two distanced groups, where the nodes in each group are in close proximity.
- Scenario 4 (Localized Support): In this scenario, a single node is randomly selected from the Erdős Réyni graph in Fig. 7. Then, three of the node's neighbors are randomly chosen and added to the support set. This scenario describes a situation where the non-zero elements are clustered in close proximity within the graph structure.


Figure 7: Erdős-Reńyi graph with 70 nodes. This realization was obtained using a connection probability of 0.12 between any two nodes and was used for all simulations.

Figure 8 shows the $F$-score as a function of the graph filter degree, where $\Omega_{t}$ is drawn from Scenario 3 and Scenario 4 with equal probability. Unlike the results in Fig. 5, none of the methods show similar results to the optimal GIC method. The GM-GIC and its correction $\overline{\text { GM-GIC }}^{C}$ methods obtain the


Figure 8: Erdős-Rényi Graph: the F-score of the different methods where $\Omega_{t}$ is drawn from Scenario 3 and Scenario 4 with equal probability.
closest result. Closely behind is the $\overline{\mathrm{G}-\mathrm{BNB}}^{c}$ method, with results up to 0.1 better than the G-BNB method. The $\overline{\mathrm{OMP}}^{c}$ method shows similar results to the $\overline{\mathrm{G}-\mathrm{BNB}}^{c}$ method for the first 3 graph degrees, yet lower F-scores at the higher degrees. The Lasso and $\ell_{1}$-BNB methods and their corrections show competitive results only for the first 2 graph degrees.

## C. Run-Time

In order to demonstrate the computational complexity of the different methods empirically, their associated run-time (average computation time) is evaluated using Matlab on two Intel(R) Xeon(R) CPU E5-2660 v4 @ 2.00 GHz processors. The signal support set, $\Omega_{t}$, in the following simulation is drawn with equal probability from Scenario 1 and Scenario 2. In Fig. 9a. we present the run-time of the different algorithms versus the graph filter degree. The optimal GIC method requires the highest run-time (operating in close to 100 seconds). The runtime of the GM-GIC and G-BNB methods increases as the graph filter degree increases, where the GM-GIC method runtime is substantially larger than the G-BNB method run time. For example, for $\Psi=5$, the GM-GIC method requires a couple of seconds while the G-BNB method operates in 10 milliseconds. The G-BNB method requires a lower run-time than the $\ell_{1}-\mathrm{BNB}$ method for the first 4 graph filter degrees. The Lasso and OMP methods perform the fastest; however, as shown in Figs. 5, 6, and 8, these methods display lower F-scores in comparison to the proposed methods. Notably, the additional run-time required by the GFOC method to correct these methods is negligible for all the methods.

In Fig. 9b, we present the run-time versus the SNR where the graph filter degree is $\Psi=4$. It can be seen that the runtime of the GM-GIC method significantly increases as the SNR increases. The run-time required for the remaining methods is constant w.r.t. the SNR. The G-BNB method requires a significantly lower run-time than the GM-GIC method and yields similar results to the $\ell_{1}$-BNB methods. Figure 9 c presents the run-time as a function of the graph size, where the filter degree is $\Psi=4$ and the signal support set, $\Omega_{t}$, is chosen with equal probability from Scenarios 1 and 2 . The run-time required for the optimal GIC methods grows exponentially with the graph (model) size. In contrast, the GM-GIC is only slightly affected, while the G-BNB run-time is constant across the different graph sizes. The graph size also affects the Lasso and OMP methods, but both still operate significantly faster than the other methods.


Figure 9: Square Grid Graph: The run-time of the different sparse support set recovery methods versus (a) the graph filter degree; (b) the SNR; and (c) the number of nodes in the graph, where $\Omega_{t}$ is drawn with equal probability from the selection rule in Scenario 1 or Scenario 2.

## VII. Conclusions

In this paper, we propose three sparse recovery techniques: the GM-GIC, Graph-BNB-GIC, and GFOC methods. These techniques solve the support set recovery problem for diffused sparse graph signals, which are node-domain sparse graph signals diffused over the graph by a graph filter. The proposed methods use the GIC as the optimization cost function and leverage the underlying graphical structure to reduce the computational complexity and enhance the recovery performance. In particular, the GM-GIC and Graph-BNB-GIC directly tackle the support set recovery problem by considering local graph properties and efficiently partitioning the dictionary elements and iteratively searching over candidate support sets, respectively. The GFOC method is based on correcting the solution obtained by any other support set recovery technique. In addition, we provide a theoretical analysis of the considered setting with: 1) an examination of the dictionary matrix atoms (i.e. graph filter columns) derived from the underlying graphical structure; and 2) an evaluation of the computational complexity of the proposed methods, based on the graph filter degree, the maximum degree of the graph, and sparsity restrictions. Simulations conducted over the square
grid graph and the Erdős-Rényi graph reveal that our proposed GM-GIC and Graph-BNB-GIC methods achieve higher support set recovery accuracy compared to state-of-the-art methods such as OMP, Lasso, and $\ell_{1}-\mathrm{BNB}$, while maintaining significantly lower computational overhead than the optimal GIC method. In general, the GM-GIC method outperforms the Graph-BNB-GIC method in terms of the accuracy of the support set recovery, but requires more computing time. It is also demonstrated that the GFOC method can significantly improve the support set recovery accuracy of existing methods, including the OMP, Lasso, and $\ell_{1}$-BNB methods, without imposing significant additional computation overhead. By applying the GFOC method on the Graph-BNB-GIC method, we obtained support set estimation results comparable to the GIC benchmark, with a run-time comparable to the OMP and Lasso methods. Consequently, the best performance is obtained by combining the Graph-BNB-GIC and GFOC methods.
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