
A RANDOM WALK APPROACH TO BROADCASTING ON RANDOM
RECURSIVE TREES

A PREPRINT

Ernst Althaus
Institute of Computer Science

Johannes Gutenberg-University
Mainz, Germany

Lisa Hartung
Institute of Mathematics

Johannes Gutenberg-University
Mainz, Germany

Rebecca Steiner
Institute of Computer Science

Johannes Gutenberg-University
Mainz, Germany

May 7, 2024

ABSTRACT

In the broadcasting problem on trees, a {0, 1}-message originating in an unknown node is passed
along the tree with a certain error probability q. The goal is to estimate the original message without
knowing the order in which the nodes were informed. A variation of the problem is considering this
broadcasting process on a randomly growing tree, which Addario-Berry et al. [2] have investigated
for uniform and linear preferential attachment recursive trees. We extend their studies of the majority
estimator to the entire group of very simple increasing trees as well as shape exchangeable trees
using the connection to inhomogeneous random walks and other stochastic processes with memory
effects such as Pólya Urns.

1 Introduction
Incrementally growing random trees and networks are important building blocks in understanding the formation of
networks and their structural properties. In this article we study the broadcasting process for two classes of growing
random trees, namely very simple increasing trees, see for example [15], and shape exchangeable trees [10]. The
broadcasting process on a growing tree can informally be described as follows: Consider a sequence of trees (Tn)n∈N
where Tn+1 is obtained by adding one vertex (and edge) to the tree Tn. At the beginning, the tree consists of only
the root vertex which receives one of two available colors, say red and blue. Each timestep, one new vertex attaches
itself to the tree and receives the color of its parent with probability 1 − q and the opposite color with probability q,
independent of the other vertices and their colors. The key question we study in this paper is the influence of the root
color on the global appearance of the tree. Specifically, we investigate the relation between the color majority and the
root color when growing the tree to infinite size. This can be understood as both a reconstruction problem and as a
question of local choices influencing global behavior.

The two classes of random trees we consider are defined as follows. Let (Tn)n∈N be a sequence of growing trees as
above, with Tn containing n vertices. Then the vertices of Tn can naturally be labeled by {1, . . . , n} according to their
arrival time, making each Tn a random recursive tree [14] of size n.

Definition 1 (Very Simple Increasing Tree). A very simple increasing (v.s.i.) tree is a random recursive tree (Tn)n∈N
that can be grown iteratively with the following attachment probability distribution for each new vertex:

∀v ∈ {1, . . . , n} : P(n+ 1 ∼ v | Tn) =
αdeg+n (v) + 1

α(n− 1) + n
, (1)

where

α ∈
{−1

d

∣∣∣∣ d ∈ N>1

}
∪ [0,∞). (2)

Definition 2 (Shape Exchangeable Tree). A shape exchangeable (s.e.) tree is a random recursive tree (Tn)n∈N that
can be grown iteratively with the following attachment probability distribution for each new vertex:

∀v ∈ {1, . . . , n} : P(n+ 1 ∼ v | Tn) =
αdegn(v) + 1

2α(n− 1) + n
, (3)
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where

α ∈
{−1

d

∣∣∣∣ d ∈ N>1

}
∪ [0,∞). (4)

The difference between these two models is found in their treatment of the root vertex - the root only has outgoing
edges, while all other vertices have one ingoing edge. This causes differing attachment probabilities: Consider for
example a tree T2 consisting of two connected vertices. In the shape exchangeable case, these two will be indistin-
guishable while in very simple increasing trees, vertex 1 will have a larger attachment probability than vertex 2. Thus
the root is harder to distinguish from the other vertices in shape exchangeable trees, making the estimation problem
more interesting.

Definition 3 (Broadcasting Process). The broadcasting process (Tn)n∈N with Tn = Tn × {−1, 1}n is a combination
of a growing tree process Tn and a coloring {−1, 1}n. Tn+1 is obtained from Tn as follows: At time n + 1, the new
vertex n+1 will first choose its parent pn+1 according to the attachment distribution given by the tree process. It will
then inherit its parent’s color Bpn+1 with probability 1− q and flip to the other color with probability q independently
of all other vertices and their colors. The parameter q is called the bit-flipping probability and one realisation of this
process is called a broadcasting tree.

Additionally, vertex 1 has no parent and is therefore assigned a randomly chosen color at time 1. By symmetry,
we may simply call this color “red”. As mentioned above, the problem that we want to study can be viewed as the
reconstruction of the color at the root vertex [2]. Here, we observe the unrooted, unlabeled and entirely colored tree of
size N . In particular, we do not have any information about which vertex is the root. The estimator we consider is the
majority estimator:

Definition 4. The majority estimator bmaj(N, q) is defined on a given broadcasting tree of size N with bit-flipping
probability q as follows:

bmaj(N, q) :=

{
sgn
(∑

u∈TN
Bu

)
if not 0,

Rad( 12 ) otherwise.
(5)

This estimator either outputs the color majority in a broadcasting tree of size N or, if there is a tie, it makes a random
guess. Its error probability is given by

P(bmaj(N, q) ̸= B1) =: Rmaj(N, q). (6)

We are interested in analysing the limiting behavior of the error probability in relation to q, that is,

Rmaj(q) := lim sup
N→∞

Rmaj(N, q). (7)

Related results As we consider the root-bit reconstruction problem, it is naturally linked to root-finding algorithms.
For very simple increasing trees it was shown in [7, 25] that there is a set of constant size of vertices that contains
the root with high probability and a more general inference problem has been studied for both very simple increasing
and shape exchangeable trees in [10]. Root reconstruction is also linked to the question of how a given finite seed
graph influences the shape and structure of the resulting tree or graph. We refer to [8, 9, 11, 28], where this problem
is studied mainly for random recursive trees. For general networks this may evolve into studying hubs or the position
of a central vertex, see [3, 4, 24].

The broadcasting process and root color reconstruction have also been investigated on a wide range of random tree [1,
2, 13, 18, 19] and random graph models [6, 30]. For some statistical hardness results for the reconstruction of the
root color from the leaf bits, we refer to [16, 21, 26, 35]. Similar problems can be investigated on the stochastic block
model [1, 34] and in models arising from statistical physics, such as the Ising model [5, 18]. Finally, the question of
the color majority is connected to the study of Pólya Urns [17, 23, 29] and inhomogeneous random walks [22, 31, 32],
especially to (reinforced) Elephant Random Walks [12, 27]: Here, the one-dimensional walker remembers a randomly
chosen point in the past before each step. With probability 1 − q, it repeats this past step and with probability q it
moves in the opposite direction. The relation to the broadcasting process is quite natural: The remembered point in
the past corresponds to the chosen parent of the new vertex and the direction the walker moves in is the change in
the color difference. To encompass the non-uniform setting, it remains to weigh the past timepoints accordingly. This
view of the color majority process gives a phase transition depending on the relation between the model parameter α
and the bit-flipping probability q. If q is too large, the process is diffusive, while it is superdiffusive for small values of
q [27]. So far, not much is known about the behavior in the superdiffusive case, but recent work has shed some light
on this [20].

To our knowledge, the color majority estimator as we defined it was first investigated on random trees in [2] for a
subgroup of the very simple increasing tree model. We aim to complete the picture given by the authors and to provide
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a more model-agnostic approach to the problem. Even though our bound on the error probability is not as tight,
our approach directly covers both very simple increasing and shape exchangeable trees and we are confident that the
random walk perspective we present can be applied to other models as well. For further references, we also refer to
their paper.

Outline of the article In Section 2 we present our modelling approaches for the majority estimator and our results
on its performance in relation to the bit-flipping probability q, which we then prove in Sections 3 and 4.

Acknowledgement. We thank Stephan Wagner for useful discussions on the broadcasting problem and on [15]. RS
thanks Cécile Mailler for useful discussions on elephant random walks. This research is supported by the internal
research funding (Stufe I) at Johannes Gutenberg-University, the TOP-ML project and the Deutsche Forschungsge-
meinschaft (DFG, German Research Foundation) through Project-ID 233630050 - TRR 146.

2 Results and Preliminaries
2.1 Main Results

Theorem 5. Let

f(α) =

{
α+1
4 for very simple inc. trees
2α+1
4(α+1) for shape ex. trees.

(8)

For shape exchangeable and very simple increasing trees, it holds that for q ≥ f(α),

Rmaj(q) =
1

2
. (9)

Theorem 6. For shape exchangeable and very simple increasing trees, it holds that for each allowed α there exists
cα > 0 such that

Rmaj(q) ≤ cα
√
q. (10)

To prove these results, we analyze the majority estimator from two different viewpoints.

2.2 Color Majority as an Inhomogeneous Random Walk
Calculating the color majority of a broadcasting tree does not require any information about the tree structure, only
the vertex colors. Therefore, we may consider the process describing the evolution of the color difference: We denote
by #red(n) and #blue(n) the number of red, respectively blue, vertices at time n. Again, by symmetry, we may simply
call the color of the root “red”. Let

∆1(n) := #red(n)−#blue(n) for all n ≤ N, (11)
be the color difference at time n, with ∆1(1) = 1.

Lemma 7.
Rmaj(q) ≤ lim sup

N→∞
P(∆1(N) ≤ 0). (12)

Proof. We observe that
∆1(N) < 0 =⇒ bmaj(N, q) ̸= B1 and ∆1(N) = 0 =⇒ bmaj(N, q) = Rad( 12 ), (13)

which implies

Rmaj(N, q) = P(∆1(N) < 0) +
1

2
P(∆1(N) = 0) ≤ P(∆1(N) ≤ 0) (14)

for all N ∈ N and the claim follows.

If the underlying tree process T (n) uses uniform attachment (α = 0) over the existing vertices, the number of red
and blue vertices present at time n - or rather the difference between them - is enough to fully describe the evolution
of ∆1. In the non-uniform case, the color difference alone does not contain enough information as the attachment
distribution depends on the amount of children the vertices have (see also [2]). Therefore, we define a process for the
weight difference, which we call ∆2. In very simple increasing trees, it is given by

∆2(n) := #children of red vertices(n)−#children of blue vertices(n) (15)
and in shape exchangeable trees by

∆2(n) := #edges of red vertices(n)−#edges of blue vertices(n). (16)

∆1 and ∆2 together with the model parameter α are sufficient to fully describe the attachment distribution on a given
broadcasting tree Tn of size n.

3
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Definition 8. Let

Zα(n) :=

{
α(1− 1

n ) + 1 for simple inc. trees
2α(1− 1

n ) + 1 for shape ex. trees.
(17)

Lemma 9.
P(n+ 1 ∼ red vertex | Tn) =

1

2

(
1 +

∆1(n) + α∆2(n)

Zα(n)n

)
. (18)

Proof. For very simple increasing trees the attachment distribution is given by:

P(n+ 1 ∼ red vertex | Tn) =
∑

v red(αdeg
+
n (v) + 1)∑

u∈Tn
(αdeg+n (u) + 1)

=

∑
v red(αdeg

+
n (v) + 1)

α(n− 1) + n

=
1

2

(
1 +

∆1(n) + α∆2(n)

(α(1− 1
n ) + 1)n

)
=: pvs(α, n). (19)

Similarly, for shape exchangeable trees,

P(n+ 1 ∼ red vertex | Tn) =
1

2

(
1 +

∆1(n) + α∆2(n)

(2α(1− 1
n ) + 1)n

)
=: pse(α, n). (20)

Adding an independent Ber(q)-distributed coin flip lets us fully describe the color difference process ∆1. Specifically,
∆1(n) and ∆2(n) together form a two-dimensional time-inhomogeneous Markov random walk

∆(n) :=

(
∆1(n)
∆2(n)

)
, (21)

with
∆1(1) = 1 ∆2(1) = 0 and ∆(n+ 1) = ∆(n) +D(n), (22)

where the distribution of D(n) distinguishes the models from another. Let F(n) be the natural filtration of ∆(n).
Then, in very simple increasing trees D(n) is distributed as

P
(
D(n) =

(
D1(n)

1

) ∣∣∣∣ F(n)

)
= pvs(α, n) ·

{
1− q if D1(n) = 1

q if D1(n) = −1

P
(
D(n) =

(
D1(n)
−1

) ∣∣∣∣ F(n)

)
= (1− pvs(α, n)) ·

{
1− q if D1(n) = 1

q if D1(n) = −1
(23)

and in shape exchangeable trees as

P
(
D(n) =

(
1
2

) ∣∣∣∣ F(n)

)
= pse(α, n) · (1− q)

P
(
D(n) =

(
−1
0

) ∣∣∣∣ F(n)

)
= pse(α, n) · q

P
(
D(n) =

(
1
0

) ∣∣∣∣ F(n)

)
= (1− pse(α, n)) · q

P
(
D(n) =

(
−1
−2

) ∣∣∣∣ F(n)

)
= (1− pse(α, n)) · (1− q). (24)

2.3 Color Majority as a Pólya Urn with randomized replacement
One can also imagine the above process as coming from a Pólya Urn with randomized replacement: At each timestep,
we draw a ball of one color from the urn and add a new ball of the same color with probability 1 − q or one of the
opposite color with probability q. To formalize this, we use the notation from [23] which is also used by e. g. [2, 13].
Generally, an m-type Pólya Urn process is given by

X(n) =
(
(Xi,n)

m
i=1

)
n∈N,

4
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where Xi,n is the random variable describing the amount of balls of type i in the urn at time n. The evolution of the
Pólya process is given by the replacement vectors ξj - if a ball of type j is drawn at time n, then

Xi,n+1 = Xi,n + ξj,i.

Again, we need to represent both the amount of vertices of each color and the respective attachment weights to have
the full picture. In the Pólya Urn model we achieve this by associating two types to each color, a weight type and
a count type. The weight types {rw, bw} should fulfill that the total amount of balls of one type is proportional to
the attachment probability of the represented color, while the count types {rc, bc} count the red, respectively blue,
vertices. As [13], we set the activities of these types to arw = abw = 1, arc = abc = 0 and number them rw = 1,
bw = 2, rc = 3, bc = 4. As is well known, the (expected) replacement matrix A given by

A := (ajE[ξj,i])i,j
is quite important for the analysis of the Pólya Urn process. Note that we put the expected replacement vectors in
the columns of the matrix as in [23]. For very simple increasing trees, this associated Pólya Urn has the following
expected replacement matrix [2, 13]:

Avs =

α+ 1− q q 0 0
q α+ 1− q 0 0

1− q q 0 0
q 1− q 0 0

 (25)

and initial vector X(0) = (1, 0, 1, 0). For shape exchangeable trees, we follow the same modelling idea, but with a
slightly different replacement rule: After time 1, each new vertex starts with attachment weight α + 1 instead of 1,
which changes the expected replacement matrix to

Ase =

α+ (1− q)(α+ 1) q(α+ 1) 0 0
q(α+ 1) α+ (1− q)(α+ 1) 0 0
1− q q 0 0
q 1− q 0 0.

 (26)

The initial vector X(0) = (1, 0, 1, 0) is the same since the root has degree 0 at time 1. Then, for both tree models,

∆(n) =

(
X3,n −X4,n

(X1,n −X3,n)− (X2,n −X4,n)

)
. (27)

Theorem 5 is proven in Section 3. The proof of Theorem 6 is given in Section 4.

3 Proving Theorem 5
To apply the convergence results from [23, Thms. 3.22-3.24] (see also [13, Thm. 3.1]), we need to check that the
expected replacement matrices fulfill the necessary assumptions [13, (A1)-(A8)]:

Lemma 10. The Pólya Urns described in Subsection 2.3 with expected replacement matrices given in Eqs. (25)
and (26) exhibit the following convergence behavior: Let λ1 > λ2 be the first two eigenvalues. Then,

1. if λ1 = 2λ2:
X(N)−Nλ1v1√

N ln(N)

d−→ N (0,ΣI) (28)

2. and if λ1 > 2λ2:
X(N)−Nλ1v1√

N

d−→ N (0,ΣII) (29)

with ΣI,II as defined in [23] or [13, Section 3].

Proof. If q ̸= α+1
2 , Avs is diagonalizable with eigenvalues Λ = {α + 1, α + 1 − 2q, 0, 0}. If q = α+1

2 ,
Avs has eigenvalues {α + 1, 0, 0}. Similarly, Ase is diagonalizable for q ̸= 2α+1

2(α+1) with eigenvalues

Λ = {2α+ 1, 2α+ 1− 2q − 2αq, 0, 0}. If q = 2α+1
2(α+1) , then Λ = { 2α2+3α+1

α+1 , 0, 0}. One easily checks that the
remaining conditions hold for both matrices (see also [13]).

5



A Random Walk Approach to Broadcasting on Random Recursive Trees A PREPRINT

As we can see in Lemma 10, the ratio between λ1 and λ2 is essential in determining the convergence behavior. Note
that

λ1 ≥ 2λ2 ⇐⇒ q ≥ f(α) =

{
α+1
4 for very simple inc. trees
2α+1
4(α+1) for shape ex. trees.

(30)

Additionally, we remark that whether the matrices are diagonalizable or not, the first right eigenvector, v1, always
fulfills v1,3 = v1,4 = 1. With this, Theorem 5 follows directly.

Proof of Theorem 5. For q ≥ f(α) let

g(N) =

{√
N if λ1 = 2λ2√
N ln(N) if λ1 > 2λ2

(31)

and define
X̃3,N :=

X3,N −Nλ1

g(N)
, X̃4,N :=

X4,N −Nλ1

g(N)
, (32)

Then (X(N)−Nλ1v1)/g(N) converges jointly to a normal distribution, implying (since v1,3 = 1 = v1,4 as mentioned
above) (

X̃3,N

X̃4,N

)
d−→
(
X̃3

X̃4

)
∼ N (0,Σ′) (33)

where calculating the covariance matrices ΣI,II gives

Σ′ = σ(α, q)

(
1 −1
−1 1

)
(34)

for both tree models. With this covariance structure X̃3 − X̃4 is also normal-distributed with mean 0. Analogous
to Lemma 7, it holds that lim infN→∞ Rmaj(N, q) ≥ lim infN→∞ P(∆(N) < 0), giving [2]

lim inf
N→∞

Rmaj(N, q) ≥ lim inf
N→∞

P(∆(N) < 0)

= lim inf
N→∞

P
(
X̃3,N − X̃4,N < 0

)
= P

(
X̃3 − X̃4 ≤ 0

)
=

1

2
(35)

and similarly

lim sup
N→∞

Rmaj(N, q) = Rmaj(q) ≤ lim sup
n→∞

P(∆(N) ≤ 0) =
1

2
. (36)

Therefore, Rmaj(q) =
1
2 for q ≥ f(α) follows.

4 Proving Theorem 6
The proof of Theorem 6 uses the random walk model presented in Subsection 2.2. We recall Lemma 7 and investigate
the event {∆1(N) > 0}.

Definition 11. We define the following stopping times for any A > B > 1:

τgood(A) := inf
{
n > 0

∣∣∆1(n) + α∆2(n) > AZα(n)
√
n
}

τbad(B) := inf
{
n > τgood

∣∣∆1(n) + α∆2(n) ≤ BZα(n)
√
n
}
. (37)

With this notation, there exists N0 > 0 such that for all N > N0

P(∆1(N) > 0) ≥ P(∆1(N) > 0 | τgood(A) ≤ N, τbad(B) > N)︸ ︷︷ ︸
1

P(τgood(A) ≤ N, τbad(B) > N)︸ ︷︷ ︸
2

. (38)

Lemma 12. For all q ∈ [0, 1] and each allowed value of α, there exists cα,1 > 0 such that

lim inf
N→∞

1 ≥ 1− cα,1
√
q. (39)

6
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N

A
√
n

B
√
n

τgood(A) time n

va
lu
e

∆1(n) + α∆2(n)

(a) Event 2 .

A
√
n

B
√
n

Ntime n

va
lu
e

∆1(n) + α∆2(n)

∆1(n)

(b) Event 1 .

Figure 1. Illustrating the two events in Eq. (38). In (a), the combined process ∆1(n) + α∆2(n) passes the τgood(A)-
boundary before the timehorizon N and does not drop below the τbad(B)-boundary again. In (b), we have the same
behavior as in (a) and additionally see that the isolated process ∆1(n) is above zero at time N .

Lemma 13. For all q ∈ [0, 1] and each allowed value of α, there exists cα,2 > 0 such that

lim inf
N→∞

2 ≥ 1− cα,2
√
q. (40)

Together, Lemmata 12 and 13 imply our theorem:

Proof of Theorem 6.

lim inf
N→∞

P(∆1(N) > 0) ≥ lim inf
N→∞

(
1 · 2

)
≥ (1− cα,1

√
q)(1− cα,2

√
q)

≥ 1− cα
√
q. (41)

With 1−Rmaj(q) ≥ lim infN→∞ P(∆1(N) > 0), the claim follows.

In the following subsections, we first prove Lemma 13 and then Lemma 12. For this, we set the parameters A and B
to fixed values.

Definition 14. For c̃α > 0 set

B :=
1

Zα(n)

√
(3M2 + c̃α)

/α(1 + 1
n ) +

1
2

Zα(n)
∨ 1. (42)

and for γ ∈ (0, 1
2 ) set

A :=
1

q
1
2−γ

. (43)

Remark 15. With

lim
N→∞

Zα(N) =: Zα =

{
α+ 1 for simple inc. trees
2α+ 1 for shape ex. trees.

, (44)

it holds that

lim
N→∞

B =
1

Zα

√
(3M2 + c̃α)

/α+ 1
2

Zα
∨ 1. (45)

7
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4.1 Proving Lemma 13
To prove Lemma 13, we adopt a line of argumentation presented by Menshikov and Volkov [32] and consider the
auxilliary process

Y (n) :=
n

(∆1(n) + α∆2(n))2
, (46)

which is adapted to F(n), the filtration generated by ∆(n).

Definition 16. Let

M2 := max
ω

(D1(n) + αD2(n))
2(ω). (47)

Lemma 17. For any γ ∈ (0, 1
2 ) there exists a threshold q0 such that for all q < q0: A > B > 1 and the stopped

process Y (τgood(A) ∨ n ∧ τbad(B)) is a nonnegative supermartingale on F(n).

Proof. As we only consider τbad(B) ≥ n ≥ τgood(A), ∆1(n) + α∆2(n) is nonzero and Y (n) is well-defined.

If n ∧ τbad(B) = τbad(B),

Y ((n+ 1) ∧ τbad(B))− Y (n ∧ τbad(B)) = Y (τbad(B))− Y (τbad(B)) = 0 (48)

and for n ∧ τbad(B) = n,

Y ((n+ 1) ∧ τbad(B))− Y (n ∧ τbad(B)) = Y (n+ 1)− Y (n)

=
n+ 1

(∆1(n+ 1) + α∆2(n+ 1))2
− n

(∆1(n) + α∆2(n))2

=
n+ 1

(∆1(n) +D1(n) + α∆2(n) + αD2(n))2
− n

(∆1(n) + α∆2(n))2

=
1

(∆1(n) + α∆2(n))2

 n+ 1

(1 + D1(n)+αD2(n)
∆1(n)+α∆2(n)

)2
− n


=

n+ 1

(∆1(n) + α∆2(n))2

 1

(1 + D1(n)+D2(n)
∆1(n)+α∆2(n)

)2
− n

n+ 1

. (49)

Taking the conditional expectation with respect to F(n), we have

E[Y (n+ 1)− Y (n) | F(n)] =
n+ 1

(∆1(n) + α∆2(n))2
E

 1

(1 + D1(n)+D2(n)
∆1(n)+α∆2(n)

)2
− n

n+ 1

∣∣∣∣∣∣ F(n)

. (50)

Note that the first factor is always positive and we can therefore focus solely on the second factor. Set

f(x) :=
1

(1 + x)2
− n

n+ 1
for x > −1. (51)

By a second order Taylor expansion around zero,

f(x) = 1− n

n+ 1
− 2x+ 3x2 +R2f(x; 0), (52)

where R2f(x; 0) is the remainder term, which we bound uniformly in x using its Lagrangian form. If x > 0, there
exists ξ ∈ [0, x] such that

R2f(x; 0) = −24 (1 + ξ)
−5︸ ︷︷ ︸

≥0

x3︸︷︷︸
≥0

≤ 0. (53)

If x < 0, there exists ξ ∈ [x, 0] ⊂ (−1, 0] such that

R2f(x; 0) = − 24(1 + ξ)
−5

x3. (54)

8
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Setting x = D1(n)+αD2(n)
∆1(n)+α∆2(n)

for τgood(A) ≤ n ≤ τbad(B), there exists c̃α > 0 such that (54) is bounded from above by

−24(1 + ξ)
−5

( −M2

∆1(n) + α∆2(n)

)3

= c̃α

(
1

∆1(n) + α∆2(n)

)3

≤ c̃α

(
1

∆1(n) + α∆2(n)

)2

, (55)

where the last inequality follows because τgood(A) ≤ n ≤ τbad(B) and therefore ∆1(n) + α∆2(n) > 0 almost surely.
And so, uniformly over all n between τgood(A) and τbad(B) and all realisations of ∆(n) (a.s.),

f

(
D1(n) + αD2(n)

∆1(n) + α∆2(n)

)
≤ 1− n

n+ 1
− 2

D1(n) + αD2(n)

∆1(n) + α∆2(n)
+ 3

(
D1(n) + αD2(n)

∆1(n) + α∆2(n)

)2

+ c̃α

(
1

∆1(n) + α∆2(n)

)2

. (56)

Hence, the conditional expectation on the righthandside of (50) is bounded from above by

E

[
1

n+ 1
− 2

D1(n) + αD2(n)

∆1(n) + α∆2(n)
+ 3

(
D1(n) + αD2(n)

∆1(n) + α∆2(n)

)2

+ c̃α

(
1

∆1(n) + α∆2(n)

)2
∣∣∣∣∣ F(n)

]

=
1

n+ 1
− 2E[D1(n) + αD2(n) | F(n)]

∆1(n) + α∆2(n)
+

3E
[
(D1(n) + αD2(n))

2
∣∣ F(n)

]
(∆1(n) + α∆2(n))2

+ c̃α

(
1

∆1(n) + α∆2(n)

)2

. (57)

The first moment is
E[D1(n) + αD2(n) | F(n)] =

ρ

Zα(n)

1

n
(∆1(n) + α∆2(n)), (58)

with ρ defined as

ρ :=

{
α+ 1− 2q for very simple increasing trees
2α+ 1− 2q(α+ 1) for shape exchangeable trees

(59)

and the second moment is bounded from above by M2. Therefore, Eq. (57) is bounded from above by

1

n
− 2

ρ

Zα(n)

1

n
+

3M2 + c̃α
(∆1(n) + α∆2(n))2

=
1

n

(
1− 2

ρ

Zα(n)
+ (3M2 + c̃α)Y (n)

)
, (60)

which gives

Y (n) ≤ −
(
1− 2

ρ

Zα(n)

)/
(3M2 + c̃α) =⇒ E[Y (n+ 1)− Y (n) | F(n)] ≤ 0. (61)

It holds that

−
(
1− 2

ρ

Zα(n)

)
> 0 ⇐⇒ q <

{
α(1+ 1

n )+1

4 for v.s.i. trees
2α(1+ 1

n )+1

4(α+1) for s.e. trees,
(62)

meaning that the numerator is always positive for small enough values of q in both groups of models - this is important
since Y (n) is a positive process. Additionally, because B only depends on α and A increases when q decreases,
A > B > 1 for small enough values of q. Take q small enough to fulfill both these constraints. For n between
τgood(A) and τbad(B) it holds that

∆1(n) + α∆2(n) > BZα(n)
√
n, (63)

implying

Y (n) ≤ n

(BZα(n)
√
n)

2

=
1

(BZα(n))
2

≤ α(1 + 1
n ) +

1
2

Zα(n)

/
(3M2 + c̃α). (64)
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Further, for q < 1
8 it holds in very simple increasing trees,

α(1 + 1
n ) +

1
2

Zα(n)
≤ α(1 + 1

n ) + 1− 4q

Zα(n)

= −
(
1− 2

α+ 1− 2q

Zα(n)

)
= −

(
1− 2

ρ

Zα(n)

)
(65)

and in shape exchangeable trees, for q <
2α(1+ 1

n )+1

8(α+1) ,

α(1 + 1
n ) +

1
2

Zα(n)
≤ 2α(1 + 1

n − 2q) + 1− 4q

Zα(n)

= −
(
1− 2

2α+ 1− 2q(α+ 1)

Zα(n)

)
= −

(
1− 2

ρ

Zα(n)

)
. (66)

Therefore there exists a q0 such that for all q < q0, A > B > 1 and Y (τgood(A) ∨ n ∧ τbad(B)) is a supermartingale.
This finishes the proof of Lemma 17.

Proof of Lemma 13. To prove the lower bound for

2 := P(τgood(A) ≤ N, τbad(B) > N),

we write
P(τgood(A) ≤ N, τbad(B) > N) = 1− P(τgood(A) > N or τbad(B) ≤ N)

= 1− P(τgood(A) > N)− P(τbad(B) ≤ N). (67)
For P(τbad(B) ≤ N), we use Y (τgood(A) ∨ n ∧ τbad(B)), where we omit the parameters A and B in the notation
whereever they are not relevant. Remember that we consider Y (n) as a process adapted to F(n), the natural filtration
of ∆(n). Note first that

Y (τgood) ≤
τgood

(AZα(τgood)
√
τgood)2

=
1

A2Zα(τgood)2
≤ 1

A2
, (68)

Y (τbad) ≥
τbad

(BZα(τbad)
√
τbad)2

=
1

B2Zα(τbad)2
≥
{

1
B2(α+2)2 for simple inc. trees

1
B2(2α+2)2 for shape ex. trees

(69)

and note additionally that
P(τbad ≤ N) = E[1N∧τbad=τbad ] = E

[
E[1N∧τbad=τbad | F(τgood)]

]
. (70)

On the event τgood ≤ N , we get by a variant of the optimal stopping theorem [33, Theorem 28, Chapter V]
E[Y (N ∧ τbad) | F(τgood)] ≤ Y (τgood). (71)

Further, since Y (τgood ∨ n ∧ τbad) is always positive,
E[Y (N ∧ τbad) | F(τgood)]

= E[Y (N)1N∧τbad=N + Y (τbad)1N∧τbad=τbad | F(τgood)]

≥ E[Y (τbad)1N∧τbad=τbad | F(τgood)]

≥
{

1
B2(α+2)2E[1N∧τbad=τbad | F(τgood)] for simple inc. trees

1
B2(2α+2)2E[1N∧τbad=τbad | F(τgood)] for shape ex. trees.

(72)

Therefore,

1

A2
≥ E[Y (τgood)] ≥ E

[
E[1N∧τbad=τbad | F(τgood)]

]
·
{

1
B2(α+2)2 for simple inc. trees

1
B2(2α+2)2 for shape ex. trees

⇐⇒ 1

A2
≥ P(τbad ≤ N) ·

{
1

B2(α+2)2 for simple inc. trees
1

B2(2α+2)2 for shape ex. trees,
(73)
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which by definition of A and B implies

P(τbad ≤ N) ≤ q1−2γ ·
{
B2(α+ 2)2 for simple inc. trees
B2(2α+ 2)2 for shape ex. trees.

(74)

To bound P(τgood(A) ≤ N), we consider the first point at which ∆1(n) + α∆2(n) may reach this boundary. For it to
happen at time n0, ∆1(n0) = n0, ∆2(n0) = n0 − 1 must hold, implying ∆1(n0) + α∆2(n0) = Zα(n)n0. For both
model groups,

Zα(n0)n0 > AZα(n0)
√
n0 ⇐⇒ √

n0 > A, (75)
which is fulfilled for n0 > A2. Note that, since ∆1(1) = 1 and, by definition of D(n), ∆2(2) = 1 a.s., it holds that

P(∆1(n0) + α∆2(n0) = Zα(n0)n0) = (1− q)n0−1. (76)

Therefore, the probability that the process will not reach the τgood(A)-boundary before time N is bounded from above
by

P(τgood(A) > N) ≤ 1− (1− q)⌈A
2⌉−1 ≤ (A2 + 1)q − q = q2γ . (77)

Plugging Eqs. (74) and (77) into Eq. (67) gives

2 ≥
{
1− q2γ + q −B2(α+ 2)2q1−2γ for very simple inc. trees
1− q2γ + q −B2(2α+ 2)2q1−2γ for shape ex. trees.

(78)

With Remark 15,
lim inf
N→∞

2 ≥ 1− cα,2
√
q (79)

follows.

4.2 Proving Lemma 12
Recall

1 := P(∆1(N) > 0 | τgood ≤ N, τbad > N). (80)

Proof of Lemma 12 for α = 0.
For α = 0, it holds that τgood(A) = inf{n > 0 |∆1(n) > A

√
n} and τbad(B) = inf{n > τgood |∆1(n) ≤ B

√
n}

(since Zα=0(n) ≡ 1) and therefore

{τgood ≤ N, τbad > N} ⊂ {∆1(N) > 0}, (81)

which implies 1 = 1 ≥ 1− c1,α=0
√
q for any c1,α=0 > 0.

For α ̸= 0, Eq. (81) does not hold. The core idea of the following argument is that with high enough probability, ∆1

and ∆2 will not stray too far from each other.

Definition 18. Let [N ] := {1, 2, . . . , N}. We define the following random variables representing the decisions made
by ∆(n) up to time N .

• (r, r)([N ]), (r, b)([N ]), (b, r)([N ]), (b, b)([N ]):
The first entry in the tuple represents the color of the attached-to vertex and the second entry the color of the
attaching vertex. Each random variable takes on values in P({2, . . . , N}) such that, e. g., iff k ∈ (b, r)[N ]),
a new red vertex attached to an existing blue vertex at the transition from time k − 1 to k.

• (r, )([N ]), ( , r)([N ]), (b, )([N ]), ( , b)([N ]):
These random variables are defined as (disjoint) unions of the random variables defined above. For example,
(r, )([N ]) = (r, r)([N ]) ∪ (r, b)([N ]).

Additionally, we define the event

A :=

{
#(r, )([N ]) ∈

[
#( ,r)([N ]) −Nq − a

√
N

1− 2q
,
#( ,r)([N ]) −Nq + a

√
N

1− 2q

]}
, (82)

where a = BZα(N)
4|α| > 0 and we write #A to denote the cardinality of a set A. Finally, we introduce the shorthand

notation
C = {τgood(A) ≤ N, τbad(B) > N}. (83)

With these definitions in place, we are ready to prove Lemma 12 for α ̸= 0 as well.
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Proof of Lemma 12 for α ̸= 0. We show

lim inf
N→∞

P(A | C) ≥ 1− cα,1
√
q and P(∆1(N) > 0 | A ∩ C) = 1, (84)

which implies the claim via

1 = P(∆1(N) > 0 | C) ≥ P(∆1(N) > 0 | A ∩ C)P(A | C). (85)

It holds that

∆1(N) = #( ,r)([N ]) −#( ,b)([N ])

= #( ,r)([N ]) − (N −#( ,r)([N ]))

= 2#( ,r)([N ]) −N. (86)

Further, in the very simple increasing tree case,

∆2(N) = #(r, )([N ]) −#(b, )([N ])

= #(r, )([N ]) − (N −#(r, )([N ]))

= 2#(r, )([N ]) −N. (87)

In shape exchangeable trees we get

∆2(N) = 2#(r,r)([N ]) + 0#(r,b)([N ]) + 0#(b,r)([N ]) − 2#(b,b)([N ])

= 2#(r,r)([N ]) + 0#(r,b)([N ]) + 0#(b,r)([N ]) − 2(N −#(r,b)([N ]) −#(b,r)([N ]) −#(r,r)([N ]))

= 2#(r, )([N ]) + 2#( ,r)([N ]) − 2N. (88)

To lower-bound P(A | C), note that P(A | C) ≥ P(A) − P(Cc) and that given the color of the drawn vertex, the color
of the new vertex is simply an independent coin flip. Let Pi be the probability measure conditioned on #( ,r)([N ]) = i:

Ei

[
#( ,r)([N ])

]
= (1− q)i+ q(N − i) = (1− 2q)i+Nq (89)

and

Vari
[
#( ,r)([N ])

]
= (1− q)qi+ (1− q)q(N − i) ≤ qi+ q(N − i) = qN. (90)

By definition of A,

Pi(Ac) = Pi

(∣∣#( ,r)([N ]) − Ei

[
#( ,r)([N ])

]∣∣ > a
√
N
)
. (91)

With this, it holds since a > 0

Pi

(∣∣#( ,r)([N ]) − Ei

[
#( ,r)([N ])

]∣∣ > a
√
N
)
≤ qN

a2N
=

1

a2
q (92)

and thereby

Pi(A) ≥ 1−
(

4|α|
BZα(N)

)2

q (93)

uniformly in i (since the righthandside does not depend on q), bringing us together with Remark 15 to

lim inf
N→∞

P(A | C) ≥ 1− cα,1
√
q. (94)

It remains to prove
P(∆1(N) > 0 | A ∩ C) = 1. (95)

Note that {∆1(N) > 0} = {#( ,r)([N ]) >
N
2 } and let ω ∈ A ∩ C. By Definition 18 we have

#(r, )([N ])(ω)−Nq − a
√
N

1− 2q
≤ #(r, )([N ])(ω) ≤

#(r, )([N ])(ω)−Nq + a
√
N

1− 2q
(96)

and
∆1(N)(ω) + α∆2(N)(ω) > BZα(N)

√
N (97)
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(we now omit (ω) for the sake of readability). Eqs. (86) and (97) together with Eq. (87) give for very simple increasing
trees

0 < ∆1(N) + α∆2(N)−BZα(N)
√
N

= 2(#( ,r)([N ]) + α#(r, )([N ]))− (1 + α)N −BZα(N)
√
N. (98)

Replace Eq. (87) with Eq. (88) to get

0 < ∆1(N) + α∆2(N)−BZα(N)
√
N

= (2 + 2α)#( ,r)([N ]) + 2α#(r, )([N ]) − (1 + 2α)N −BZα(N)
√
N (99)

for shape exchangeable trees. If α > 0, we apply the upper interval bound from Eq. (96), which together with Eq. (98)
gives for very simple increasing trees:

0 < 2(#( ,r)([N ]) + α#(r, )([N ]))− (1 + α)N −BZα(N)
√
N

≤ 2

(
#( ,r)([N ]) + α

#( ,r)([N ]) −Nq + a
√
N

1− 2q

)
− (1 + α)N −BZα(N)

√
N

= 2#( ,r)([N ])

(
1 + α

1

1− 2q

)
−
(
1 + α+ 2α

q

1− 2q

)
N −

(
BZα(N)− 2αa

1− 2q

)√
N. (100)

and for shape exchangeable trees, we continue from Eq. (99):

0 < (2 + 2α)#( ,r)([N ]) + 2α#(r, )([N ]) − (1 + 2α)N −BZα(N)
√
N

≤ (2 + 2α)#( ,r)([N ]) + 2α

(
#( ,r)([N ]) −Nq + a

√
N

1− 2q

)
− (1 + 2α)N −BZα(N)

√
N

= 2#( ,r)([N ])

(
1 + α+

α

1− 2q

)
−
(
1 + 2α+

2αq

1− 2q

)
N −

(
BZα(N)− 2αa

1− 2q

)√
N. (101)

It holds that

a =
BZα(N)

4α

q< 1
2=⇒ a < (1− 2q)

BZα(N)

2α
α>0⇐⇒ BZα(N) > 2α

a

1− 2q

⇐⇒ BZα(N)− 2α
a

1− 2q
> 0. (102)

In the very simple increasing tree case we continue from Eq. (100)

0 < 2#( ,r)([N ])

(
1 + α

1

1− 2q

)
−
(
1 + α+ 2α

q

1− 2q

)
N −

(
BZα(N) + 2α

a

1− 2q

)√
N

< 2#( ,r)([N ])

(
1 + α

1

1− 2q

)
−
(
1 + α+ 2α

q

1− 2q

)
N

=

(
1 +

α

1− 2q

)
(2#( ,r)([N ]) −N) (103)

and in shape exchangeable trees from Eq. (101)

0 <

(
2 + 2α+

2α

1− 2q

)
#( ,r)([N ]) −

(
1 + 2α+

2αq

1− 2q

)
N −

(
BZα(N)− 2αa

1− 2q

)√
N

<

(
2 + 2α+

2α

1− 2q

)
#( ,r)([N ]) −

(
1 + 2α+

2αq

1− 2q

)
N

=

(
2 +

2α− 2αq

1− 2q

)(
2#( ,r)([N ]) −N

)
. (104)

Both Eqs. (103) and (104) imply #( ,r)([N ]) >
N
2 for q < 1

2 . For negative values of α, we use the lower interval bound
from Eq. (96) which only changes the

√
N -term, giving us for very simple increasing trees

0 < 2(#( ,r)([N ]) + α#(r, )([N ]))− (1 + α)N −BZα(N)
√
N

≤ 2#( ,r)([N ])

(
1 + α

1

1− 2q

)
−
(
1 + α+ 2α

q

1− 2q

)
N −

(
BZα(N) + 2α

a

1− 2q

)√
N (105)
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and for shape exchangeable trees

0 < (2 + 2α)#( ,r)([N ]) + 2α#(r, )([N ]) − (1 + 2α)N −BZα(N)
√
N

≤
(
2 + 2α+

2α

1− 2q

)
#( ,r)([N ]) −

(
1 + 2α+

2αq

1− 2q

)
N −

(
BZα(N) +

2αa

1− 2q

)√
N. (106)

Analogous to above, the
√
N -term is positive by our choice of a, resulting in the following equations for very simple

increasing trees

0 < 2(#( ,r)([N ]) + α#(r, )([N ]))− (1 + α)N −BZα(N)
√
N

< 2#( ,r)([N ])

(
1 + α

1

1− 2q

)
−
(
1 + α+ 2α

q

1− 2q

)
N (107)

and shape exchangeable trees

0 < (2 + 2α)#( ,r)([N ]) + 2α#(r, )([N ]) − (1 + 2α)N −BZα(N)
√
N

<

(
2 + 2α+

2α

1− 2q

)
#( ,r)([N ]) −

(
1 + 2α+

2αq

1− 2q

)
N. (108)

We see that these correspond to the α > 0 case (cf. Eqs. (100) and (101) ff.), which finishes the proof.
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[20] H. Guérin, L. Laulin, and K. Raschel. A fixed-point equation approach for the superdiffusive elephant random
walk. 2024. arXiv: 2308.14630 [math.PR].

[21] H. Huang and E. Mossel. Low Degree Hardness for Broadcasting on Trees. 2024. arXiv: 2402 . 13359
[math.PR].

[22] T. E. Huillet. “On Bagchi–Pal urn models and related Pólya–Friedman ones”. In: Journal of Statistical Mechan-
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