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Abstract

Scene text images contain not only style information
(font, background) but also content information (charac-
ter, texture). Different scene text tasks need different
information, but previous representation learning meth-
ods use tightly coupled features for all tasks, resulting
in sub-optimal performance. We propose a Disentangled
Representation Learning framework (DARLING) aimed at
disentangling these two types of features for improved
adaptability in better addressing various downstream tasks
(choose what you really need). Specifically, we synthesize
a dataset of image pairs with identical style but different
content. Based on the dataset, we decouple the two types
of features by the supervision design. Clearly, we directly
split the visual representation into style and content fea-
tures, the content features are supervised by a text recogni-
tion loss, while an alignment loss aligns the style features in
the image pairs. Then, style features are employed in recon-
structing the counterpart image via an image decoder with
a prompt that indicates the counterpart’s content. Such an
operation effectively decouples the features based on their
distinctive properties. To the best of our knowledge, this is
the first time in the field of scene text that disentangles the
inherent properties of the text images. Our method achieves
state-of-the-art performance in Scene Text Recognition, Re-
moval, and Editing.

1. Introduction

As an important information carrier, language is widely
found in natural scenes. Scene text is a significant topic
in scene understanding and perception. There have been a
number of researches on scene text including Scene Text
Recognition (STR), Scene Text Editing (STE), Scene Text
Removal (STRM), efc. These researches are widely used
in human—computer interaction [4, 4 1], cross-modal under-
standing [13, 21, 22, 26], automatic pilots, etc.
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Figure 1. (a) The pipeline of previous representation learning
methods that use a tightly coupled feature for all tasks. D’ means
decoder and "R/E’ represents the recognizer or eraser. (b) Our de-
coupled representation learning framework for multi-tasking.

In contemporary research, numerous studies try to
leverage representation learning to enhance feature qual-
ity, thereby improving performance in downstream tasks.
Within the domain of scene text, approaches employing
mask image modeling (MIM) and feature contrastive learn-
ing (CL) have garnered notable success [16, 50]. As de-
picted in Fig. 1 (a), these works first use a decoder to pre-
train the backbone, facilitating the completion of the pre-
tasks. Then, the pre-trained backbone is used for fine-tuning
with a task-specific decoder. Although achieve impressive
performance, it is apparent that these pipelines face chal-
lenges. Using the same representation for different down-
stream tasks including discriminative and generative is sub-
optimal, limiting the generalization of the methods.

To address the above issue, we investigate distinctive
properties of scene text images that set them apart from
general scene images. Specifically, cropped scene text im-
ages contain a focused region with high information den-
sity alongside a diverse background. We categorize these



distinctive attributes into style and content features. Style
features encompass the background and text style elements
(such as font, color, tilt, efc.), while content features encom-
pass content and texture details. In STR, the essential infor-
mation is content features. Style information is considered
as noise that hinders accurate recognition. Nevertheless, in
STE, the process can be divided into two stages: text re-
moval and text rendering. The text removal stage resembles
an image inpainting task that reconstructs the background
pixels in the original text area. This process requires content
features for stroke localization and style features for back-
ground reconstruction. The text rendering stage relies on
content features to generate text strokes and style features
to define the font. Therefore, different downstream tasks
need different information (Fig. 1 (b)), and features irrele-
vant to a particular task may hinder task completion. The
decomposition of these two types of features can be applied
to various scene text tasks.

In this paper, we explore the representation learning from
a novel perspective by considering the above unique prop-
erties of scene text. To decouple two types of features, we
introduce a method as illustrated in Figure 2. To begin with,
we synthesized a dataset containing pairs of images to facil-
itate the design of subsequent decoupled pre-training meth-
ods. The image pairs contain identical backgrounds and
styles but differ in content. These pairs are simultaneously
inputted into the network. Features of these image pairs are
extracted using a ViT-based backbone along with a decou-
pling block. We directly divide the output tokens into two
parts and subsequently achieve decoupling through differ-
ent losses. Multi-task decoder utilizes these decoupled fea-
tures to perform various tasks. To achieve the intended dis-
entanglement of features and effectively train the model, we
propose a training paradigm. This paradigm involves exclu-
sively using the content features for recognition while align-
ing the style features of the image pairs. Additionally, style
features are used to reconstruct the counterpart image with
a text prompt. After pre-training, the multi-task decoder can
effectively handle both generative and discriminative tasks,
while also serving as a great starting for fine-tuning. Com-
pared with previous methods, our method can accomplish
both generative and discriminative tasks without the need
for additional modules in the pre-training stage.

To summarize, our contributions are as follows:

* We propose to decouple the features for scene text tasks,
leveraging the distinctive properties of scene text images.
This endeavor may encourage the research community to
reconsider the distinctiveness of textual images.

* We propose a training paradigm for feature disentangle-
ment in scene text images.

* We propose a new synthetic dataset for the training and
evaluating of scene text editing.

Compared with previous methods, our DARLING

achieves state-of-the-art performance in scene text recog-
nition, editing, and removal.

2. Related Works
2.1. Scene Text Tasks

We mainly review three widely researched scene text tasks:
Scene Text Recognition, Editing, and Removal.

Scene Text Recognition (STR) has been a significant
research term in computer vision. There are three kinds of
methods: CTC-based, attention-based, and segmentation-
based. (1) CTC-based methods [6, 30, 39] use a Con-
nectionist Temporal Classification (CTC) [9] decoder to
directly transform the image features into text sequences.
Such an operation has a fast inference speed but a limited
performance. (2) Attention-based methods [1, 7, 38, 40, 44,
47,55, 57] use a learnable query and a cross-attention oper-
ation to decode the recognition result. Such methods have
high recognition accuracy but usually not as fast as CTC-
based methods. (3) Segmentation-based methods [23, 32]
treat the scene text images as a combination of characters.
Recently, some works [10, 11] use pre-processing algo-
rithms to obtain the segmentation map which can further
direct the model to get better performance. Our method uses
the attention-based decoder because of its high performance
and elegant consistency with the transformer structure.

Scene Text Editing (STE) aims to replace text in a
scene image with new text while maintaining the original
background and styles. Due to the great development of
Generating Adversarial Networks (GAN) [8], GAN-based
scene text editing methods attract increasing research in-
terest. SRNet [48] first proposes to divide the editing task
into three sub-process: background inpainting, text con-
version and fusion, which inspires many subsequent works
[35, 37, 51]. Nowadays, with the advances in diffusion
models, some works [2—4, 41] use the diffusion process to
achieve excellent editing results. However, due to the com-
plexity of the diffusion model, these methods are less effi-
cient. From a unified perspective, we abandon the use of
diffusion and GAN, in favor of an efficient attention struc-
ture that achieves high-quality generation through decou-
pled features.

Scene Text Removal (STRM) can be seen as the first
step in STE. Recently a variety of approaches [5, 24, 25, 28,
33, 42, 46, 56] tried to accomplish text removal on a whole
scene image. However, as texts are sparse in the scene im-
ages, text erasing directly on the scene image tends to affect
non-text areas and seems uncontrollable. For uniformity,
our approach uses cropped images.

2.2. Representation Learning for Scene Text Tasks

Several studies employ representation learning to enhance
features for scene text tasks. MaskOCR [29] employs
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Figure 2. The pipeline and training paradigm of our DARLING. The Decoupling Block divides features from the backbone into style and
content features. The multi-task decoder processes these features to perform both discriminative and generative tasks. ’[p]’ is the padding
symbol. Image pairs with the same style but different content are input. The style features are aligned and recognition loss supervises the

content features to eliminate the style from content features.

masked image modeling (MIM) to glean implicit knowl-
edge from substantial unlabeled data. DiG [50] proposes
the combined use of MIM and contrastive learning to bol-
ster backbone representation for accurate text recognition.
[16] introduces a high-quality dataset for unsupervised pre-
training, leading to significant improvements in STR. In
the field of STRM, recent efforts [5, 33, 46] leverage syn-
thetic datasets for pre-training, enhancing performance and
yielding more robust features. However, these methods fo-
cus on using a tightly coupled feature to accomplish down-
stream tasks, which limits the generalization of the method.
SimAN [27] introduces a Similarity-Aware Normalization
module, implicitly decomposing features and achieving no-
table performance across some tasks. Despite this, the de-
composition using instance normalization is not thorough.
We first propose to address multiple tasks by feature disen-
tanglement and introduce a disentangled training paradigm.

3. Method

Our DARLING is a pre-training method for scene text tasks
including STR, STE, and STRM. In this section, we detail
the pipeline of the proposed method in Sec. 3.1. Then, we
propose the disentanglement training paradigm and multi-
task decoder in Sec. 3.2 and Sec. 3.3. Finally, we describe
the training objective in Sec. 3.4.

3.1. Pipeline

The pipeline of our DARLING is shown in Fig. 2. Given
a scene text image I, the feature tokens F € RE*P are
first extracted by a transformer-based backbone. Then, the
features are fed into a decoupling block. We directly sepa-
rate the output of the decoupling block F p into two com-

ponents denoted as Fp = [Fg,F¢|, where Fg € R%*D
indicates the style features and F¢ € RZ*D represents the
content features. The decoupling block comprises multi-
ple self-attention layers designed to capture long-range in-
formation essential for feature separation. Subsequently,
the two kinds of features are inputted into the multi-task
decoder with a text prompt indicating the desired text for
rendering. This decoder is capable of handling both dis-
criminative tasks like recognition and generative tasks such
as editing and removal. Meanwhile, multi-task supervision
aids in constraining features, fostering feature disentangle-
ment, and acquiring diverse features.

3.2. Disentangled Training Paradigm

To achieve the expected disentanglement of the two feature
types, we introduce a pre-training paradigm. The concept is
depicted in Fig. 2. First, we employ a synthesis engine to
create pairs of images that share identical backgrounds and
fonts but differ in content. Subsequently, pairs of images are
simultaneously fed into our proposed network. Due to the
similarity in background and font, which we categorize as
style features, we employ an alignment loss £ 4 to align the
style features of image pairs. The formulation is as follows:

1

La=75) (Fsi—Fs)?, 1)

where Fg; and F g5 represents the style features of two im-
ages, respectively.

Furthermore, we exchange the content of two images by
using each other’s content as the text prompt Cp. The de-
coder is tasked to reconstruct the other image and super-
vised using a reconstruction loss Lg. In the multi-task de-
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Figure 3. The structure of Multi-task Decoder. It comprises the
Generative Branch (GEB) and the Discriminative Branch (DIB),
each dedicated to specific tasks. Gated Injection strategy is pro-
posed to convey fine-grained details from DIB to GEB.

coder, the text recognition task only uses the content fea-
ture. Therefore, the supervision of recognition loss will
eliminate the style information from content features, which
further ensures the decoupling.

Discussion. Through the utilization of the proposed dis-
entangled pre-training, the model is constrained to align the
common style features shared between a pair of images and
use it for text editing. Meanwhile, since scene text recog-
nition is inherently a fine-grained task that solely requires
content features while treating style features as noise, we
employ the recognition loss to guide F¢ toward content
features. As a result of the pre-training and the set of loss
functions, the intended decoupling of the two feature types
is achieved. Additionally, in contrast to previous works
that solely pre-train the backbone, our method includes pre-
training of the multi-task decoder, which proves beneficial
for subsequent fine-tuning processes.

3.3. Multi-task Decoder

The Multi-task Decoder (MTD) is designed to handle both
generative tasks and discriminative tasks. As depicted in
Fig. 3, due to the distinct feature requirements of these
tasks, the MTD structure comprises two branches: gener-
ative and discriminative. Additionally, we propose a gated
injection strategy to integrate the information from the dis-
criminative branch into the generative branch.

The discriminative branch (DIB) aims to accomplish
STR task. This task demands fine-grained details but suf-
fers from interference with style features. The input of
the discriminative branch is F'~ and the branch consists of
N self-attention layers to further extract the fine-grained
details. Subsequently, the output features Fg are em-
ployed for text prediction by an STR head, utilizing a cross-
attention operation and a linear projection. The prediction
process is formalized in Eq. (2), we have projection weights
Wy, Wy € RPXP and W5 € RPXC. R € RT*C rep-

resents the recognition result and Q € RT*? is a learnable
query for decoding. T' denotes the maximum text length,
while C' represents the number of character classes.

R=QFIWg) (FAWy) Wr. 2)
The generative branch (GEB) is designed to fulfill gen-
erative tasks such as STE and STRM. This branch is fol-
lowed by two heads: the background head and the text ren-
dering head, responsible for obtaining the background re-
construction result and the edited text image, respectively.
Similar to DIB, GEB shares the same structure but receives
different input. Considering the necessity for both content
features in generating or removing text areas and style fea-
tures in background reconstruction, we configure GEB’s in-
put as a three-part concatenation, as illustrated in Eq. (3).
Cr serves as the text prompt indicating the target text we
intend to render on the original image.

input = concat(Cr,Fg,Fc). 3)

In response to the absence of fine-grained details in F¢,
which are subsequently enhanced by DIB, we introduce
a Gated Injection strategy to provide well-managed fine-
grained information to GEB. To be specific, different layers
of features in DIB represent information at different lev-
els of detail, all under the supervision of recognition loss.
We introduce an adaptive fusion mechanism that operates
between each layer of DIB and GEB. As formalized in
Eq. (4), ® represents dot production and 7 stands for the
self-attention operation. The superscript indicates the layer
number. W € RP*! transforms the features into a gat-
ing weight G, which is further used to control the fusion of
Fc and F, where Fc denotes the content features in each
layer of GEB.

G' = Sigmoid((F4, + FL)Wg),
L=FL0(1-G)+F,0G, )
[Ch, Fs,Fo] = T(ICy ' Fg ' Fg ).

Finally, the background head and the text rendering head
leverage a cross-attention operation to generate the residual
of the background and the text expected, similar to Eq. (3).

Overall, in our MTD, the decoupled learning approach
guides the model in acquiring more discriminative features,
while diverse task-guided training enhances feature diver-
sity. Clearly, The recognition loss facilitates the decoupling
of features, and the gated injection strategy combines di-

verse fine-grained details supervised by recognition loss to
better accomplish generative tasks.

3.4. Training Objective

As shown in Eq. (5), the final objective function of the pro-
posed method contains three parts: reconstruction loss Lg,
scene text recognition loss L, and feature align loss £ 4.
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The scene text recognition loss is a cross-entropy loss
which is formulated in Eq. (6), where G, is the ground truth,
T is the max length of the character sequence.

=—= Zlog (R|GY)). 6)

4. Experiment
4.1. Datasets

For pre-training, we generate a dataset using the publicly
available synthesis engine [52]'. We use the background
images provided by SynthText [12] and the lexicon pro-
vided by MJSynth [14, 15] and SynthText [12]. The dataset
contains 4M image pairs for training (TSE-4M) and 10K for
evaluation (TSE-10k). Some image samples are shown in
Fig. 4. This dataset features more complex text styles and
backgrounds, a broader array of fonts, and includes low-
quality images affected by blurring, noise, etc. The eval-
uation set serves as a more comprehensive benchmark for
assessing the performance of scene text editing methods.
The dataset will be made publicly available.

For the evaluation of STE, we utilize the synthetic
(Tamper-Syn2k) and real (Tamper-Scene) datasets intro-
duced by MOSTEL [35] along with our STE-10k. For
STR, we conduct fine-tuning on Union-L [16] for fair com-
parison. Then, the performance is evaluated on 7 com-
monly used benchmarks including Union-benchmark[16],
HIT 5K-Words (IIIT5K) [31], ICDAR2013 (IC13) [17],
ICDAR2015 (IC15) [18], Street View Text (SVT) [43],
Street View Text-Perspective (SVTP) [34], and CUTES0
(CUTE) [36]. Comprehensive details regarding these
datasets can be found in prior works [7, 44]. As for STRM,
we fine-tune and evaluate the removal part of our model on
SCUT-EnsText [24].

4.2. Implementation Details

In our implementation, The layer number of the decoupling
block is set to 3 and the layer number of the multi-task de-
coder is set to 6. Following most previous methods, the
image size is fixed at 128 x 32. We conduct the experi-
ments on 4 NVIDIA 4090 GPUs with a batch size of 384.
For scene text recognition, the vocabulary size C is set to
98, including 0 - 9, a - z, A-Z, special characters, [PAD] for
padding symbol and [EOS] for ending symbol. A4 and Ac
are both set to 0.5.

The network is pre-trained end-to-end using Adam [19]
optimizer with an initial learning rate set at 1e-4. The learn-
ing rate is then decayed to le-5 after seven epochs. The
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Figure 4. Some sample images from our generated datasets: TSE-
4M and TSE-10k. The datasets comprise more diverse images
with a variety of fonts and backgrounds, including low-quality im-
ages. TSE-10k can facilitate a more comprehensive evaluation of
the model’s performance.
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pre-training phase encompasses 200K iterations. For fine-
tuning in the STR task, an additional 400K iterations are
executed, maintaining the same learning rate schedule as in
pre-training. For STRM, we fine-tuned 100K iterations.

4.3. Comparisons with State-of-the-Arts

Our multi-task decoder is adept at handling both discrim-
inative (STR) and generative (STE, STRM) tasks. In this
section, we conduct a series of experiments to prove the ef-
fectiveness of the MTD and our disentangled representation
learning framework.

4.3.1 Scene Text Recognition

For the task of scene text recognition, we evaluated our
approach on six widely used benchmarks (common bench-
marks) as well as the more diverse Union14M-Benchmark
[16]. The results are shown in Tab. 1, the Baseline is
the result of our model trained on STE-4M and Union-
L without disentangled pre-train. Compared with it, our
pre-trained model obtains a remarkable performance en-
hancement across all datasets. Compared with other meth-
ods, our approach surpasses the 0.5% average accuracy of
the state-of-the-art model while employing fewer parame-
ters. This outcome substantiates that our approach attains
a high-quality representation adept at effectively handling
diverse text images in real-world scenes. The Union14M-
Benchmark encompasses a variety of challenging images,
such as curved, multi-oriented, artistic, and salient text.
Our significant performance improvement is evident across
these datasets. Notably, our approach outperforms the
SOTA performance by 4.4%, 2.6%, and 0.5% on curved,
salient, and multi-oriented datasets, respectively. Our ap-
proach demonstrates a slightly diminished performance on
multi-word images which contain several words within a
single image. This limitation can be mitigated by employ-
ing a robust text detector.

Compared with other pre-training methods, our approach
still exhibits high performance. Note that we just pre-train



Table 1. Comparison with state-of-the-art STR methods on Common benchmarks and Union-14M Benchmarks. fstands for reproducing
by ourselves. imeans the method has a pre-training stage. All methods are trained or fine-tuned on Union-L [16].

Methods MT5K ICI3 Cs({ln%morllcﬁesnmgl\ﬁkli CUTE Multi Um(énMM_BenChmark Multi rarams
ulti- L. ontext- . ulti-

3000 1015 647 2077 645 288 VO | CUVC iened AHSte T Salient g General AVG (M)
CRNN [39] 918 918 838 718 704 809 816 | 194 45 342 440 167 357 604 307 | 83
ASTER [40] 943 926 889 777 805 865 867 | 384 130 4138 529 319 498 667 421 | 272
NRTR [38] 962 969 940 809 848 920 90.8 | 493 406 543 69.6 429 755 752 582 ;
SATRN [20] 970 979 952 87.1 910 962 939 | 748 647 67.1 76.1 722 741 758 721
RobustScanner [54] | 96.8 957 924 864 839 938 912 | 662 542 614 727 600 742 757 664 ;
SVTR-S [6] 959 955 924 839 857 931 9Ll | 724 682 54.1 680 714 677 770 684 | 103
SRN [53] 955 947 895 791 839 913 890 | 4997 200 507 61.0 439 515 627 485 | 55
VisonLAN [45] 963 951 913 836 854 924 913 | 707 572 56.7 638 676 473 742 625 | 33
PARSeq [1]+ 980 968 952 852 90.5 965 935 | 798 792 674 774 770 769 806 769 | 238
ABINet [7] 972 972 957 876 921 944 940 | 750 615 65.3 711 729 591 794 692 | 37
MAERecS[16] | 980 97.6 968 8.1 932 979 951 | 8l4 714 720 820 785 8§24 825 786 | 358
CCD [1177% 983 976 97.1 883 923 972 951 | 790 768 722 80 780 802 815 783 | 36
Baseline 981 982 969 872 910 962 948 | 794 711 684 715 759 715 810 758 | 187
DARLING (Ours)t | 98.5 987 978 885 933 965 956 | 858 797 723 804  8L1 787 833 802 | 187

Table 2. Comparison with state-of-the-art STR methods on some
more complicated datasets including occlusion and wordart.

Methods WOST HOST WordArt | # Params(M)
CRNN [39] - - 47.5 8.3
ASTER [40] - - 57.9 27.2
RobustScanner [54] - - 61.3 -
VisonLAN [45] 70.8 49.8 69.1 33
ABINet [7] 75.3 57.9 67.4 37
PARSeq [1] 73.6 554 79.2 23.8
MGP-Small [44] 76.0 62.8 69.0 52.6
SVTR-S [6] 74.6 58.9 65.9 10.3
CCD [11]t# 80.6 67.3 79.3 36
Baseline 78.3 62.8 78.7 18.7
DARLING (Ours)# 82.5 70.8 81.2 18.7

our model on 4M synthetic image pairs we proposed. In
contrast, other pre-training methods rely on approximately
10M real images for pre-training. This dataset is consider-
ably more difficult to acquire than our synthetic data.

Furthermore, we conduct experiments on more challeng-
ing datasets in Tab. 2. These datasets encompass scenes
with occlusions (WOST, HOST [45]) and art characters
(WortArt [49]). A more discriminative representation is re-
quired in these scenarios, and our approach achieves the
best performance (1.9%, 3.5%, 1.9% performance gain)
compared to previous methods. Despite being a language-
independent framework, our approach yields high-quality
features that offer dependable information in scenarios in-
volving occlusion and art words.

4.3.2 Scene Text Editing

Our method uses a disentangled training paradigm, allow-
ing for the direct acquisition of a scene text editing network
without the need for fine-tuning. We assess its performance
on the datasets introduced by MOSTEL [35] and our STE-
10k. To comprehensively evaluate the edited images of our

method on synthetic datasets, we adopt the following com-
monly used metrics: 1) MSE, the L2 distances; 2) PSNR,
the ratio of peak signal to noise; 3) SSIM, the mean struc-
tural similarity; 4) FID, the distances between features ex-
tracted by Inception V3. In experiments with real-scene
datasets, the absence of ground truth poses a challenge. We
employ a metric named SeqAcc, which measures recogni-
tion accuracy using a widely utilized OCR engine®. Further-
more, we found in our experiments that the above metrics
being good does not mean that the edited images are of high
quality. In order to better assess the authenticity of edited
images, we propose a new metric called ClassAcc. Specifi-
cally, we employ a simple convolutional network trained on
the original and edited images to distinguish the authentic-
ity of the images. The accuracy of this network’s classifica-
tion acts as the metric for edit quality, where lower accuracy
represents more authentic generated images, thus indicating
superior editing quality. For fair comparison, we resize the
images to 128 x 32. The results are shown in Tab. 3.

It’s noteworthy that other methods often necessitate more
supervision and pre-training. For instance, SRNet demands
supervision for text masks, text skeleton images, and stan-
dard text images, along with the use of a discriminator for
adversarial training. MOSTEL, on the other hand, requires
supervision for text masks and pre-training for both text
removal and text recognition models. In contrast, our ap-
proach solely relies on image pairs and does not require a
discriminator or additional pre-training.

Compared with other approaches, our method achieves
significant performance on both synthetic and real datasets.
On synthetic datasets, we have the best performance except
FID score. This is due to the constraints in the synthesizer’s
synthesis quality, causing the ground truth image to not al-
ways be the most realistic and unique. Due to the limits of
synthetic images, real-world scenarios can better reflect the

Zhttps://github.com/PaddlePaddle/PaddleOCR



Table 3. Comparison with state-of-the-art STE methods on synthetic and real datasets. fstands for the methods we reproduce. ClassAcc is
the metric we proposed to evaluate the realism of the generated images. The SSIM, SeqAcc, and ClassAcc are presented in percent (%).

Methods Tamper-Syn2k Tamper-Scene STE-10k

MSE| PSNR{ SSIMt FID| SeqAcct | SeqAcct ClassAcc) | MSE] PSNRT SSIMt FID]  SeqAcct
pix2pix ¥ 0.1450 9.18 34,15  127.21 6.1 13.26 94.74 0.1291 9.78 31.69 132.52 12.2
SRNet [48]+ 0.0216  18.66 4997  64.37 - 30.36 - - - - - -
SwapText [51]F 0.0194 1943 5243 5323 - 54.83 - - - - - -
MOSTEL [35] 0.0135  20.27 56.94  33.79 359 66.54 69.81 0.0169 19.24 43.56  18.46 50.71
DARLING (Ours) | 0.0120  20.80 60.07 4448 38.3 70.85 66.46 0.0100 21.77 5995  37.75 61.00
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Figure 5. Qualitative examples of text editing in real scenes. (a) Comparison of the generation quality. (b) Comparison of the ability to
maintain style. (c) Comparison of the realism when the generated images are clear and readable.
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Figure 6. Comparison of generating details in real scenes. Details
like artifacts, textures, and sharp edges lead to the fake appearance.

generative capability. Our model attains 10.94% SeqAcc
improvement on the real dataset (Tamper-Scene), showcas-
ing the readability of our outputs. As shown in Fig. 5 (a),
the generated images exhibit more accurate text pixels. Ad-
ditionally, our method effectively preserves the style of the
source image, as demonstrated in Fig. 5 (b). Furthermore,
we argue that achieving readability and correct stylization
in generated images is insufficient for measuring generation
authenticity. As shown in Fig. 5 (c), in certain instances, the
generated images are easily recognizable as fake. Hence,
we introduce the ClassAcc metric, and our method sur-
passes the state-of-the-art by 3%. We further magnify the
local details of the generated images in Fig. 6. In these in-
stances, details like artifacts, textures, and sharp edges lead
to fake appearance, but our results remain high quality.

4.3.3 Scene Text Removal

Our model incorporates a background head in the multi-
task decoder, enabling it to perform the scene text removal

task. We feed the image into the model with the text prompt
Cr set as ’[B][E][P][P]...” to complete the STRM task,
where ’[B]’, ’[E]’, and ’[P]” represent the beginning, end,
and padding symbols, respectively. The evaluation was con-
ducted on the widely used real scene dataset SCUT-EnsText
[24]. The results are detailed in Tab. 4. In comparison
to our baseline without disentangled pre-training, our pre-
training approach demonstrates a noteworthy improvement.
This underscores the advantageous impact of disentangled
pre-training on representation learning. When compared
to state-of-the-art methods, our approach achieves the best
performance across all metrics. Although our method of
erasing a cropped image is naturally better than the previous
method of erasing over the entire image, we can still see the
superior erasing power of our method from the table com-
parison. Moreover, some qualitative examples are shown
in Fig. 7, our method can obtain a more effective removal
outcome while keeping the unrelated areas unaffected.

4.4. Ablation Study

The disentanglement of our model: We propose a dis-
entangled representation learning framework for scene text
tasks. Leveraging the disentangled training paradigm, we
align style features across style-consistent image pairs. The
recognition loss then guides content features to eliminate
style information, achieving effective decoupling. The su-
perior performance across various tasks substantiates the
effectiveness of our disentangled representation learning
paradigm. We further visualize the features in a scatter-
plot with the help of PCA algorithm to validate the decou-
pling capability of our model. Some simple images are de-
picted in Fig. 8. Along the axis of the style feature, different
positions roughly correspond to different backgrounds and



Table 4. Comparison with state-of-the-art STRM methods on the
real scene dataset SCUT-EnsText [24]. imeans the methods with
a pre-training stage. The SSIM is presented in percent (%).

Methods MSE] PSNRT SSIM{ FID] | # Params
PiX2pix 0.0037 26,70 8856 46.88 | 54.42
EnsNet [56] 0.0024 29.54 9274 3271 | 1240
MTRNet++ [42] 0.0028 29.63 9371 3568 | 18.67
EraseNet [24] 0.0015 3230 9542 1927 | 17.82
PERT [46] 0.0014 3325  96.95 - 14.00
CTRNet [25] 0.0009 3520 9736 13.99 | 159.81
FETNet [28] 0.0013 3453  97.01 - 8.53
PEN [5]% 0.0005 3572  96.68 - -
ViTEraser-Tiny [33]% | 0.0005 3680  97.55 1079 | 65.39
Baseline 00011 33.11 9590 11.03 | 23.70
DARLING (Ours) 0.0005 38.85 9825 10.11 | 23.70

MTRNet++ EraseNet CTRNet

DARLING (ours)

Figure 7. Some qualitative examples in STRM task.

fonts, and along the axis of the content features, different
positions roughly correspond to different contents. This vi-
sualization affirms that the representation of two types of
features differs significantly. When handling diverse tasks,
we selectively employ different features to achieve notable
performance improvements.

Effectiveness of Gated Injection: The proposed gated
injection can provide well-managed fine-grained details of
different levels to assist in the generation of text pixels. To
substantiate this, we conducted an ablation study (see Tab.
5) and presented examples in Fig. 9. It is evident that the in-
clusion of the gated injection strategy significantly enhances
text editing performance, resulting in a clearer and more re-
alistic generation of text details.

5. Limitation

Compared to other self-supervised works using real-world
data, our method, utilizing synthetic data, offers certain
advantages. Firstly, synthetic data is more easily accessi-
ble. Secondly, unlabeled real data cannot be employed to
pre-train the decoder, a distinctive feature of our method.
However, our approach has its limitations. Synthetic data
exhibits a domain gap with real data, which may impact
performance. Additionally, a substantial amount of unla-
beled real data already exists. The question arises of how

Content Feature

e ] 9[A1S

Figure 8. Feature visualization about the disentangled capabilities
of our pre-trained model.

w/o GI w/ GI Tamper Symok
Methods STE-10k
MSE| PSNR?T SSIMt
wio GI 0.0136  19.56 54.02
0.0148  20.46 57.69
w/ Gl 0.0120 20.80  60.07
0.0100 21.77  59.95

Figure 9.
about the gated injection injection strategy. “w/o GI” de-
strategy. “w/o GI” is with- notes the absence of gated injec-
out gated injection. "w/ GI”  tion, while "w/ GI”” means the uti-
means using gated injection. lization of gated injection.

Some samples Table 5. Ablation study of gated

to integrate them into our method or directly design self-
supervised decoupled representation learning.

6. Conclusion

we explore the distinctions between scene text and general
scene images, proposing to decouple the two distinctive fea-
tures (style and content) within scene text images. Employ-
ing our disentangled representation learning framework, the
model acquires more discriminative features. When ad-
dressing various downstream tasks, distinct features are uti-
lized. Specifically, for STR, only content features are em-
ployed to eliminate style interference. For generative tasks
such as STE and STRM, style features coupled with well-
managed content features are utilized to generate more re-
alistic images. Our approach achieves state-of-the-art per-
formance in STR, STE, and STRM. We believe this work
offers valuable insights into differentiating scene text im-
ages from general images, fostering inspiration for future
research in the field of scene text.
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