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SUBDIFFERENTIALLY POLYNOMIALLY BOUNDED FUNCTIONS
AND GAUSSIAN SMOOTHING-BASED ZEROTH-ORDER
OPTIMIZATION *

MING LEIf, TING KEI PONG!, SHUQIN SUN!, AND MAN-CHUNG YUE ¥

Abstract. We introduce the class of subdifferentially polynomially bounded (SPB) functions,
which is a rich class of locally Lipschitz functions that encompasses all Lipschitz functions, all gradient-
or Hessian-Lipschitz functions, and even some non-smooth locally Lipschitz functions. We show that
SPB functions are compatible with Gaussian smoothing (GS), in the sense that the GS of any SPB
function is well-defined and satisfies a descent lemma akin to gradient-Lipschitz functions, with the
Lipschitz constant replaced by a polynomial function. Leveraging this descent lemma, we propose
GS-based zeroth-order optimization algorithms with an adaptive stepsize strategy for constrained
minimization of SPB functions, and analyze their iteration complexity. An important instrument in
our analysis, which could be of independent interest, is the quantification of Goldstein stationarity
via the GS gradient.
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1. Introduction. Zeroth-order optimization (a.k.a. derivative-free optimization)
refers to optimization problems where the objective function can be accessed only
through a zeroth-order oracle, a routine for evaluating the function at a prescribed
point. Zeroth-order optimization typically arises in situations where the objective
function is given as the output of simulations of complex physical systems, and has
attracted intense research over the last few decades. We refer the readers to the
expositions [10,16] and references therein for classic works and recent developments
on zeroth-order optimization.

A prominent zeroth-order optimization algorithm is the Nesterov and Spokoiny’s
random search method [16,24, 25, 28] developed based on the concept of Gaussian
smoothing (GS), whose definition is recalled here for convenience.

DEFINITION 1.1 ([25, section 2]). Let ¢ > 0 and f : R? — R be a Lebesgue
measurable function. The Gaussian smoothing of f is defined as

fa'(x) = EuNN(O,I) [f(l' + O"LL)],

where N'(0,I) denotes the d-dimensional standard Gaussian distribution.
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As a convolution of f with the Gaussian kernel, the GS f, enjoys many desirable
properties. For example, it was shown in [25, section 2] to inherit convexity and
Lipschitz continuity from f. Moreover, it was shown that V f, is Lipschitz continuous
whenever f is globally Lipschitz. This latter fact was leveraged in [25, section 7] to
establish the first worst-case complexity result for a (stochastic) zeroth-order method
for minimizing a nonsmooth nonconvex globally Lipschitz function. The work [25] has
stimulated a surge of studies on GS-based zeroth-order optimization algorithms; see,
e.g, [1,2,11,15,17,21,26,31, 32].

To the best of our knowledge, most existing works on GS-based zeroth-order
optimization algorithms, if not all, require the objective function itself, its gradient, or
its Hessian to be Lipschitz continuous. Such assumptions not only ensure that the GS
is well-defined and its gradient can be unbiasedly approximated by random samples of
flx+ou)u/oor (f(x+ou)— f(x))u/o (with u ~ N (0, I)), but also play a crucial role
in the convergence analysis of the corresponding GS-based zeroth-order optimization
algorithms. Nonetheless, these Lipschitz assumptions may not hold in many practical
applications, including distributionally robust optimization [14,33] and the training
of large language models [34]. It is thus important to study less stringent Lipschitz
assumptions to widen the applicability of zeroth-order optimization.

A similar issue concerning Lipschitz assumptions also arises in the context of first-
order methods, where the global Lipschitzness of the gradient is instrumental to the
algorithmic design and analysis. As an attempt to relax the Lipschitz requirement in
the study of first-order methods, various notions of generalized smoothness [6,14,22,34]
have been recently proposed and led to the development and analysis of new first-order
methods for these classes of generalized smooth functions. While it may be tempted
to adapt these notions to the study of zeroth-order optimization, it is unclear how this
can be done even for the special case of GS-based zeroth-order optimization algorithms.
In particular, the GS of a generalized smooth function in the sense of [14] is not
well-defined in general.

In this paper, we identify a new and rich class of locally Lipschitz functions
whose GS are well-defined and possess useful properties for algorithmic analysis, and
develop new GS-based zeroth-order optimization algorithms for minimizing this class
of functions. Our main contributions are threefold.

1. We introduce the class of subdifferentially polynomially bounded (SPB) func-
tions, which is the subclass of locally Lipschitz functions with a Lipschitz
modulus that grows at most polynomially. The class of SPB functions is rich,
encompassing all functions that are Lipschitz continuous, or have Lipschitz
continuous gradients or Hessians. More interestingly, the SPB class includes
even certain nonsmooth locally Lipschitz functions, such as functions arising
from neural networks; see Examples 3.1(v)-(vi).

2. We show that if f is SPB, then its GS f, is well-defined and continuously
differentiable; moreover, f, and its partial derivatives are SPB too. We also
establish a relationship between V f, and the Goldstein d-subdifferential of
an SPB function f, which allows us to quantify the approximate stationarity
of a point x with respect to f by measuring Vf,(x). The Goldstein J-
subdifferential is a commonly used subdifferential for studying stationarity of
nonsmooth functions [13,35], and our result can be viewed as an extension
of [25, Theorem 2] and [17, Theorem 3.1] from globally Lipschitz to SPB
functions.

3. We propose a GS-based zeroth-order algorithm for minimizing an SPB function
f over a closed convex set D. Our algorithm updates the iterate 2* by moving
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along an approximate negative gradient direction with an adaptive stepsize
depending inversely on a polynomial of ||*||, and the approximate gradient is a
sample average of the random vector ( f(z*+ou)— f(x*))u/o with u ~ N(0, T),
where the sample size depends on the desired accuracy and a certain local
variance parameter. When f is additionally convex or when D = R? (i.e., the
minimization problem is unconstrained), we develop variants of our algorithm
where the required sample size at each iteration for forming the approximate
gradient is reduced to one. We analyze the iteration complexity of the proposed
algorithms. The crux of our analysis is a novel descent lemma for f, analogous
to the standard descent lemma for Lipschitz differentiable functions, where
the Lipschitz constant is replaced by a polynomial function.

The remainder of this paper unfolds as follows. We present the notation and
preliminary materials in section 2. Section 3 introduces subdifferentially polynomially
bounded functions and studies their properties in relation to GS and Goldstein -
stationarity. In section 4, we prove the descent lemma and develop our GS-based
zeroth-order algorithms for constrained minimization of SPB functions.

2. Notation and preliminaries. Throughout this paper, we let R? denote the
Euclidean space of dimension d equipped with the standard inner product (-,-). For
any x € R?, we let ||x|| denote its Euclidean norm, and B(z,r) denote the closed ball
in R? with center z and radius 7 > 0. We use B, to denote B(0,7), and further use
B to denote B;. We let T = [e1,ea,- -+, eq] denote the d x d identity matrix, where
e; € R is the i-th canonical basis vector for i = 1,...,d, i.e., (e;); = 1 if j =i and
(e;); = 0 otherwise.

For a subset D C R?, we let D¢, 9D and conv (D) denote its complement, boundary
and convex hull, respectively; we also denote the characteristic function of D by

1 ifzeD
1p(z) = ’
o(@) {0 if x¢ D.

For a closed convex set S C R? and any ¢ € R¢, the distance from x to the set S
is defined as dist(z, S) = inf,eg ||z — y||, and the (unique) projection of = onto the set
S is denoted by Ps(x). Also, the normal cone of S at any x € S is defined as

Ns(z) ={y € R?: (y,u—2) <0 Yuc S}.
For a locally Lipschitz function f : R? — R, the Clarke directional derivative of f
(see [7, Page 25]) at any = € R? in the direction v € R? is defined as
/ t _ /
f°(z;v) = limsup f@ i) - Jle ),
z/—x,tl0 t

and the Clarke subdifferential of f (see [7, Page 27]) at x is the set

dof(x) ={s €RY: (s,0) < fo(x;v) Vo€ R},

The Clarke directional derivative and Clarke subdifferential are related as follows:

°(r;v) = max (s,v);
fo(z;v) Seaof(m)< )

also, letting 2y be the set of points at which f is not differentiable, we have

(2.1) dcf(z) = conv({s e R?: 32"} c RY\ Qf with 2% — 2 and Vf(2F) — s}),
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see [7, Propositions 2.1.2(b)] and [7, Theorem 2.5.1].
Next, for any § > 0, the Goldstein §-subdifferential [13] of f at z € R? is the set

(22 1(0) = conv (U, o, 207 0))-

yEB(z,0)

Note that at any 2 € R%, both the Clarke subdifferential and Goldstein d-subdifferential
are compact convex sets. Finally, following [35, Definition 4], an € R? is said to be a
(6, €)-stationary point of f if dist(0,0% f(z)) < e.

3. Subdifferentially polynomially bounded functions. The purpose of this
section is to introduce the class of subdifferentially polynomially bounded (SPB)
functions and study their properties.

DEFINITION 3.1 (Subdifferentially polynomially bounded functions). Let f :
R? — R be locally Lipschitz continuous. We say that f is subdifferentially polynomially
bounded (SPB) if there exist Ry > 0, Re > 0 and an integer m > 1 such that

(3.1) sup [|¢]] < Rallzf|™ + Ra Ve € R%

C€Ic f(w)

The class of SPB functions on R? is denoted by SPB(R?).

Note that using calculus rules for Clarke subdifferential (see Corollary 2 of [7,
Proposition 2.3.3]), one can show that SPB(R?) is a vector space. Also, SPB(R?)
generalizes the class of globally Lipschitz functions, which correspond to the case of
R; =0 in (3.1); see Example 3.1(i) below. In fact, the SPB class is much richer than
that and covers a wide variety of functions that arise naturally in many contemporary
applications. Here, we present some concrete examples of SPB functions.

EXAMPLE 3.1. (i) If f : R — R is globally Lipschitz continuous with Lip-
schitz continuity modulus L > 0, then we have from [7, Proposition 2.1.2(a)]

that sup |jul| < L for all x € R?. Consequently, f is SPB.
u€dc f(x)
(ii) Ewery polynomial function is SPB.
(iii) Any continuously differentiable function with a Lipschitz gradient is SPB. To
see this, let g be such a function, there exists L > 0 such that

IVg(@)ll < [Vg(z) — Vg(0)|| + [ Vg(0)|| < Lilzl| + [Vg(0)l Vo € R,

showing that g is SPB.

(iv) Let f = goh, where g : R* — R and h : R — R". Assume that g
and all component functions of h are SPB. Then one can deduce from [7,
Theorem 2.3.9] that f is SPB.

(v) In machine learning, one is often interested in approzimating the unknown
relationship between an independent variable x € R? and a dependent variable
y € R. An L-layer neural network is a parametric approximation of the form

(3.2) y=(x;w) = op(Wr(or—1(Wr—1(--- 01 (Wi(z))---)))),

where for £ = 1,...,L, gy : R — R is the activation function for the £-th
layer (for any vector z, the notation p¢(z) is understood as the vector obtained
by applying the activation function g, entrywise to z), Wy : RPt — RPt+1
is an affine mapping for some positive integers py and pey1 (with p1 = d
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and pr41 = 1), and w is called the parameter and represents the vector
of all coefficients defining the maps Wh,...,Wy; see [3, section 6.2] for
details. Common activation functions include: o(t) = t (often used for
the output layer), o(t) = tanh(t), o(t) = In(1 +€t), o(t) = max{0,t}, o(t) =
max{0,t} + amin{0,t} with a > 0, o(t) = THe—7» and piecewise polynomial
functions. With any of these activation functions, Example 3.1(iv) implies
that the neural network function (-;w) is SPB for any fized parameter w.

(vi) Suppose that we are given a sample {(x;,y:)}'—; of n data points for approwi-
mating the unknown relationship between x and y. Naturally, we want to find
the best parameter w so that the function ¥(-;w) in (3.2) fits the sample data
as well as possible, a process called “training”. A popular formulation for the
best parameter w is given by the least squares criterion:

min Z(yz — (s w)).
i=1

Again by Example 3.1(iv), the objective function in this problem is SPB.

3.1. Gaussian smoothing of SPB functions. We next study the properties of
SPB functions in relation to Gaussian smoothing (GS) [16,24, 25, 28]. More precisely,
we will show that for any SPB function, both the GS and its gradient are well-defined
and that the class SPB(R?) is closed under the GS transformation. Towards that
end, we record a simple property of SPB functions that will be repeatedly used in the
paper. Specifically, we express the Lipschitz modulus of an SPB function in terms of a
sum of functions in x and the displacement y — x. This explicit dependence on the
displacement is crucial for our subsequent analysis, especially in section 4.

LEMMA 3.2. Let f € SPB(R?) with parameters R, Ra and m as in (3.1). Then
[f(x) = F)l < @ Rafle|™ + 2" 'Rally — 2™ + Ra)llz —yll  Vz,y € R™.

Proof. From [7, Theorem 2.3.7], we have

f@) = fly) e{(¢x—y): C€dof(z+aly—=)), ac(0,1)}

In view of this and (3.1), we deduce further that

[f(z) = f(y)l < QZ?OIL){Rl”x +aly —2)[™ + Ra}llz -y

< @ Rall™ + 2 Rally — 2™ + Ra)l|lz — yll,
where the second inequality follows from the convexity of the function || - || (thanks
tom > 1) and a € (0,1).

The theorem below asserts that for any SPB function f, the GS f, and its gradient
V f, are both well-defined.

THEOREM 3.3 (Well-definedness of GS and its gradient). Let f € SPB(RY).
Then its GS f,, given in Definition 1.1, is well-defined. Moreover, the gradient of f,
s given by

(3.3) Vi (x) = éEUN wo.nlf @+ oupl

and is well-defined and continuous.
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Proof. For any = € R%, we have

Euno,n [If (@ + ou)l] < Euano,n [[f (@ + ou) = f(2)]] +[f(2)|
(34) < Euonqon (2" Rafal™ + 2" Rao™|[u™ + Ra) - ollull] + [f(2)] < oo,

where the second inequality follows from Lemma 3.2 with Ry, Rp and m as in (3.1).
Therefore, f, is well-defined.

We next prove (3.3) and the well-definedness of the expectation there. First, by
the definition of GS, we have

35 fol@)= —— [ fa+owe Fau= —— [ fue T ay.

(27r) Rd (2m)20d Jra

N

Note that e~ 522 is a Schwartz function on R? according to [8, Example 2.2.2]. On
the other hand, we have the following inequality for each r > 0 based on Lemma 3.2:

/B |f(x)|dz < rPo(d) - (|£(0)] + ggﬂglf(x) = f(0)])
< rla(d) - (|f(0)] + [2™ 'Ryr™ + Ra]r) =: U(r),

where «(d) is the volume of the d-dimensional unit ball B. Since U(r) = O(rmtd+l)
as r — 00, in view of [9],' we see that F(g) Jra F(¥)g(y)dy is a continuous

)7 d
linear functional on Schwartz space (i.e., a tempered dlstrlbutlon)

The next part follows closely from the proof of [8, Theorem 2.3.20], which is
included for self-containedness. Specifically, from (3.5), we see that for any h € R\{0}
and any i € {1,...,d},

_ llzthe;—yll? _lz—y)?
Jol(x + he;) — folz) 1 / £ )e 202 — e 202
h N (27‘(‘)%0“1 Y h

llzthe; —yl? Hx yn2

o (e )/h).

dy

.  llzthe; —yll? eyl P ==y .
Since (e 207 —e 27 )/h = —FHe” 202 as h — 0 in Schwartz space

according to [8, Exercise 2.3.5(a)] and § is a tempered distribution, we conclude upon
passing to the limit as h — 0 in the above display that

d
_ Ti — Y 7"1;792”2 _ 1 B Il —y||2
Vio(@) = {%’ <_U26 ’ )L=1 a (2m)2gd+2 Jpa f@)e ~y)e” a
B <27r1>a [ fa e+ oupue "

This proves (3.3) and the well-definedness of the integral.

Finally, the continuity of V f, follows immediately from the above integral repre-
sentation and the dominated convergence theorem, where the required integrability
assumption can be established in a similar way to (3.4). a0

The next result shows in particular that SPB(R?) is closed under the GS trans-
formation and that if f is SPB, so are its partial derivatives.

ISpecifically, see the last example on page 106.
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THEOREM 3.4. Let f € SPB(R?) with parameters Ry, Ry and m as in (3.1) and
let fs be defined in Definition 1.1. Then the following statements hold.
(i) It holds that

(36) |fo(2) = fo(y)l < A+ Bz + Clly — 2™z —y| Yo,y e RY,

where A = 22m72R10m(m + d)% + Ry, B=2°""2R; and € =2™"'R,. In
particular, f, is SPB.
(ii) It holds that

(3.7) IVfa(2) = Vo) < (A+Blla|™ +Clly—z|™)|la—yl  Va,y € R,

where A = 22" 2Rio™ 1 (m + 1+ d) Ea LRoVd, B = 122""2R;Vd and

C = %Qm—lRl\/ﬁ. In particular, % is SPB for any 1.

i

Proof. We first observe from Lemma 3.2 that for every x, y and u € R¢,
|f(x +ou) — f(y + ou)
< (2" 'Ryl@ + oul|™ + 2™ Rally — #]|™ + Ra)lly — |
(3.8) < (2°"PRac™[ul|™ +2*"*Rallz|™ + 2™ 'Rully — x| + Re) [lz — ],

where the second inequality follows from the convexity of || - ||™.
To prove (i), from (3.8), one has for any x # y that

[fo(@) = fo )| _ Bunno.nllf(z +ou) = fly+ou)]

lz—yl  — 2 —yll
< Eunnvo.n) [(227 2 Rao™ Jull™ 4+ 22" 2Ry [Jz]|™ + 2™ 'Rafly — =™ 4+ Ra) |
= (2°™ Ry lz[™ + 2" Rally — 2™ + Ra) + 22" *R10™ B0, n [l ull™]

m
2

(&)
< (22" Rallal|™ + 2" Rafly — 2™ + Ra) + 22" P Ra0™ (m 4 d) %

where (a) follows from [25, Lemma 1]. This proves (3.6).
Now, fix any x € R? and v € R? with |[v|| = 1. We have for any ¢ € d¢ f, () that

’ _ ’
(&,v) < limsup fo(@' +10) = Jo(2') < limsup (A + B||2'|™ + €t™) = A + B|z||™.

z/—x,t]0 t z’/—x,t]0

Consequently, it holds that [|£]| < 24 + B||z||™, showing that f, € SPB(R?).
To prove (ii), we notice from (3.3) that

1
IVfo(@) = Vel < —Bunon [If (@ +ou) = fly + ou)] - [ull].
Combining the above display with (3.8), we have for any x # y that

||Vf[,($) — vfo’(y)”
= —yll
S 22m72R10_m71EuNN(071) [||u||m+1]

1 - m m— m
+— (22 Rl + 2" Rally — 2™ + Re) Bunvo,n) [l

(a) mt1 ]
< 22m—2R10_m—1 (m 14+ d) 5 +; (22m—2R1”me + 2m—1R1Hy — me + R2) \/&7

where (a) follows from [25, Lemma 1]. This proves (3.7).
The claim that g'i‘; € SPB(R?) can now be proved in a similar way to the proof
of f, € SPB(RY) in item (i). d
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3.2. Approximate Goldstein stationarity. In this subsection, we explore the
relationship between the GS gradient and the Goldstein §-subdifferential for SPB
functions. We start with the following auxiliary lemma concerning the tail of the
Gaussian integral. We let W_; denote the negative real branch of the Lambert W
function (see, e.g., [4,12,27]); this function is defined as the inverse of the function
t — te! with domain [—1/e,0) and range (—oo, —1].

LEMMA 3.5. For any v >0 and M > [—d W_4 (—V%/(Zﬂe)ﬂ 5, it holds that

_lu)?
/ e 2 du<v;
[lul>M

here, we set by convention that W_1(t) =0 if t < —1/e.

1
Proof. Fix any v > 0 and M > g := [—d W_y (—V%/(Qwe))} *. For any R > 0,

vl

/ = 2mt L / e du= (2m)f[1 - F(R%d)),
lull >R (2m)2 =k

where F(-; k) is the cumulative distribution function of the chi-squared distribution
with k degrees of freedom. Thus, the desired conclusion is equivalent to

(3.9) 1—v(2r)"% < F(M?%d).
We now prove (3.9). Note that if v > (27)2, then we have 1—v(27) "% <0 < F(M?2;d).

Hence, (3.9) is valid in this case. We next consider the case v < (27)%. In this case,
we have vi < 27 and hence M > o > v/d.> Then, from [29, Lemma 2.2] (see

also [30, Proposition 5.3.1]), we have

d

M? M? | az\?

1 1-F(M?*d) =1-F|(—d;d) <|—-e""a) .
(3.10) (M?;d) (dd,d)_<de )

Now, note that we have the following equivalence for any R > 0

d
R? | m2\? v R?\ _ w2 (i
: —el” < ——)eT > et —,
(3.11) (de d> _(277)3<:>< d)e T > —¢ .

Then we have from the definition of Lambert W function that the rightmost inequality
(and hence both inequalities) in (3.11) holds with R = M since M > p. Thus, the
desired conclusion follows from (3.11) and (3.10). 0

In the next theorem, we show that for all sufficiently small o > 0, the Goldstein
d-subgradients can be approximated by the GS gradient V f,. Specifically, we derive
a sufficient condition on o, in the form of an ezxplicit upper bound depending on
0 and €, for the GS gradient to reside in an € neighborhood of the Goldstein -
subdifferential. Similar results have been derived under a globally Lipschitz continuity
assumption on f; see, e.g., [25, Theorem 2| and [17, Theorem 3.1]. In particular, the
proof of [17, Theorem 3.1] was based on an analogue of (3.12) for globally Lipschitz
continuous f. We would also like to point out that the representation (3.12) can be seen
as a variant of general results on convolution and differentiation such as [18, section
4.2.5] and [19, Lemma 9.1]. Here we include an elementary proof to highlight the role
of polynomial boundedness of the subdifferential.

2The second inequality holds because W_1(t) < —1 when t € (—1/e,0); see [20, Page 2].
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THEOREM 3.6 (GS gradient as approximate Goldstein J-subgradient). Let f €
SPB(RY) with parameters Ry, Ry and m as in (3.1), and X be a compact set. Let
Vi, and 0% f be given in (3.3) and (2.2), respectively. Then the following hold.

(i) For every x € X, it holds that

(3.12) Vio(®) = Euuno.n) V(@ +ou) - 1o, (u)],

where D, = {u € RY: f is differentiable at x + ou}.
(ii) For every 0 >0 and e > 0, it holds that

Vi, (z) €%f(x)+e-B  VYoe(0,5] and Vo € X,

where

_ . € m )
(3.13) U:mln{|:2m+1R1(m+d)gL:| ’LH}’ Ch :gg}}é”ﬂ)”,
(3.14) H= [—d W_q (—nf/(Zﬂe)ﬂ °,

1
(3.15) 71 = min {5771, (271')% - 2} )

(3.16) P=4(2"""RiC" + Ra) + 2" Ry(m +d) %,

and W_, is the negative real branch of the Lambert W function.”

Proof. Fix any x € X. From Theorem 3.3, the GS f, and it gradient Vf, are
well-defined at x. For notational simplicity, for any ¢ > 0, let D, = {u € R? :
f is differentiable at « 4+ ou}. Then it follows from the Rademacher’s theorem that
the complement ®¢ has Lebesgue measure zero.

To prove (i), note from Lemma 3.2 that for each u and h € R¢
317y TE@TREow = fla+ou)] <P Rafle + oul™ + 27 R A + Rl 1]
S < @Rl ™+ 22 Rao™ Jul|™ + 2 Ra || + Ra)lIR),

where the second inequality follows from the convexity of || - ||™.
We prove (3.12) by contradiction. First, E,aro,r) [Vf(z + ou) - 1o, (u)] exists
as f is SPB. Suppose to the contrary that E,ao,r) [Vf(z +ou) - 1o, (u)] # V fs(z).

Define

hy = IEuN./\f(O,I) [Vf(l' + Uu) . ]1330<u)} - Vfg(QT)
Then h, # 0 and we have from the differentiability of f, (see Theorem 3.3) that
fo(x +thy) — fo(2) = (Vfo(2), the)

:1.

U tha]

_ gy [ L@ttt ow) —J@tou) — (Vie(@)the) | v,
(W 10 Jpa [the

= lim / f(@+ the + ou) = f(x+0u) = (Vfy(a). the) w2
<27r ) =0 [the ]

@ V(@ +ou) = Vfe(x), ha (b)

—Eu~moz>[< £ ”>h H fol@)ha) 4 1O

3Since 1 < (27r)% - %, we have nf/d/(%re) < 1/e and hence Wfl(—nf/d/(%re)) < —1. Thus,
H € (Vd, ).
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where (a) follows from (3.17), the dominated convergence theorem, and the fact that

lim f(:l? + thx + Uu) B f((l? + Uu) B <vf0(x)7thz> o <Vf($ + UU) B Vfg(lf), h1>
=0 [[th|| |72
_ lim flx+thy + ou) — f(z+ ou) — (Vf(z + ou),thy) o,

t—0 [[th |

which holds thanks to the differentiability of f at x4+ ou when u € D,, and (b) follows
from the definition of h,. This contradicts the fact that h, # 0. Thus, (3.12) holds.

We now prove (ii) by using the integral representation in (3.12) to relate V f,(z)
to 02 f(x). To this end, we let M > 0 and notice that for any o > 0 we have

Eyno,n[VI(z+ou) - 1o,0B,, (u)]

An = Euono,n[VF (@ +ou) - 1o, (u)] - Eunro,n Lo, ns ()]

=Eyno,n[Vf(z+ou) 1o, mpe, (u)]

1
3.18 +(1- Eu~ Vix+ou) 1o, u)],
(3.18) ( EUNNW)[nMBM(u>]) N V(@ + o) - Lo, s ()]

where we recall that By, = {u € R? : ||u|| < M} and BS, is its complement.
For the first term on the second line of (3.18), we have

|Ewno,n[Vf(z+ ou) - 1o, qme, (u)] H
b

—~
=

(3.19) C Eynion (Rl + oul™ + Ra) - Lo, css, (w)] © 1+ 5
with
E1 = (2™ "R1CT* + Ra)Eyno,n [Lae, (u)],
Z2 = (2" R10™)Eyuno,n [llull™ - Lrg, ()],
where we invoked (3.1) in (a), and used the convexity of || - ||™ and the definition of

Cy in (3.13) for (b). Now, observe that

m
2

Euonro,n(llull™ - g, (u)] < Eynonlllul™ < (m+d) 2,

where the second inequality follows from [25, Lemma 1]. Thus, if we choose a finite
1

positive o such that o < [%} E, then
2m+1R, (m+d) 2
L] m— m m 6
(3.20) Ey = (2" "R10™)Eqano,n [lull™ - 1ge, (u)] < 1

Next, choose n = 5(277)% [4 (2m—1R10im +R2>]_1. Then, by setting v = n in
1
Lemma 3.5, we see that whenever M > [—d W_4 (—n%/(Qﬂ'e))] °
- - €
(3.21) 21 = (2™ 'RiCT + Ro)Eynr(o,) [ 185, ()] < 7
Additionally, for the above n and the 7y in (3.15), we have

-1
<n.

m <el4(2" T RICT + Ro) +2™ M Ry (m + d) 7|
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Combining this conclusion with (3.19), (3.20) and (3.21), we know that for any finite

1

.. m 2 2 . .
positive o < m} and M > [—d W_, (—nf/(?we))] with n; as in

(3.15), we have

I ™

(3.22) Euno,n[VF(z+ou) - 1o, e, (W] < 5.

—~ N

We next estimate the second term on the second line of (3.18). We first notice
that fBM e*M _lw? _lwy?

2 du = (2m)2 — Jge €72 du. So,if [, ez du < (2m)% — L, then
M M

w 2
fB e~ du > % In view of Lemma 3.5 and the definition of #;, this happens when
M

[ME

1

we choose M > {—dW_l <—’I71%/(27T6)) , since 1y < (27)% — 5

On top of this choice of M, if we further choose o < 1, then the term in the last
line of (3.18) can be upper bounded as follows:

1
1 _
H < Euno,n[1By (u)]
K
< B Vf(z+ou)| 1o, U
]EUNN((LI) []l]BAl ('LL)] (O,I) [” ( )” D ﬂ]BM( )]
(a) ~
%KEUNN(O,I) [IVf(z+ou)| - 1o,np,, (u)]
(b) _
5 KEyno.0) [Rilz + oul|™ + Ry

) Eurnro.n [VF(@ + 0u) - Lo,y (1)

K [(2"'RiC7" + Ro) + 2" 'R10™E oo,y | ul™]]
(8:23) < 2(2m) 2K [(2"7"RiCT" + Ro) + 27 Ra(m + d) ¥]

where K := Eun(0,1) [LEe, (u)], and (a) holds because (27r)gEu~N(OJ) [1p,, (u)] =
_lwg?

fBM e~ 2 du > 1, (b) holds upon using (3.1) and enlarging the domain of integration,
(c) follows from the convexity of || - || and the definition of C in (3.13), (d) follows

from [25, Lemma 1] and the choice that o < 1. In view of (3.23), we can now invoke
1

Lemma 3.5 to deduce that if we choose M > [—d W_q (—nl%/(Zwe))] ® with M as in
(3.15) and o < 1, then

1
(3.24) H (1 T Ervonen (u)]> Eunon [Vf(z 4 ou) - 1o, g, (u)]

E

| ™

Thus, we conclude that (3.22) and (3.24) will both hold as long as we choose M > H

1
defined as in (3.14) and 0 < & = min { {%} " ,1}. Hence, we have
2m+1R, (m+d) 2

(3.25) |Ar]| < e whenever M > H and o <7,
where Ay, is given in (3.18).
: _ S, . T8
Finally, for M = H and any ¢ < & = min [2m+1R1(m+d)%] ;1,77 ¢» we have
oM < 4. Hence, by (2.1) and the definition of Goldstein d-subdifferential,
1

3.26)
( Eyno,1) 1o,y (1))

Euno,n V(x4 ou) - Lo, ns,, (u)] € 0% f ().
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The desired conclusion follows from (3.12), (3.26), (3.25) and the definition of Ay, in

(3.18).

d

Remark 3.7 (Simplified expressions for the choice of o). We present more explicit
upper bounds for ¢ in Theorem 3.6(ii).

(i)

(i)

(For a general f € SPB(RY)) Let f € SPB(R?) with parameters Ry, Ry and
m as in (3.1) and X be a compact set. Let

(3.27) 0<e<min{SRy,1} and 0<d<1.
To provide an estimate on the corresponding & in (3.13), we define
(3.28) m, = ((27r)% - 0.5) P, My=(me/5)%P,
where P is given in (3.16). Since P > 4Rz, we can deduce that

M,y > 5R, and My > (re/5)"? 4Ry > 5R,.
This means that for the € and ¢ chosen as in (3.27), we indeed have
(3.29) 0<e<min{My;,My,1} and 0< < 1.

Using the definitions of 9 and 9y above and the definition of n; in (3.15),
we can then deduce that*

(3.30) m=eP! and 0<nj/(2me) < 1/10 < 1/e.
Next, recall that for 0 < h < {5, it holds that
e 0.1ln(0.1) 1

e
W_1(—=h) > ——In(h) > i A S
R s L )
where the first inequality follows from [20, Eq. (8)], and the second inequality
holds because t — tInt is decreasing on [0,0.1]. The above display together
with (3.30) implies that for the H given in (3.14),

_1
(3.31) H < Vdmen; *.
Finally, since H > v/d (see footnote 3) and we chose 0 < § < 1 as stated in
1
(3.27), it follows from (3.13) that & = min { {%} ", I‘fl} There-
2m+1R, (m+d) 2

fore, for the e and ¢ chosen as in (3.27), we have upon combining (3.29), (3.30)
and (3.31) that the inclusion in Theorem 3.6(ii) holds when

(3.32) o < min { 2R, (m + ) #] 77, 6P~/ ﬁdm} gmax{L 1}

(For a globally Lipschitz f) Suppose that f is globally Lipschitz continuous
and X is compact. Then one can choose R; =0, Re > 0 and m = d in (3.1).
Thus, when ¢ and § are chosen as in (3.27), we deduce from (3.32) that the
inclusion in Theorem 3.6(ii) holds whenever o < 55;;“5 i

e

The following corollary concerning gradient consistency is immediate.

COROLLARY 3.8 (GS gradient consistency). Let f € SPB(RY) and let Vf, and
Oc f be given in (3.3) and (2.1), respectively. Then for each x € RY, every accumulation
point of {V f,(x)}s>0 as 0 — 0T belongs to dc f(x).

4Specifically, we deduce from € < 91 and the definition of n; that n1 = ¢P~1, and then from
2
€ < My and the definition of 71 that no /(27e) < 1/10.
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4. GS-based algorithms for minimizing SPB functions. In this section, we
consider the optimization problem

(4.1) J?EHR% i@
s.t. x €D,

where D C R? is a closed convex set with an easy-to-compute projection, and f is an
SPB function that can only be accessed through its zeroth-order oracle (i.e., a routine
for computing the function value at any prescribed point). Problem (4.1) therefore
falls into the category of zeroth-order (or derivative-free) optimization problems; see,
e.g., [10,16] and references therein for classical works and recent developments on
zeroth-order optimization.

From Theorem 3.3, for any € R? and o > 0, both f(z+ou)u/o and (f(x+ou)—
f(z))u/o are unbiased estimators of the GS gradient V f,(x), where u is the standard
Gaussian random vector. If the smoothing parameter ¢ is small, they can serve as
random ascent directions for f at z. Observing that they can be computed with one
or two evaluations of f, it is then tempted to develop zeroth-order algorithms based on
these gradient estimators. Indeed, there is a wealth of literature on such zeroth-order
algorithms; see, e.g, [1,2,15,21,25]. We refer to them as GS-based algorithms. Most
existing works rely on the global Lipschitz continuity of V f,, which not only offers an
obvious choice of stepsize but also greatly facilitates the convergence analysis. One
technical novelty in this paper lies in the convergence analysis of GS-based zeroth-order
algorithms for SPB functions that do not possess a globally Lipschitz GS gradient.

A core idea for the design of our GS-based algorithms is as follows. For any SPB
f, Theorem 3.4(ii) asserts that V f, is locally Lipschitz with a polynomially bounded
Lipschitz modulus of order O(]|z||"™ + 1) for some m > 1. This naturally suggests
the adaptive stepsize that scales as (||z[|™ + 1)~'. Based on this observation, we
will develop several algorithms for different subclasses of problem (4.1) in subsequent
subsections.”

Before presenting our settings and the corresponding algorithms, we first establish
some auxiliary lemmas, which will be useful for the algorithmic analysis.

4.1. Auxiliary lemmas for complexity analysis. The first lemma quantifies
the approximation error of f,.

LEMMA 4.1. Let f € SPB(RY) with parameters Ry, Ry and m as in (3.1) and let
fo be defined in Definition 1.1. Then it holds that
[fo(z) = f(@)] < M(z) -0 Vo eR?,
where M : R? — R, is the function

m-+41

M(z) = (2" Ry ||z]|™ 4+ Ro)Vd + 2" ' Ryio™(m + 1+ d) 2.
Proof. Notice that for all 2 € R?, we have
|fo (@) = f(2)| < Eumno.n [|[f (@ +ou) — f(2)]]
< Euonon [(27 7 Raflz|™ + 277 Rio™ [[ul|™ + Rz) - o|ul]
< [(2"“1Rl|\x||m +Ro)Vd+ 2" Ryo™(m + 1+ d)"‘T“} co=M(z)-o,

5This section focuses on those SPB functions with Ry > 0. While our convergence results are still
valid for globally Lipschitz functions (i.e., SPB functions with R; = 0), we expect that in this case
our results will be worse than existing ones specialized for globally Lipschitz functions (e.g., [17,25]).
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where the second inequality follows from Lemma 3.2 and the last inequality follows
from [25, Lemma 1]. d

A key instrument for convergence analysis of optimization algorithms is the
descent lemma, which is often proved for functions with globally Lipschitz gradients;
see, e.g., [23, Theorem 2.1.5]. We present a descent lemma of f, for SPB functions f,
whose gradients V f, are not necessarily globally Lipschitz.

LEMMA 4.2 (Descent lemma). Let f € SPB(R?) with parameters Ry, Ry and m
as in (3.1), f, be defined in Definition 1.1, and A, B, C be given in (3.7). Then

fol®) = fo(y) <(Vfo(y), z —y)+ [A + Bllyl™ +CH3: —le

2 d
— Vx,y € R

Proof. For any x, y € R?, we have

fo(@) = fo(y) = (Vfo(y),x —y) = /0 (Vis(y+tx—y)) = Vfs(y),z —y)dt

1
< / IV faly + tx — 9)) — Viha()lidt - |2 — o]
0

—
INE

1
/0 [A+ Blly™ + Cllt(x — )™ tdt - |« — yl*

_[ASBll™  Cle =yl
A ey

where (a) follows from Theorem 3.4(ii). 0

We remark that another descent lemma for functions without a Lipschitz gradient
has been formulated and studied in a very recent work [22] (see [22, Definition 2.1])
based on the notion of directional smoothness and utilized to analyze gradient descent.
Using their descent lemma, they further proposed an adaptive size for gradient descent,
which is implicitly defined by a nonlinear equation involving the current and next
iterates and requires a root-finding procedure to compute. Our Lemma 4.2 is analogous
to their descent lemma, but the adaptive stepsize derived from our descent lemma (see
Theorems 4.6, 4.7 and 4.8 below) only depends on the current iterate and is given by
an explicit formula.

The next two lemmas concern the random vector ( u with u ~

N(0,1).

LEMMA 4.3. Let f € SPB(R?) with parameters R1, Ry and m as in (3.1), x € R?,
o >0 and p be a positive integer. Define F(u) = L[f(z + ou) — f(x)]u. Then

(e

f@touw)—f(x) )

Euenro.n [IF()]"] < [3”’12(’”’1)pr||$\|’"” + 3”’1R’5} (2p +d)”
(4.2) + 307 12(mmDPRR 6™ [(m + 2)p + d) (M THP/2,

Proof. First, from Lemma 3.2, for any u € R?, we have

|[f(@+ou) = f(2)] < @™ Ralz]|™ + 2" Ra[lou]™ + Ra)loull.

It follows from the convexity of || - ||? that
f(li + O'U) — f(ZE) P ||u||p
o

< |37 120 UPRY a7 437 RSl 437 2P RE 0 a0,
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Taking the expectation on both sides of the above display with respect to u ~ N (0, I)
and invoking [25, Lemma 1] for upper bounding moments of the form E,.aro,r)[[|u]|*]
for k > 1, we obtain the desired result.

We have the following immediate corollary.

COROLLARY 4.4. Let f € SPB(Rd) with parameters Ry, Ro and m as in (3.1),
z € R and o > 0. Define F(u) = 2[f(x 4+ ou) — f(z)]u. Then it holds that

(43) Euenon [[F@I™] < Colz|™m+2 +1)
and
(4.4) Euenvon) |IF@IF] < Ha(ll2l™ +1),

where Cy = max{Hy, Ha}, H1 = 3" (2m + 4 + d)m+22(m=D(m+2)gm+2.
(4.5)  Ho =3max{4™ 'RI(4+d)*, R3(4 +d)*+ 4™ ' RIc?™(2m + 4+ d)"™ T2},
Ho = 3™ (2m + 4 + d)" TRy T2
4 gmtlg(m=1)(mA2) Rmt2Gm(m+2) (4 9)2 4 q)(m+2)°/2
Proof. Set p = m + 2 (resp., p = 2) in (4.2) and apply the inequality at + b <
max{a,b}(t + 1) (which holds for any a, b, ¢ > 0) to obtain (4.3) (resp., (4.4)). O

LEMMA 4.5. Let f € SPB(RY) with parameters Ry, Ry and m as in (3.1), V£,
be given in (3.3), and Cy be defined in Corollary 4./. Let x € R and define F(u) =
Lf(z + ou) — f(x)Ju. Then the following statements hold.

(i) Let V(z) = Eynr(o,n) [||F(u) - Vfg(x)H?}, € >0 and {u*, ..., uM} be i.i.d.
samples of N'(0,1), where sample size M > Vé(f). Then 1t holds that

2
<e

v

MZF = V/o(x)

where E is the expectation over {ul,... uM}.
(i) Let M be a positive integer and {ul,... , uM} be ii.d. samples of N(0,1).

Then it holds that

1 M m+2
7Pl < Cy(flall™ + 1)+,
i=1
where E is also the expectation over {u',... uM}.

Proof. To prove (i), we see from (3.3) that Vf,(z) = Eyuno,n[F(u)]. Let
{ut,...;uM} be iid. and u* ~ N(0,I). Then
ity F)
M

2 2

M

- Vfg(l‘)

— V/fo(x))

M
LR | S|P ) - Vs () ||1 MZZEMNNOU[HF - V@]
=1

= AllEuNNoI [HF( ) — Vo ()| } = %V(x).
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The desired conclusion now follows immediately.
To prove (ii), by direct computation, we have

1 R B
i iy [ t2 m
B[P | €97 D Buewion [IF@)™?] =Eunon [I1F@)I™]
i=1 i=1
< Cy([l]™™ 2 + 1) < ([l ™ + 1)+,
where the first inequality follows from the convexity of | - [|™*2, and the second
inequality follows from Corollary 4.4. ]

4.2. A GS-based zeroth-order algorithm for problem (4.1). We now intro-
duce our first algorithm for solving (4.1), whose objective function is SPB and not
necessarily globally Lipschitz. The algorithm is presented in Algorithm 4.1 below.
Contrary to Algorithms 4.2 and 4.3 presented in later subsections (they will be intro-
duced in section 4.3 and cater to specific subclasses of problem (4.1)), Algorithm 4.1
is applicable to generic instances of problem (4.1). As explained in the discussions
preceding section 4.1, the key idea of GS-based zeroth-order optimization algorithms
is to approximate the gradient V f(x) by the random gradient estimator

M
1 i i
(46) o, M) = 7= S (fla + ou) - fla)ed
i=1
where u',...,uM are M independent copies of standard Gaussian random vectors.

From Theorem 3.3, we see that v(z, M) is an unbiased estimator of V f,(z).

Algorithm 4.1 GS-based zeroth-order algorithm for problem (4.1)

1: Input: Initial point 2° € D, {7} C (0,1], ¢ > 0 and €, > 0. Let m be defined as
in (3.1) corresponding to our f € SPB(RY).

2: for k=0,1,2,... do

3: Generate My iid. uf,... uf, ~ N(0,I), with®M, >V (2*)/€2, and form

M,
1
v =3 ;w’f +oul) = fa))ul.
4: Compute
2 = pp (k7 vk
[a* ] +1)

5: end for

Compared to the GS-based zeroth-order optimization algorithms developed under
global Lipschitz assumption on f or its gradient (e.g., [25]), a distinctive characteristic
of Algorithm 4.1 is the extra rescaling of the stepsize by the factor ||z*||™ + 1.

The following result establishes the convergence rate of Algorithm 4.1 in terms
of the complexity measure w? in (4.8). Note that {z*} can be unbounded in general.

SRecall that V (-) is defined in Lemma 4.5(i). In situations where V'(-) is not easy to obtain, one may
invoke (4.4) to obtain an upper bound of V(z*): V(zF) = E[||F(w)||?] — |E[F(w)]||? < E[|F(w)]?] <
Ha(l28 2™ + 1) (where F(u) := (f(* + ou) — f(z*))/0). Then any My > Ha(J2*|P™ + 1)/e2
satisfies the condition in line 3 of Algorithm 4.1.
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Therefore, the quantity w?, which is rescaled by |[|z*||™ + 1, may be interpreted as a
relative stationarity measure for the problem mingep f,(x).” In section 4.4, we will
discuss how explicit complexity bounds for (4, €)-stationarity can be obtained using
Theorem 4.6.

THEOREM 4.6 (Complexity bound for Algorithm 4.1). Consider problem (4.1),
where f € SPB(R?) with parameters Ry, Ry and m as in (3.1). Let Vf, be given in
(3.3) and A, B and C be given in (3.7). Suppose that there exists 0y € R such that
inf,cra f(x) > 0y and that 0 < 1, < (max{2A,28B,1})~! for all k. Then the sequence
{x*} generated by Algorithm J.1 satisfies that for any T > 0,

W,
(4.7) min_ o} < —m—,
0<k<T Zk:o Tk

where

d 8Ch - C
Wr = 8f(2%) + 8M(2°) - 0 — 800 + 12¢2 > 7 + % > Tt
m
k=0 k=0

(18)  wp g [l PRE"— Vfa<sck>>||2] |

¥ +1

M() is defined in Lemma 4.1, and Cy, is defined in Corollary 4.4.

Proof. For notational simplicity, write
(4.9) o = 7/ (||2¥]|™ + 1) € (0,1].
Then we can obtain from Lemma 4.2 that

fo(a™th) < fo(ah) = (Vo (ah), 2" — 2™

2

1 20 k+1 _ k|m
P aal [A+B||xk||m ¢ L 5 ” }
m

= fg(a:k)—ai@zkvk, ok —ah T (Y f, (aF) —oF, 2P —F )

k
2C||xk+1 _xlc”m
m + 2 ’

1
(4.10) +§||xk —xk+12{A+B||x’“||m+

k+1

Now, using the definition of x as a projection, we have from [5, Lemma 2.2]

and [5, Lemma 2.1] that
(4.11) azl|z® — Pp(zf —vF)||2 < ||l2% — 2812 < (apo®, 2 — 2P,
Combining the second inequality in (4.11) with (4.10), we obtain

FolaH1) = fooh) < =k = aH T2 (T f, (1) -, 0k =)
k

QCkaJrl _mka

1
4.12 Sk k12 B km
(112) b ol =k A B+

"Recall that z* is stationary for mingep fo(x) if and only if 2* = Pp(z* — Vo (z*)).
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To bound the right-hand side of (4.12), we will bound —(V f, (z%) — v¥, zF — zF+1)
and [|z*+1 — 2k||™+2. We first deduce that

[* = Vo (@)l - la* = 4
«
5 " = Vi (@) +

(Vi (zh) — ok aF — k1)

IN

(4.13) i [

IA

—||T
Ll

Next, observing that z* € D and Pp is nonexpansive, we have
la*+t — ¥+ = || Pp (2" — ayv®) — Pp(a®)[|™ 2 < a2 oF (.

Using the above bounds on ||z**! — 2k||™+2 and —(Vf, (z¥) — vk, 2k — 2FF1) (see
(4.13)), we can then deduce the following inequality from (4.12):

Fo(@*) = fo(a")

1
< —Ojkllwk — M2 %llvk = Vo (zM)|? + Ellwk — M
1
+ 5 lla* = A B2 ™) + o5k i [
(4.14) < =Silla® — 2 + D + BBy,
where
1 kjm Qk K Ey(2
(@19)  Se=g =5 Bl +A) . D= Pt - VLGOI
C
4.16 B, — m+2],.k||m+2 d E———
(116)  Bu=al P and = —
Now, upon rearranging terms in (4.14), we see that

(4.17) Sella® — a2 < fo(2) = fo (@) + Dy + BBy

Combining (4.17) with the first inequality in (4.11), we obtain that
(4.18) Srag||z* — Pp(a® —o")|* < fo(2") = fo(a®1) + Dy, + BBy

We next analyze the terms Sipajf and |z% — Pp(zF — )| in (4.18).
We start with Syaf. Recall that 0 < 7, < 1/max{2A4,2B}. Then we have from
the definitions of Sy in (4.15) and ay, in (4.9) that

1 Tk 1 1 af 3
- = —qy, < |z — — (B]]2"||" <ap < T
A1 -1 S g7 g Bl A e <o <

(4.19) 5

Skai
Next, for ||z¥ — Pp(x¥ — v*)||?, we consider the following relations:
lz* — Pp(a* =V fo(«*))|?
= ek = Pp(a* — Vo () — [o* — Pp(a* — o%)] + a* — Pp(a* — )|

< (IIPp(a* —v*) = Pp(a* = V£, ()] + [2* — Pp(a* —v*)]))”
(420) < 2(|la" = Pp(a" = o")|* + IV fo (") = o"]%),
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where the second inequality follows from the nonexpansiveness of Pp and the elementary
relation (a + b)? < 2a% + 2b? for any a, b € R.

Based on the estimates (4.19) and (4.20) as well as the inequality in (4.18), we
can deduce that

o (a)
fnx’“ — Pp(a® = Vf,(a")|]* < Skajlla® — Pp(a* — V [, (%))
(b)

< 2Spai (2% — Pp(a® — oF)|? + |V £, (2F) — v"|?)

(c)

< 2f, (a%) = 2f, (1) + 2Dy, 4 25,02 ||V £, (2F) — oF |2 + 28B4,

(d)

< 2fo(2") = 2fo (@) + 2Dy + 27|V £, () — o¥ || + 28By,
(4.21) < 2fo(2%) = 2f5 (") 4+ 37|V £ (%) — oF| + 288,
where (a) and (d) follow from the first and third inequalities in (4.19), respectively,
(b) follows from (4.20), (c) follows from (4.18), and the last inequality follows from

(4.15) and (4.19). We now take expectation on both sides of (4.21) with respect to
the random variable v* to obtain

0.25ag||z* — Pp(z* — Vf,(zF))||?
< 2fo(2%) = 2B i [fo (")) + 3Tk By [V £ (2*) — 0" |?] + 2BE, [Bi]

@) k k+1 2
(4.22) < 2f5(2%) = 2B [fo (2] + 37162 + 2BE, 1 [ By,
where we use Lemma 4.5(i) in (a), thanks to the choice of M}, in the algorithm.
To further upper bound the right hand side of (4.22), we notice upon invoking
the definition of By in (4.16), the definition of «y in (4.9) and Lemma 4.5(ii) that
(4.23) E,«[By] < 7720,
Combining (4.22) and (4.23), we obtain that
akllz® — Pp(a® =V fo(a*)|? < 8f5(2") = 8Ek[fo (a"H1)] + 1271} + 880,72,
which, upon taking expectations on both sides, yields that
E[ag||z” — Pp(a* — V fo(2*))||?]
< 8E [fg(xk)] —8E [fg(xk+1)] + 127,62 + 8BC, 7" 2.

Summing the above display on both sides from k£ = 0 to T and recalling the definitions
of w? in (4.8) and oy, in (4.9), we arrive at

T T T
(4.24) ZTkw,% < 8f,(2") — 8E [fg(xTJrl)] + 12¢2 Z Tr + 8B8Cy Z Tt
k=0 k=0 k=0

To obtain the desired conclusion, it remains to estimate the terms involving f,
on the right hand side of (4.24). To this end, notice that for all z € D, we have
from Lemma 4.1 that |f,(x) — f(z)| < M(x) - 0. In addition, inf f > 6, implies that
inf f, > 60y. Applying these two observations to upper bound the f,(2°) in (4.24) by
f(2%) + M(2°)o and lower bound the f,(z771) in (4.24) by 6, we obtain further that

T T T
Z mewi < 8f(x°) + 8M(2°)a — 86 + 12€2 Z T, + 86C) Z 2
k=0 k=0 k=0
which yields the desired result upon recalling the definition of 8 in (4.16). O
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4.3. Single-sample variants for special cases. Although Algorithm 4.1 can
be applied to generic instances of problem (4.1) with inf f > —oo and enjoys the com-
plexity bound in Theorem 4.6, the required number V (z¥)/e2 of function evaluations
is large when €, > 0 is small. A natural question is then whether one can develop an
algorithm with a smaller number of function evaluations. When f is globally Lipschitz
or has Lipschitz gradient, together with some additional assumptions such as the
convexity of f or D = R?, the answer is positive. In fact, under such assumptions, the
number of function evaluations at each iteration can be reduced to a constant, often
only one or two; see, e.g., [17,25]. In view of this, below we study two specific situations
where a certain variant of Algorithm 4.1 requires only two function evaluations and
yet retains a similar (iteration) complexity guarantee.

4.3.1. When f is convex. Here, we assume in addition that the objective
function f is convex, rendering problem (4.1) a convex optimization problem. The
specific algorithm for this case is presented in Algorithm 4.2, which in contrast to
Algorithm 4.1, generates only one Gaussian vector at each iteration. In other words,
M, =1 for all £ > 0. Algorithm 4.2 should also be compared with the one developed
in [25] for convex and globally Lipschitz objective functions f. Our algorithm differs
from theirs in that the stepsize is rescaled by ||z*||™ + 1 to account for the lack of
Lipschitzness, see [25, Eq. (50)].

Algorithm 4.2 GS-based zeroth-order algorithm for convex problem (4.1)

1: Input: Initial point 2° € D, {4} C (0,1] and ¢ > 0. Let m be defined as in (3.1)
corresponding to our f € SPB(RY).
2: for k=10,1,2,... do

3: Generate u” ~ N(0,1) and form v* = 1[f(z* + ou®) — f(zF)]ut.
4: Compute
k+l _ p k o
" = D<l‘ Tk'xk|m+1)'
5: end for

THEOREM 4.7 (Complexity bound for Algorithm 4.2). Consider problem (4.1),
where f € SPB(R?) with parameters R1, Rg and m as in (3.1). Assume additionally
that f is convex and there exists an optimal solution x* for (4.1). Then the sequence
{x*} generated by Algorithm J.2 satisfies that for any T > 0,

k * T
z¥) — f(x 1
Lnlg E|:f( k)m.f(l)] < = [||I()I*||2+Ha27§
odher | [k + 25T 2
where H,, is given in (4.5) and M(-) is defined in Lemma 4.1.
Proof. Since the projection operator is nonexpansive, we see that

[ — 2*)|? = [|Pp(a® — ayo®) —a*|* < [la* — 2" — ap®|?
k k||2
)

+ M(z") - o,

= [|lz* = 2*||* — 205 (0", 2" — 2*) + o} flv

where oy, = 71,/(]|z*|™ + 1). Taking the expectation on both sides of the above

inequality with respect to the random variable v*, we can obtain from (3.3) that
201 (V o (z¥), 2% — %)

(4.25) < lz* = 2|1 = Euranvo,n 2" = 212 + R a0, 10" 117]-
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Next, by Definition 1.1 and the convexity of f, f, is also convex. Then we have the
following subgradient inequality:

(4.26) fo(a®) = folz®) < (Vfola®), 2" —2*).
In addition, we have from Corollary 4.4 that
(427) o [WF12] < Halll2" 27 + 1) < Ha(J2*]™ + 1)2,

where H, is given in (4.5). Combining (4.25), (4.26) and (4.27) yields
(4.28)  20k[fo(a") = fo(2)] < a* — 2" |* = Eprnio,n e — 2" |P] + Hati.

We now lower bound the left-hand side of (4.28). To this end, we first note
from [25, Eq. (11)] that

(4.29) fo(2F) > f(aF).
Also, we have
(4.30) fo(@®) = fo(a®) = f(@") + f(2") < M(2") - 0 + f(z"),

where the inequality follows from Lemma 4.1. Using (4.29) and (4.30), we can lower
bound the left hand side of (4.28), which in turn yields

200, f (%) = f@")] < [la® — 2* P ~Epranio,nllla™ = 2| + 2M(2*)o - an + HaTi-

Taking the expectation on both sides of the above display and invoking the definition
of oy (and noting also that ay < 1), we deduce further that

k *
") — f(x
2”“E[f(||xk)nmi<1)} <E[[la% — 2" 7] — Ella**! — oY) + 2M (@) - 7 + Hat
which upon summing over k, completes the proof. 0

4.3.2. Unconstrained minimization. Here, we consider problem (4.1) with
D = R%. The specific algorithm is presented in Algorithm 4.3 below. Notice that the
update rule for z* differs from that of Algorithm 4.1 in two aspects. First, the v* is
chosen as in (4.6) with M = 1 and hence does not enjoy the bound in Lemma 4.5(i).
Second, since we do not have the bound in Lemma 4.5(i) for v* or the convexity for f,
the stepsize has to be rescaled by ||z*||>™ + 1 instead of ||z*||™ + 1. This rescaling also
makes our algorithm (for SPB functions) different than the one in [17, Algorithm 1],
which is designed for f being globally Lipschitz.

THEOREM 4.8 (Complexity bound for Algorithm 4.3). Consider (4.1), where
f € SPB(R?) with parameters Ry, Rg and m as in (3.1). Let V£, be given in (3.3)
and A, B, C be given in (3.7). Assume in addition that D = R? and there exists 0y € R
such that inf cpa f(x) > 0y. Then the sequence {x*} be generated by Algorithm 4.3
satisfies that for any T > 0,

V f, (a*)
[[* ]| + 1

2

min IEU
0<k<T

! Ha (A+B) &= 5, Cp-C o

<—— | f@) =0+ M(2°) o+ ST RINT 22 b sz
Z;{OT’C[ 2 kZ:O m+2kZ:O k

where H, is given in (4.5), Cy is defined in Corollary 4.4, and M(-) is defined in
Lemma 4.1.
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Algorithm 4.3 GS-based zeroth-order algorithm for unconstrained problem (4.1)

1: Input: Initial point 2° € R?, {73} C (0,1] and o > 0. Let m be defined as in
(3.1) corresponding to our f € SPB(R?).

2: for k=0,1,2,... do
3. Generate u* ~ N(0,1) and form v* = L[f(z* + ou¥) — f(a¥)]u”.
4: Compute
gttt =gk — 7 7Uk .
[z*]>™ + 1
5: end for

Proof. From Lemma 4.2, we know that for any k > 0,
fo (@) < fo(a®) = (V fo(a®), 2" — 2*H)
1 2C ||kt — k(™
4 7”1,19 _ xk+1”2 A+ Bl|$ka + H H
2 m+ 2

This implies that

ARV fo (@), 0%) < fo(a®) = fo(a®F1) +
where
(4.31) ay, = 7/ (|2"*™ + 1).

By taking the expectation on both sides of the above inequality, we can obtain from
(3.3) that

GV L @IS fo(@*) — Eurnion) [fo @]
| (At Bk m)a cay
2 m+ 2

We now upper bound the two terms (A + Bl|z*||™)aZE,x 0.1 [|0*]|?] and
&2”+2Euk~N(OJ) [[[v¥]|™*2] in (4.32). For the former term, we have

(‘A+8ka|‘m)ak ” kHQ Cam+2|| k||m+2
2 m+ 2

B oy [I10F %]+

(4.32) Rl

Eyrono,n [V

_ (2) e "
(A+ Blla" ™) aREwe a0, [10°17] < (A+ Blla®™)aiHa ("> +1)
< (A+ B+ Bla* P aiHa ("7 + 1)
Ha (A+B) - (l2" ™ + 1)%6} = Harit (A + B),

where (a) follows from Corollary 4.4 with #H, given in (4.5), and we used the definition
of ay, in (4.31) for the equality. As for the latter term (i.e., &$+2Euk~N(0,1) [[[v*]Im+2]),
we can deduce from Corollary 4.4 that

G B0,y [I0°I™ 2] < &Gk 1)

< ap G|l P 4 102 < Gyt
Combining (4.32) with the above two displays, one has
H V fo(2*)
|

2

(a) .
7 E < E [ax|Vfo(a")|]

|z 41

2
Harf(A+B) | C

C m—+2
9 mt2 Tk

<E[f,(z")] = E [fo ("] +
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where (a) follows from (4.31). Summing both sides of the above display from k = 0 to
T, we obtain further that

T

Vi (x
>t ||k
2T ] +1

T T
Cy-C

< 0 _ T+1 . m+2
7fcr(x) E[fcf(‘r )] - OT m+2]§)7—k

Finally, we observe that f,(z°) — E [f,(z7™!)] < f,(2%) — 6y < M(2") - 0 +
f(z%) — 0y, where we used Lemma 4.1 for the last inequality. The desired result now
follows immediately upon combining this last observation with the above display. O

4.4. Explicit complexity and (relaxed) (0, ¢)-stationarity. When D in
(4.1) is compact, we interpret the bound (4.7) in terms of an approximate optimality
condition of (4.1) based on Goldstein subdifferential, leveraging our consistency results
in section 3.2. Using [7, Proposition 2.4.4], the corollary of [7, Proposition 2.4.3], and
the definition of Goldstein d-subdifferential, one can readily show that if x* is locally
optimal for (4.1), then for any 6 > 0, we have

0 € dc f(a*) + Np(z*) C 0&f(z") + Np(a*).

In what follows, we outline how the bound on w? in (4.7) allows us to derive
the complexity for obtaining a (relaxed) (4, ¢)-stationary point & in the sense that
dist(0, 0% f(2) + Np(2)) < € when D in (4.1) is in addition compact.

To this end, consider (4.1) and suppose there exists 0 satisfying inf,cga f(2) > 6.
Since D is compact, according to Theorem 3.6(ii), for given § > 0 and € > 0, there
exists & > 0 such that

(4.33) Vs (z) € 0% f(x) + (¢/3)B Yz €D and Vo € (0,5].
Fix any such o (see also Remark 3.7). Then we see from Theorem 3.4(ii) that
(4.34) IVfo(2) =V oyl < Lillz —y||  Va,y €D,
where L1 = A+ BCT" + 2" C7*C with C1 = sup,¢p |||
Let {z*} and {v*} be generated by Algorithm 4.1 with o, ¢, > 0 and {7}
satisfying the assumptions in Theorem 4.6. Let
= Pp(2® — o) and y* = 2% — Pp(aF — Vf,(2")).
Then we have
||:ck - a?kH = Hl’k — Pp(zf — vk)H = ||yk + Pp(a* — Vf,(2")) — Pp(a* — vk)H
(435) < ]+ [ Pola = Vha(ab)) — Poa® — o) < ] + |9 5a(a) = o¥].

where the last inequality follows from the nonexpansiveness of Pp. In addition, we

can rewrite Z* as

it = Pp(z* + G(z")),

where G(zF) = =V fo (&%) + (2% — 2%) + [V [, (&%) — V fo (z*)] + [V f5 (z¥) — vF]. The
above display implies that G(z*) € Np(Z*). Therefore, one has

(4.36) (2% —3%) + [V (3") — VI (2] + [V fo(z¥) —0*] € V[,(3%) + Np(3F).
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From our choice of o (so that (4.33) holds) and (4.36), we have

dist(0, 0% f (&%) + Np ("))

< la* = &) + [V fo (@) = Vo ()] + [V fo (") = oF[| + ¢/3
(4.37) < (14 Ly)lla® — &%) + IV fo(a*) — v*| + €/3,

where the last inequality follows from (4.34). Combining (4.35) and (4.37) yields
. - k12 2
[dist(0,02.f(&") + Np ()" < [(1+ Lo)lly*[| + (2 + La) IV fo (") — v*[| + ¢/3]

()
< 31+ L)HW*)? + 32+ L1)?| VS (zF) — 0F||2 4 €2/3,

where (a) follows from the convexity of (-)2. Taking the expectation with respect to
the random variable v* on both sides of the above inequality, we can obtain

B, [dist(0, 0% f(#%) + Np())]”
< 3(L+ L)?||y"|1? + 32 + L1)*Epr [[|V for (2%) — 0F|?] + €2/3
< 3(L+ L1)?|[y"|I> +3(2 + L1)%e2 + €°/3,

where the second inequality follows from the choice of M in Algorithm 4.1 and
Lemma 4.5(i). Finally, taking the expectation over the trajectory {z°, ..., 2%} and
taking the min over k € {0,...,T} on both sides of the above display, we obtain that

min_E [dist(0, 0% f(z*) + ND(fk))]z

0<k<T
2 . k)2 22, 2
<3(L+ L1)® min E[lly""] + 32+ L1)%e + /3
(a) 3(1 + L1)2 0 0 801) -C d m+2
< ~T - 8/(2") +8M(2")o = 809 + =~ S oarrrler+1)
k=0 k=0
(4.38) +36(1+ L1)?2(C7 +1) +3(2+ L1)% + €2 /3,
where (a) follows from (4.7) and the definition Cy = sup,¢p ||z]|-
1
Now, suppose that for these T iterations, we set 7, = (TLH) " for some
0 < v < (max{2A4,2B,1})"™ 2. Then we deduce from (4.38) that
in E[di ) ~k N ~k\\12
i [dist(0, 0% f(&*) + Np(z"))]
31+ Ly)? 8Cy - C
< — ( ) T [Sf(xo) + 8M (2% — 860y + b 'y} (C"+1)
WW(T"_ 1) mt2 m+ 2
(4.39) + [36(1+ L1)*(C7" + 1) + 3(2+ L1)*] € + €2/3.

Consequently, to obtain an #* with ming<,<7 E [dist(0, 9% f(Z*) + Np(2*))] < e, it
suffices to choose o as described above, and then choose €, in Algorithm 4.1 such that

€ <€/ \/3136(1+ L0)2(CF +1) +3(2+ L1)?,

and finally choose T' such that the first term in (4.39) is below €2/3.
Acknowledgements. The authors would like to thank Wenqing Ouyang for
discussions on the tail bound and tempered distribution used in section 3.
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