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Feature Map Convergence Evaluation for Functional Module

Ludan Zhang!?2, Chaoyi Chen!, Lei He'™, Kegiang Li'

Abstract— Autonomous driving perception models are typ-
ically composed of multiple functional modules that interact
through complex relationships to accomplish environment un-
derstanding. However, perception models are predominantly
optimized as a black box through end-to-end training, lacking
independent evaluation of functional modules, which poses
difficulties for interpretability and optimization. Pioneering in
the issue, we propose an evaluation method based on feature
map analysis to gauge the convergence of model, thereby
assessing functional modules’ training maturity. We construct
a quantitative metric named as the Feature Map Conver-
gence Score (FMCS) and develop Feature Map Convergence
Evaluation Network (FMCE-Net) to measure and predict the
convergence degree of models respectively. FMCE-Net achieves
remarkable predictive accuracy for FMCS across multiple
image classification experiments, validating the efficacy and
robustness of the introduced approach. To the best of our
knowledge, this is the first independent evaluation method for
functional modules, offering a new paradigm for the training
assessment towards perception models.

I. INTRODUCTION

Deep Neural Networks (DNNs) are widely applied in the
field of autonomous driving perception, significantly enhanc-
ing the vehicle’s understanding and response capabilities to
its surrounding environment. The internal architecture of
perceptual DNN models is composed of multiple functional
modules, such as feature extraction, feature perspective trans-
formation, or feature fusion, and they work in concert to
achieve comprehensive environmental understanding. Cur-
rently, the optimization and evaluation of DNN models are
largely executed in an end-to-end fashion, treating the entire
model as a singular black box.

The absence of an independent assessment mechanism for
intermediate modules further impedes the ability to conduct
targeted optimization, which hampers the enhancement of
the overall training efficiency of the algorithm. Furthermore,
the inherent black-box characteristic of DNNs poses a chal-
lenge to interpretability. The opacity surrounding the specific
information learned by the neural networks and the decision-
making processes they employ makes it challenging to instill
trust in these models. This is particularly problematic in the
field of autonomous driving, where the need for prudent
decision-making is paramount [1], [2].
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Recent studies have addressed challenges in training inter-
mediate neural network modules by incorporating auxiliary
information. BEVFormer v2 [3] introduces camera-derived
supervisory signals to counteract the interference from the at-
tention module for backbone. Meanwhile, CLIP-BEVFormer
[4] integrates authentic Bird’s Eye View modules with real
query interaction, enhancing BEV feature generation and
model learning. Modular networks are based on the principle
of decomposing complex neural networks into a series of
independent modules, each specialized for processing dis-
tinct tasks or features. viates the problem of catastrophic
forgetting, thereby boosting the network’s flexibility and
scalability. Inspired by this concept, several practical systems
have emerged, including Neural Modular Networks [5],
Capsule Neural Networks [6], and PathNet [7], which have
achieved groundbreaking advancements in various domains
such as image classification, speech recognition, autonomous
driving, and facial recognition.

To address the challenge of independently evaluating in-
termediate modules within end-to-end Deep Neural Network
(DNN) models, we adopt the philosophy of modularization
to decompose complex DNN models into a series of func-
tional modules based on their specific tasks or purposes.
The assessment of functional modules is primarily focused
on their training maturity, which pertains to the module’s
effectiveness in extracting output information from upstream
modules and providing high-quality input signals to down-
stream modules. Our method for evaluating the training
maturity of the module is by assessing the quality of the
generated feature maps since the connection between func-
tional modules is forged by the feature maps. Loss is a pivotal
metric reflecting a model’s prediction accuracy, meanwhile
indicative of its training maturity. In image classification,
the close connection between the feature extraction module
and the classification head renders the assessment of training
maturity highly reliable.

Therefore, our objective is to establish a method for
evaluating the convergence of output feature maps from the
backbone in image classification tasks, as shown in Figl[l]
Specifically, we first introduce a Convergence Quantification
Indicator (CQI), which measures the subtle variations of
the Loss Curve. The model is deemed to have converged
when the CQI falls below a predetermined threshold tco;.
Subsequently, we propose a quantification framework to
assess the convergence degree of feature maps delivered
from the backbone, named as Feature Map Convergence
Score (FMCS). Finally, we generate feature maps from K
convergence phases on the entire training dataset to con-
struct a feature maps dataset for training the Feature Map
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Fig. 1: Feature Map Convergence Evaluation Framework. This framework is designed to generate a standardized Feature Map
Convergence Score (FMCS) for the output feature maps of functional modules, such as the backbone, based on the analysis of the Loss
Sequence from the task head. The Feature Map Evaluation Network (FMCE-Net) is trained on the Feature Map Convergence Score
Dataset, serving as a tool to assess the maturity of the training of functional modules.

Convergence Evaluation Network (FMCE-Net). Extensive
experiments are conducted to validate the high accuracy of
our evaluation method and visualizations are provided to
demonstrate its effectiveness.

Our contributions can be summarized as follows:

« We propose the first independent evaluation method
for the training maturity of functional modules within
DNNS, in autonomous driving.

« We introduce a quantitative criteria for assessing the
convergence of models, which traditionally relies on
empirical judgment, realized through CQI and FMCS.

« Extensive experiments are developed on image classi-
fication tasks, which substantiate the effectiveness and
robustness of our method.

II. RELATED WORKS

A. Statistical Evaluation Method for Feature Maps

Analyzing feature maps iteratively is a common strategy
for comprehensive information extraction and differentiation
among feature maps. A Convolution Neural Network (CNN)
cache structure was proposed for image classification by cal-
culating cosine similarity between cached feature maps and
new inputs [8]. Further insights into CNNs were provided by
statistical analyses of feature map disparities across layers
and in relation to original images [9], shedding light on
the inner workings of CNNs. The Area Under the Curve-
Receiver Operating Characteristic (AUC-ROC) value was
utilized to measure feature map quality, with a random forest
regressor for estimation, enhancing the integration of feature
maps in human gaze prediction [10]. A method based on

information entropy was introduced for quantitatively as-
sessing feature extraction [11]. Theoretically robust algebraic
topological tools were meticulously applied for an enhanced
quantitative evaluation of individual units within CNNs [12].

B. Visualization Method for Feature Maps

Feature map heatmaps are widely used for analyzing tasks
in perception and image analysis, providing insights into
the model representation by highlighting key regions within
feature maps [13]-[15]. An Explainable AI (XAI) framework
was established to evaluate intermediate layer outputs in lane
detection using Gradient-weighted Class Activation Mapping
(Grad-CAM) and saliency maps [16]. The research also as-
sessed the impact of auxiliary tasks on network performance
through visualization methods like saliency maps. Shap-
ley Value-based Class Activation Mapping (Shap-CAM), a
novel visualization method, calculates pixel importance using
class activation mapping and Shapley values [17]. The self-
supervised explainable network (SSINet), was introduced to
interpret agent behavior by identifying attention patterns and
significant features, as well as analyzing failure scenarios,
to produce personalized attention masks for feature map
pixels [18]. Shapley Explanation Networks were designed
as a modular component to provide pixel-level Shapley
representations for DNN feature maps [19].

C. Auxiliary Losses in End-to-End Models

Some researches incorporate auxiliary loss functions
within intermediate modules of end-to-end models, providing
assistance for independent evaluation and optimization. The
concept of end-to-end autonomous driving, leveraging deep



neural networks with multiple auxiliary tasks, was explored
in a study from [20]. In the realm of monocular 3D object
detection, a method was proposed in [21] that enhances
detection capabilities by training the network with object-
centric auxiliary depth supervision. A novel approach was
presented [22] with the introduction of GCoNet+, a model
designed for co-salient object detection. This model incorpo-
rates a recurrent auxiliary classification module, a confidence
enhancement module, and employs group-based symmetric
triplet loss, all of which contribute to heightened accuracy
in detection tasks.

IIT. PROBLEM FORMULATION

Our core task is to define a quantitative metric for evaluat-
ing the convergence of feature maps, known as the Feature
Map Convergence Score (FMCS). Subsequently, we design
a neural network called Feature Map Convergence Evalu-
ation Net (FMCE-Net) to predict the FMCS.

Let X be an image dataset comprising a training subset
Xirain and a test subset Xiei. Each image x,, € X is paired with
a corresponding class label y,. We employ a DNN model
D to classify these images, mapping each input image to its
predicted class label. The model’s prediction for an image x,,
is expressed as , = D(x,), where §, represents the estimated
class label.

The model D can be considered as a multi-layer composite
function and we only focus on the part that generates the
Feature Map before the average pooling and linear layer, so
D can be divided into

D(x,) = F(C(xy)),

where F represents Global Average Pooling (GAP) and
Fully Connected (FC) layers, and C(x;,) is the backbone that
generates the feature map.

Without considering over-fitting cases, as the number of
training epochs increases, the convergence of the model
improves. By analyzing the loss curve, the training process
is divided into K convergence phases, labeled from 1 to K.
We identify K epoch markers Ey, ..., Ex within each conver-
gence phase and extract the corresponding feature maps Cg,
generated at epoch marker. The Feature Map Convergence
Score (FMCS) is then associated with the convergence phase
label, and the FMCS of C, is assigned the value k, as

FMCS(Cg, (x,)) = k.

Given feature maps as input, we train the FMCE-Net,
denoted as E, to achieve an accurate prediction of FMCS.
The process can be represented as follows:

E(Cg, (xn))
IV. METHOD

In this paper, the feature map convergence evaluation
method for functional modules is validated on image classifi-
cation tasks, since the clear modular structure and short train-
ing pipeline ensure a credible evaluation of training maturity.
We define the Convergence Quantification Indicator (CQI)

FMCSpredicled -

and the Feature Map Convergence Score (FMCS) to measure
the convergence of entire model and feature maps from the
backbone, respectively. Finally, we construct a dataset that
incorporates these feature maps to train the Feature Map
Convergence Evaluation Net (FMCE-Net).

A. Original Task

Image classification models generally consist of three key
components: (1) Feature Map Extraction (backbone): This
involves the use of convolutional layers to extract local
features from images. (2) Feature Map Integration(GAP
+ FC layers): The information from the feature maps is
consolidated, which also helps in reducing the feature rep-
resentation’s dimensionality. (3) Classification Head (FC +
Softmax layers): The high-level features are then mapped
onto the classification labels by FC layers. Softmax function
calculates the output probabilities for each class.

We first conduct an image classification on dataset X,
termed the Original Task, to distinguish it from subsequent
feature map evaluation model. The maximum number of
training epochs is set to M, for each training epoch m, we
record the classification Loss as L,, and save the correspond-
ing weights as W,,,, comprising the Loss Sequence {L,,} and
the Weight Sequence {W,,} respectively. The Loss Curve
graphically depicts the progression of the Loss Sequence
over the course of a model’s training, as shown in Fig 3
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Fig. 2: CQI and FMCS Generation Flowchart. The CQI serves
as a quantitative measure to assess the fluctuation extent of the
Loss Sequence. Throughout the training process, K epoch markers
are identified that represent the convergence phases that are
evenly divided, with FMCS 1, ..., K for feature maps
corresponding to Eq, ..., Eg.

Sequence {AL,,

CQI = ALY < p->Epoch of
Convergence Degree K : E¢

B. Convergence Quantification Indicator (CQI) and Conver-
gence Criteria Ucgy

The Loss Sequence and Loss Curve are indispensable
for gauging the convergence of a training model. It is
widely accepted that when the Loss Curve exhibits minimal
fluctuations and approaches a horizontal line, it indicates
that the model has converged. However, the absence of
an exact quantitative measure to confirm this convergence
necessitates the creation of a metric that assesses the degree
of flatness in the Loss Curve. Upon reviewing Figure [3(c),
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Fig. 3: In-Depth Visualization of Training Loss Curves and Epoch Markers. This figure shows the analysis of
Convergence Metrics during ResNet-50 Training on the Mini-ImageNet Dataset over 150 Epochs. (a) presents the original
and smoothed Loss Curve observed in a detailed view of the fluctuations around local region of convergence. (b) illustrates
the trend of CQI around convergence threshold. (c) demonstrates a schematic representation epoch markers to signify
convergence phases. (d) shows the uniform division of 10 convergence phases on logarithmically smoothed Loss Curve.

one might conclude that the model has potentially converged
after 80 epochs due to the nearly linear appearance of the
Loss Curve. However, a closer look at Figure [3(a) reveals
that minor fluctuations are still present. True convergence
is only declared when these fluctuations are below a defined
threshold, and we will define the Convergence Quantification
Indicator (CQI) and CQI convergence threshold pico; as
following.

Initially, we apply a smoothing filter to the raw_Loss
Sequence L= {L,}!_|, yielding the smoothed Loss L, for
epoch m, to mitigate random fluctuations and better discern
the trend. This smoothed sequence is computed using the
weighted average:

Ly=0 Ly, 1+(l—a)-Ly

Here, 0 < oo < 1, commonly set to 0.85, is the smoothing
parameter. Fig[3(a) (c) provides a comparative illustration of
the Loss Curve before and after smoothing.

Subsequently, we calculate the first-order difference of the
smoothed sequence, indicating the change in Loss between
successive epochs:

ALy =Ly — L1

To evaluate the stability of these changes, we consider
the absolute differences and apply a moving average over a
window of B epochs to derive a measure of variation:

~ 18 -
ALy = 5 Y ALy
b=1

For m < B, B is replaced by m. This average variation AL%S
serves as our Convergence Quantification Indicator (CQI),
quantifying the fluctuation extent of the Loss Sequence.
Fig[3(b) delineates the progressive changes in CQI.

Finally, we define a CQI convergence threshold co;,
which determines sufficiently small fluctuation. If the moving
average of absolute differences ALS® is less than or equal
to u, we consider the Loss Sequence to have converged,
denoted by:

COl, = ALY < pco;

Through this process, we can quantitatively evaluate
whether a model has converged, that is, whether the Loss
values have reached a sufficiently stable level, by calculat-
ing CQI. The process is diagrammatically represented as a
flowchart in the left half of Fig[2]

C. Feature Map Convergence Score (FMCS)

After establishing a quantitative criterion for convergence,
we can accurately determine at which epoch the model
converges, allowing us to evenly divide the convergence
phases. Assuming that the entire training phase is divided
into K convergence phases, labeled as 1, ..., K, the Kth
phase represents the final convergence phase. We define a
Feature Map Convergence Score (FMCS) that aligns with
the labels of the convergence phases, meaning the FMCS
takes on values from 1 to K, with K representing the highest
degree of convergence. Below, we will describe the method
for evenly dividing the convergence stages and the approach
to obtaining the corresponding feature maps for K FMCS
values.



TABLE I: Epoch Markers of 10 Convergence Phases. This table shows training information on different dataset and backbone
combinations, including epoches, convergence thresholds, and accuracy level achieved on test sets. Epoch markers of 10 convergence

phases are extracted as the basis for generating FMCS-Dataset.

Original Task

Dataset Classes Model Epochs  uco; Phases of Convergence Top-1 Acc
MNIST 10 ResNet-50 100 le-4 [7, 13, 20, 29, 40, 50, 60, 65, 70, 74] 0.9926
ShuffleNet V2 100 le-4 [7, 12, 18, 25, 33, 43, 54, 65, 71, 76] 0.9927
CIFAR-10 10 ResNet-50 150 le-4 [11, 19, 29, 42, 59, 80, 93, 98, 104, 109] 0.9158
ShuffleNet V2 150 le-4  [11, 20, 30, 45, 65, 83, 95, 101, 107, 113] 0.8734
Mini- 100 ResNet-50 150 le-3 [10, 18, 26, 36, 48, 61, 76, 94, 114, 145] 0.7860
Imagenet ShuffleNet V2 250 le-3 [9, 15, 23, 35, 50, 70, 94, 124, 161, 215] 0.7133

Firstly, we normalize the scale of smoothed Loss values by
applying a logarithmic-linear transformation to the Smoothed
Loss Sequence:

Zﬁ:g = log (Zm)

where L, is the smoothed Loss at epoch m. During the
training process, the Loss values typically decrease in an
exponential manner. Therefore, calculating the logarithm of
the Loss Sequence can linearize the exponential function,
which aids in our understanding of the convergence process
and enables uniform segmentation.

Secondly, To delineate K convergence phases, it is required
to select the Loss values corresponding to K epochs as the
markers for these phases. Initially, the convergence epoch
is determined by setting the first epoch where CQI falls
below the convergence threshold pcg; as Ek, as shown in
Fig[3[b). The epoch corresponding to the maximum value
in the sequence {L,,} is denoted as Ey (typically the first
epoch), and it serves as the baseline for calculating the Loss
difference with the convergence epoch Ej, given by

G(L") = |y — L |

Thirdly, the decrease for each convergence phase
AG@I”g ), is determined by dividing the total change by K:
AG(L'%8) = G(L'¢) /K. The set of epochs {E}X |, as the
epoch markers, demarcate the K evenly spaced convergence
phases. For each epoch m (m = 1,2,...,M), we find the
epoch E; where the cumulative value change |Zg'kg —Z%oog|
equals approximately k x AG(Z’”g) by summing changes
in the Loss Sequence until the condition is satisfied. A
visualization example is provided in Figc) and (d)

Fourthly, We assign a convergence score k to the
feature maps C(x,) generated at epoch Ej, denoted as
FMCS(Cg, (x,)) = k. This score quantifies the degree of
convergence for the feature maps at that epoch.

Through the above process, we divide the training process
into K convergence phases based on the Loss Sequence, and
identify the epoch markers {E;}X_,, that represent these K
convergence phases. Additionally, we define FMCS 1 to K
for feature maps at epoch markers E; to Ex. The process is
diagrammatically represented as a flowchart in the right half

of Fig[2]
D. Feature Map Convergence Score Datasets

We will generate the Feature Map Convergence Score
Datasets (FMCS-Dataset) from the image classification

task, also denoted as the Original Task. This process involves
leveraging the weights Wg, of these epoch {E;}X |, for
inferencing on the training dataset X, of the Original
Task to obtain feature maps of K convergence phases. For
each input sample x, in Xg,in, the corresponding feature
maps Cg, (x,) are generated and subsequently saved. The
Feature Map Convergence Score (FMCS) associated with
each feature map is used as the label. Assuming there
are N samples in Xy,in, this post-inference step results in
K x N samples. Collectively, these samples constitute the
FMCS-Dataset, which is then utilized to train the model for
evaluating the convergence degree of feature maps.

E. Feature Map Convergence Evaluation Network

Considering our input feature maps annotated with FMCS
labels, for effectively evaluation of convergence, a natural
approach is to leverage Convolutional Neural Networks
(CNNs) for predictive classification. CNN is renowned for
their capacity to autonomously learn and extract complex
hierarchical features from raw data inputs, especially in
image tasks. CNNs are inherently modular, allowing them to
be readily integrated into existing machine learning pipelines.
For embedding into the original model without compromis-
ing training efficiency, the network should be designed as a
simple architecture.

To this end, the architecture of Feature Map Convergence
Evaluation Network (FMCE-Net) is tailored to the dimen-
sions of the feature map tensor and typically comprises 2-3
convolutional layers, each succeeded by a MaxPooling layer
and a ReLU activation function. Following convolutional lay-
ers, the network incorporates FC layers that further process
these feature information to culminate in the generation of
the FMCS score prediction vector.

V. EXPERIMENT

To evaluate the performance of FMCE-Net, we conduct
experiments across a range of image classification tasks.
Training on Original Task allow us to obtain the indicators
for judging convergence and the K epoch markers’ feature
maps, which will then be used to create the FMCS-Dataset.
Subsequently, FMCE-Net will be trained on multiple FMCS-
Datasets to verify the effectiveness and robustness of the
method. Our entire experiment are structured into three
processes, followed by an in-depth analysis subsection.
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Fig. 4: Grad-CAM Heatmaps Across 10 Convergence phases of MNIST. Visualizations of feature maps, derived from ResNet-50
(R) and ShuffleNet v2 (S) backbones, same for the two images below. As the FMCS values escalate, the regions of high contribution
increasingly localize, indicative of improved feature extraction efficiency.

TABLE II: FMCS Prediction Result

FMCS Dataset Accuracy Precise Recall F1-Score
MNIST-R 0.9994 0.9994  0.9994 0.9994
MNIST-S 0.9942 0.9943  0.9942 0.9942
CIFAR-R 0.9409 0.9418  0.9409 0.9404
CIFAR-S 0.9200 0.9276  0.9200 0.9201

Imagenet-R 0.9989 0.9989  0.9989 0.9989
Imagenet-S 0.9987 0.9987  0.9987 0.9987
Averange 0.9754 0.9768  0.9754 0.9753
Standard deviation 0.0354 0.0354  0.0354 0.0353

A. Original Task (Image Classfication) Training

We conduct training on three distinct datasets for image
classification tasks: MNIST, CIFAR-10, Mini-Imagenet. And
utilizing two commonly employed backbone architectures:
ResNet-50 and ShuffleNet v2, as backbone for feature ex-
traction. Throughout the training process, we record the Loss
values and saved the weights at each epoch.

To ensure a consistent experimental setup as much as pos-
sible, images of each datasets are resized to a uniform shape
of 224 x 224 pixels. In particular, since the MNIST dataset
consists of grayscale images, we replicated the pixel values
across three channels to match the input dimensions of RGB
images. Then normalized the image pixel values and applied
data augmentation techniques to enhance the robustness of
our models. All models employed the cross-entropy function
as the loss function to evaluate the discrepancy between the
predicted and true categories. For each experiment, we set
the batch size to 256 and initialized the learning rate at 0.001.
The optimization was performed using the Adam optimizer,
which employs a cosine annealing strategy for learning rate
decay. The number of training epochs required to reach
convergence varied across different dataset-backbone com-
binations, and the specific details are presented in TABLE
All training and inference experiments were carried out on

a single NVIDIA A100 40G GPU.

B. Feature Map Convergence Score Dataset Generation

After obtaining the Loss Sequence {L,} and weight {W,,}
for each dataset-backbone combination, we set the Con-
vergence Quantitative Indicator threshold values to pcor =
le —3 and pcg; = le —4 for datasets with 100 classes and
10 classes, respectively. With the number of convergence
phases set to K = 10, we identified the 10 epoch markers
{E;}}°, for FMCS 1-10, in the steps detailed in METHOD
and We then loaded the weights from these ten
epochs {Wg, },iozl for concentrated inference on the training
set, yielding the feature maps corresponding to each of the 10
convergence phases. This process culminated in the creation
of a dataset designed to evaluate the convergence degree of
feature maps. The resulting feature maps had dimensions of
2048 x 7 x 7 for ResNet-50 and 1048 x 7 x 7 for ShuffleNet
v2. For the MNIST, CIFAR-10, and Mini-Imagenet datasets,
the number of images in the training sets are denoted as
Ny = 60000, N¢c = 50000, and N; = 48000, respectively.
When generating feature maps corresponding to 10 distinct
convergence phases, the resulting datasets consist of 10 X N;
feature maps for each dataset, where i corresponds to the
dataset indicator (M for MNIST, C for CIFAR-10, I for
Mini-Imagenet). TABLE [[| presents the specific details of
generating the FMCS Dataset by applying two different
combinations of backbones on three datasets.

C. Feature Map Convergence Evaluation Networks

The FMCE-Net is CNN architecture and the layer depth
correlates with the dimensions of the feature maps produced
by the backbone. For instance, when utilizing the ShuffleNet
backbone, which generates feature maps of size 1024 x 7 x 7,
the FMCE-Net consists of two successive 3x3 convolutional
layers, each are followed by MaxPooling and ReL.U layers, in



FMCS: 1 FMCS: 2 FMCS: 3 FMCS: 4

Original

FMCS: 5

FMCS: 6 FMCS: 7 FMCS: 8 FMCS: 9 FMCS:10

Fig. 5: Grad-CAM Heatmaps Across 10 Convergence phases of CIFAR-10. Evidently, ResNet-50 does not exhibit a concentrated
focus, and ShuffleNet erroneously focuses on the background when extracting features from images labeled with ’dog’. These lead to a

relatively lower FMCS predictive accuracy.

order to halving the spatial dimensions and the output chan-

nels. This results in a tensor of size 256 x 1 x 1, that is then
passed to FC layer for feature integration. These processes
conclude with the generation of a 10-dimensional vector
representing the predictive probabilities for ten different
Feature Map Convergence Scores (FMCS). In contrast, when
employing the ResNet50 backbone that generates feature
maps of size 2048 x 7 x 7, an additional convolutional layer
is integrated into the FMCE-Net, which serves to reduce
the channel dimensions equal with ShuffleNet’s input. Each
FMCS-Dataset is meticulously divided into training and
testing subsets, maintaining a ratio of 3:1, Furthermore, the
distribution ensures that each label has an identical number
of feature maps both in the training and testing set.

The predictive accuracy of FMCE-Net for FMCS is
evaluated using metrics borrowed from image classification
tasks. Specifically, the assessment is conducted through four
key metrics: accuracy, precision, recall, and the Fl-score.
These metrics provide a comprehensive evaluation of the
performance capabilities of FMCE-Net.

D. Experiment Results

In this subsection, we will assess the effectiveness and
practicality of our evaluation method from two perspectives:
the effect of FMCS on the evaluation of functional module
maturity and the predictive metrics of FMCE-Net for FMCS.

To assess the effectiveness of FMCS, we employ the
Grad-CAM method for visualizing feature maps across 10
convergence phases. Grad-CAM operates by analyzing the
gradients of the last convolutional layer to identify the
most crucial regions within the input image for predicting
a specific class.

In the heatmap of Class Activation Mapping (CAM), the
shade of the color is generally proportional to the extent
of the area’s influence on the model’s predictive outcome.

And the color red typically signifies a positive contribution
from that area to the model, meanwhile, the color blue
represents that the features in those areas are unfavorable
for the model’s prediction of the current category. As can be
observed from Figl] Fig[5] Figld the focus of the feature
maps gradually shifts as the convergence degree increasing.
In areas where the FMCS is low, the red regions tend to
be larger and less pronounced, often concentrating along the
edges of the target object. This suggests that the focus of
the backbone has yet to hone in on the critical pixels. As the
FMCS increases, the red regions become more concentrated
on the key features of the target object, and the coloration
becomes more vivid. This indicates an enhancement in the
model’s feature extraction capabilities. Visualizations con-
firm that FMCS, the quantitative indicator of convergence
degree we proposed, can effectively evaluate the maturity of
functional modules.

The predictive outcomes of the FMCE-Net on the FMCS-
Datasets generated from six distinct dataset-backbone combi-
nations are delineated in TABLE [l An exhilarating finding
is that the FMCE-Net has secured impressive performance
metrics, with the average accuracy, precision, recall, and
F1 score all exceeding 97.5% across the board. Notably,
on the MNIST and Mini-ImageNet datasets, the predictive
metrics of FMCE-Net are soared beyond the 99% mark.
Additionally, these metrics achieve a high predictive level
with low variances around 3.5%, which demonstrates the
effectiveness and robustness our evaluation method. The
consistent high performance across different FMCS-datasets
confirms excellent generalization capabilities in assessing
feature map convergence within deep neural networks.

We note that the FMCS prediction accuracy on the CIFAR-
10 dataset is significantly lower compared to the other two
datasets. By analyzing the heatmaps generated by Grad-
CAM, it seems that backbones’ focus are not directed
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Fig. 6: Grad-CAM Heatmaps Across 10 Convergence phases of Mini-Imagenet. The FMCS predictions under this dataset reach an
average high level, demonstrating the efficiency of our methods on more complex classification tasks.

towards the critical features in some images. Specifically,
in the first three rows of Fig [5] ResNet-50’s attention is not
concentrated on the key features. And depicted in the sixth
row of Figure [5] which presents an image annotated with
’dog’, ShuffleNet v2’s focus is drawn to the background
rather than the subject. This indicates that neither of the
two backbone networks effectively leveraged their feature
extraction capabilities on this dataset, leading to a confusion
in the representation of feature maps across different conver-
gence phases and consequently, a decrease in the predictive
accuracy of FMCE-Net.

VI. CONCLUSIONS

Existing evaluation methods for perceptual DNN models
are end-to-end, lacking independent assessment of internal
functional modules. This deficiency makes it challenging to
interpret the models and optimize the functional modules
accordingly. In this work, we are dedicated to conduct an
evaluation for the training maturity of functional modules,
proposing an evaluation method for assessing the conver-
gence of output feature maps. We introduce Convergence
Quantitative Indicator (CQI) and Convergence threshold
Ucor, providing a more objective and precise assessment of
model convergence. Then we develop a evaluation metric
Feature Map Convergence Score (FMCS), served as a stan-
dardized measure for quantifying the convergence phase of
feature maps. Multiple FMCS-Datasets are generated to sup-
port the training of FMCE-Net, which designed to evaluate
feature extraction module (backbone) in image classification
tasks. Our evaluation method is verified to be effective
and robust in assessing the convergence of feature maps
during experiments, providing the deep learning field with
a novel quantitative tool to measure and analyze the training
efficiency and effectiveness of key components within DNN
models. Future work will involve developing independent

evaluation schemes for serially connected functional modules
in more complex models, such as BEVFormer.
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