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Abstract

This paper presents a novel method for parsing and vectorizing semi-structured
data to enhance the functionality of Retrieval-Augmented Generation (RAG) within
Large Language Models (LLMs). We developed a comprehensive pipeline for
converting various data formats into .docx, enabling efficient parsing and structured
data extraction. The core of our methodology involves the construction of a vector
database using Pinecone, which integrates seamlessly with LLMs to provide accurate,
context-specific responses, particularly in environmental management and wastewater
treatment operations. Through rigorous testing with both English and Chinese texts in
diverse document formats, our results demonstrate a marked improvement in the
precision and reliability of LLMs outputs. The RAG-enhanced models displayed
enhanced ability to generate contextually rich and technically accurate responses,
underscoring the potential of vector knowledge bases in significantly boosting the
performance of LLMs in specialized domains. This research not only illustrates the
effectiveness of our method but also highlights its potential to revolutionize data
processing and analysis in environmental sciences, setting a precedent for future
advancements in  Al-driven applications. Our code is available at
https://github.com/linancn/TianGong-Al-Unstructure.git.
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1 Introduction

Large Language Models (LLMs) present substantial benefits in various

specialized fields, particularly due to their proficiency in processing and deriving
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insights from extensive volumes of unstructured text. These models excel in
converting intricate, unstructured data into organized formats, which is crucial for
tasks such as predicting reaction conditions in scientific studies or isolating pertinent
legal clauses from extensive documents. This capability is invaluable, especially for
augmenting experimental databases and melding computational and experimental data,
with notable applications in environmental science(Rillig et al., 2023). In the medical
sector, LLMs have shown remarkable efficacy in named entity recognition (NER)
tasks, facilitating the extraction and categorization of biomedical information from
expansive data sets(Lee et al., 2020). This has significantly contributed to both
research and clinical practice. Similarly, in the legal realm, LLMs have proven
effective in analyzing complex legal documents, pinpointing crucial legal terms, and
enhancing contract analysis(L. Yue et al., 2024). These applications underscore the
transformative impact of LLMs in processing large and complex datasets into
actionable insights, thus optimizing operations in specialized domains such as
healthcare and law.

However, the integration of LLMs in specialized domains still faces
challenges(Peng et al., 2023.). A notable issue is the generation of 'hallucinations' (L.
Yang et al., 2024),which means the creation of factually incorrect, yet seemingly
plausible information. This problem is compounded when addressing highly
specialized or nuanced queries within professional contexts. This limitation
predominantly originates from the generalized nature of the datasets used to train
these models, which often lack the depth and specificity required for particular legal
and medical scenarios(S. Pan et al., 2024). Consequently, this underscores the critical
need for a strategic integration of LLMs with domain-specific expertise. Such a fusion,
complemented by continuous evaluation and refinement, is essential to ensure the
accuracy and relevance of the models' outputs, especially in fields where precision is
paramount.

In the realm of ecological environmental management, the Retrieval-Augmented
Generation (RAG) approach is highly relevant for LLMs applications. RAG integrates

the capabilities of LLMs with external databases, enabling access to and incorporation



of essential data during generation. This enhances the model's ability to provide
accurate, context-specific information, crucial in environmental management's
complex domain. However, implementing RAG faces significant challenges, notably
in developing a vector-based knowledge base essential for accurate data retrieval. The
complexity of creating this base from vast, unstructured environmental data is
compounded by a lack of efficient structuring methods. Addressing these data
processing challenges is imperative to fully utilize RAG's potential, thereby
improving LLMs' effectiveness in ecological environmental governance.

In this study, we present an efficient method for processing documents in the
“.docx’ format and constructing a vector database, leveraging an unstructured
open-source toolkit, the function calling capacity of OpenAl and the vector database
platform of Pinecone. This paper details the method and their application in
processing professional books for wastewater treatment plant operation and
constructing a vector database for use with Retrieval-Augmented Generation (RAG),
aiming to improve the expertise of large language models in the domain of

wastewater treatment plant operation.

2 Background and Related work

Retrieval Augmented Generation (RAG) within large language models (LLMs)
marks a significant stride in Al research, blending advanced knowledge retrieval with
the generation capabilities of LLMs. This approach aims to boost the accuracy and
relevance of the models' responses while preserving their contextual depth. Current
research focuses on fine-tuning the retrieval process, ensuring that the information
fetched aligns closely with user queries and enhances the quality of the model's
output(Lewis et al., 2021.). A key challenge lies in integrating this retrieved
information smoothly into the generation process, creating responses that are both
coherent and contextually appropriate(Rohde et al., 2021).

A significant area of exploration is in improving the retrieval phase to filter out
irrelevant information or 'moise', ensuring that the data used by the model is of high

quality and relevance(Karpukhin et al., 2020). Researchers are also working on



making LLMs more adaptable in using this retrieved data across various topics,
enhancing the algorithms that control how the model accesses and uses this
information(Kalyan et al., 2021).

Central to RAG's function in LLMs is the creation of vector databases from
unstructured or semi-structured data like texts and web pages. These databases store
information in a format that LLMs can easily access and use. Current research,
including work on Transformer-based models, is pivotal in developing methods to
efficiently transform vast amounts of data into these useful vector formats (Devlin et
al., 2019).

However, a noticeable gap in this area is the lack of simple, efficient methods for
creating these vector databases. Existing techniques, while effective, tend to be
complex and resource-heavy, limiting their broader application. Addressing this
challenge with more user-friendly vectorization methods is crucial. Such
advancements would significantly widen the scope and effectiveness of LLMs,
enabling them to process and generate more nuanced, context-rich language responses
in a range of fields, thus enhancing the practical utility and reach of LLMs in various

applications.
3 Core Functions
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applications.
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Fig. 1 Parsing and Vectorization of Semi-structured Data process framework
3.1 Data Preparation

In this phase, a diverse array of sources including books, reports, scholarly
articles, and data tables is compiled.These data largely consists of semi-unstructured
data, encompassing a variety of file formats such as '.html’, "pdf’, 'xml’, ‘docx’,
“xIsx" and etc. Considering the substantial volume of data to be processed, the *.docx’
format stands out due to its uniform standardization, high-quality text, ease of editing,
broad compatibility, and rich metadata content, making it highly advantageous for
efficient bulk processing and structured data extraction.In this project, API
functionalities are employed to integrate open-source tools for the purpose of
converting diverse data formats into the .docx format.

For the assurance of effective post-processing, it is imperative that the content in
the transformed “.docx’ files, including headings, textual elements, and tables, be
conformed to a standardized format. This standardization process involves
harmonizing the font type, font size, inter-paragraph spacing, and line spacing across

all headings, main text, and table contents.
3.2 Automated parsing and splitting

During the parsing process, the “.docx" files are divided into multiple elements
including titles, texts, images, tables, headers and footers with the partitioning
function, utilizing detectron2, a deep learning-based object detection system
(Unstructured, 2023). This partition function uses a combination of the styling
information in the document and the structure of the text to determine the type of a

text element.



As part of data preparation for an NLP model, these elements require further
filtering, to mitigate potential detrimental impacts on model efficiency caused by
superfluous content. This ensuing phase entails a deliberate omission of specific
components, particularly 'Headers' and 'Footers'. As a result, this refinement process
retains only four core elements: 'Title', 'Text', 'Image', and 'Table', thereby ensuring a
concise and targeted dataset for advanced analysis..

For the "Title" and "Text" elements, prior to integration into NLP models,
rigorous data cleaning is essential to avoid efficiency losses caused by extraneous
information. To tackle this issue, specialized functions within the 'Unstructured
Documentation' cleaning framework are utilized (Unstructured, 2023). These
functions effectively merge paragraphs separated by newlines, remove initial bullets
and dashes, and eliminate surplus whitespace. This process significantly enhances the
textual data's clarity and structural integrity, which is crucial for effective model
performance.

For the "Table" elements, the core textual information is retained in the
element's 'text attribute'. To preserve the formatting fidelity of these tables, their
HTML representation is also stored, specifically within
'element.metadata.text as html'. This dual-storage approach is critical for ensuring
that the table's structural and visual integrity is maintained in its rendered form.

For the "Image" elements, the 'vision completion' approach leverages the
capabilities of the 'gpt-4-vision-preview' APIL. This method involves generating
specific queries that prompt GPT to provide detailed textual descriptions of images.
Once these descriptions are obtained, they are inserted back into the data collection,
replacing the positions originally occupied by the images. This process ensures a

seamless transition from visual to textual data representation in the dataset..

3.3 Chunking

In the 'Unstructured Core Library,' essential for document processing in RAG
contexts, the 'chunk by title' function is noteworthy for its methodical segmentation

of documents into distinct subsections, identifying titles as section markers



(Unstructured, 2023). Notably, it treats elements like tables and images as separate
sections. The inclusion of the 'multi-page sections' parameter is significant,
facilitating the formation of multi-page sections that maintain thematic continuity.
Unlike common practices, the 'combine text under n_chars' parameter set to zero
allows each text piece, regardless of length, to be recognized as an individual section,
preserving the document's detailed structure. The default mew after n chars'
parameter relies on the function’s internal logic for starting new sections. The
'max_characters' parameter, adjusted to 4096, accommodates larger sections, tailored

to the specific requirements of the document structure and content

3.4 Vector Database construction

By leveraging OpenAl's "text-embedding-ada-002" model via API, embedding
vectors are generated that correspond to specific content. This involves transforming
data, initially partitioned into chunks through a preceding chunking process, into
vector formats. The utilization of the "text-embedding-ada-002" model is pivotal in
enabling large language models to locate content in our dataset that aligns with the
given input prompt. The resultant vector data are then stored in Pinecone's vector
database, where the feature vectors maintain a dimensionality of 1536. This strategic
configuration significantly enhances the database's ability to conduct similarity
searches and offers notable advantages in data storage capacity. The application of the
"text-embedding-ada-002" model thus integrates OpenAl's advanced natural language
processing prowess with Pinecone's efficient vector data management, providing a

powerful and versatile solution for text search and analysis purposes.

4 Experiments and Discussion

In this segment of the research, we have selected one scholarly papers in Chinese
and another in English, along with one book in each language, to evaluate the efficacy
of the methodologies employed in this study and the performance of the
Retrieval-Augmented Generation (RAG) technique. These papers and books include
textual, pictorial, and tabular elements. These two categories represent the

predominant forms of publicly released documents at present. Papers are commonly



available in an editable PDF format, whereas publicly released books are often found
in scanned or image-based PDF formats.The specifics of the documents and books

utilized for testing are detailed in Table 1.
4.1 Data Processing Results

4.1.1 Results of Text Processing Results

The processing results for text information are displayed in Figure 2 and 3,
featuring four distinct text blocks from the test papers and books: two in Chinese and
two in English. The outcomes are evident in the "Title" and "Cleaned Text" sections.
Upon converting all documents to the *.docx’ format and applying the prescribed
process, the methodology proficiently identifies "Title" across various text types and
performs comprehensive text cleaning and organization. This underscores the
method's robustness in managing different data structures and multiple languages.

Table 1 Information of papers and books

Page
Type Title Language
Count

Full-scale upgrade activated sludge to

continuous-flow aerobic granular sludge
12 English
Implementing microaerobic-aerobic
Paper
configuration with internal separators

SEFUEROE 5N HEAKE AR AR
N5 R4S

Modelling plastic flows in the European

Chinese

132 English
Book Union value chain

157K A BB AR L 1) 369 Chinese




2.2. System operation ( a)

Table 1 presents the characteristics of the wastewater. The waste-
water is typical low-strength municipal wastewater, with an average
influent chemical oxygen demand (COD), ammonia nitrogen (NH4-N),
total nitrogen (TN), and total phosphorus (TP) concentrations of 211.6
+49.3, 48.5 + 13.5, 58.4 + 14.3, and 5.84 + 2.30 mg L’l, respectively,
and a corresponding C/N ratio of 3.7 + 0.7. The sewer system suffered
from infiltration and rainfall dilution, resulting in lower influent organic
matter and nitrogen concentrations than the designed values. To facil-
itate rapid granulation and achieve a desirable effluent quality, sodium
acetate was added at mass concentrations of approximately 100 mg COD
= during startup and 40 mg COD I during stable operation to
compensate for the carbon source deficiency, which resulted in an
increased influent C/N ratio of 4.4 + 0.8.

DO concentrations within microaerobic and aerobic tanks were
maintained at levels of 0.2-0.5 and 1.0-3.0 mg L%, respectively. The
sludge retention time was regulated by the daily sludge waste to remain
at approximately 26-30 days. Surplus sludge with an average size of
31.9 pm, obtained from other trains within the municipal WWTP, was
used for seeding and did not contain granules. The initial mixed liquor
suspended solids (MLSS) and mixed liquor volatile suspended solids
(MLVSS) were 2.1and 0.9 g L 1 respectively. Furthermore, the opera-
tion was divided into a start-up phase spanning from April 21, 2021, to
May 31, 2021, and a stable phase lasting from June 1, 2021, to July 31,
2022, with the criterion for achieving stable operation set as the sys-
tem’s ability to consistently comply with the updated discharge stan-
dards for ten consecutive days.

2.2. System operation (b)
Table 1 presents the characteristics of the wastewater. The wastewater is
typical low-strength municipal wastewater, with an average influent chemical
oxygen demand (COD), ammonia mitrogen (NH4+-N), total nitrogen (TN),
and total phosphorus (TP) concentrations of 211.6 + 49.3,48.5 + 13.5,58.4
+ 143, and 5.84 * 230 mg L 1, respectively, and a corresponding C/N ratio
of 3.7 £ 0.7. The sewer system suffered from infiltration and rainfall

dilution resulting in lower influent organic matter and nitrogen concentrations
than the designed values. To facilitate rapid granulation and achieve a
desirable effluent quality, sodium acetate was added at mass concentrationsof
approximately 100 mg COD L 1 during startup and 40 mg COD L 1 during
stable operation to compensate for the carbon source deficiency, which
resulted in an increased influent C/N ratio of 4.4 + 0.8. DO concentrations
within microaerobic and aerobic tanks were maintained at levels 0o 0.2 -0.5
and 1.0 -3.0mg L 1, respectively. The sludge retention time was regulated by
the daily sludge waste to remain at approximately 26-30 days. Surplus sludge
with an average size of 31.9 pm, obtained from other trains within the
municipal WWTP, was used for seeding and did not contain granules. The
initial mixed liquor suspended solids (MLSS) and mixed liquor volatile
suspended solids (MLVSS) were 2.1and 0.9 g L 1, respectively. Furthermore,
the operation was divided into a start-up phase spanning from April 21, 2021,
to May 31, 2021, and a stable phase lasting from June 1, 2021, to July 31,
2022, with the criterion for achieving stable operation set as the sys tem’' s
ability to consistently comply with the updated discharge standards for ten
consecutive days.
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Fig. 2 Text Processing Results Instances of papers: (a) and (c) are instances of
original texts from English and Chinese papers, respectively,while (b) and (d)

represent the results of the segmentation into chunks.



2.2 Data correction for the material flow analysis

A data adjustment step was necessary to align the data collected through the literature review to the same
geography and temporal scope. The correction was based on the Gross Domestic Product (GDP) (The World
Bank, 2022), was performed when needed to adapt the plastic flows to EU and to 2019. The adaptation
followed a country- or region-specific approach, as explained by Equation 1.

GDPgyz7,2019
Plastic flowgyz7,2019 = Plastic floWcountry i.year j * 7pp——
GDPeountry_iyear_j 1)

(a)

o Plastic flowcountry_iyear_: consumption of a specific plastic flow for a specific country and a specific year;

®  GDPeu27,2019: GDP in EU for the year 2019 (Eurostat, 2022b);

®  GDPcountry_ivear i: GDP for a specific country and a specific year.
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2.2 Data correction for the material flow analysis

A data adjustment step was necessary to align the data
collected through the literature review to the same
geography and temporal scope. The correction was based
on the Gross Domestic Product (GDP) (The World Bank,
2022), was performed when needed to adapt the plastic
flows to EU and to 2019. The adaptation followed a
country- or region-specific approach, as explained by
Equation 1.

Plasticflow_{EU27,2019}=Plasticflow_{Country\_i,year\_j}
*\frac{GDP_{EU27,2019}}{GDP_{country\_i,year\_j}}\text
{(1)}

Where:

\text{Plastic flow country i,year j}: consumption of a
specific plastic flow for a specific country and a specific
year;

\mathrm{GDP}_{\mathrm{EU27,2019}}: GDP in EU for the
year 2019 (Eurostat, 2022b); (c)

\mathbf{GDP}_ \text{country\_i,year j}: GDP for a specific
country and a specific year.
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Fig. 3 Text Processing Results Instances of books: (a) and (b) are instances of

original texts from English and Chinese books, respectively,while (c) and (d)

represent the results of the segmentation into chunks.

4.1.2 Results of Image Processing Results

The results of transforming images into textual descriptions using LLM are

presented in Table 2. This research employs an embedding method that leverages the

GPT 4.0 LLM to convert images into text, thereby preserving the completeness of the

information. The findings indicate that the key information in both English and

Chinese images can be effectively extracted. However, due to the model's limited

support for Chinese elements, images containing Chinese require additional inputs

such as captions or related information to improve the model” s recognition accuracy

and efficacy, preventing ineffective identifications.




Table 2 Image processing results

NO. Original Image

Cleaned Text in Chunks
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The diagram illustrates a three-step process for conducting material flow analysis
(MFA) at both the sector and polymer levels. Initially, a transformation
coefficient (TC) matrix is employed to model the MFA for a specific sector,
resulting in an overarching sector-level MFA. Subsequently, the demand within
this sector is distributed among various polymers, such as PET, PP, and HDPE,
each assigned a percentage of the total demand. Finally, a distinct TC matrix is
applied to each polymer type within the sector, refining the models to reflect the
individual material flows of PET, PP, and HDPE. These polymer-specific MFAs are
depicted through color-coded flow diagrams, providing a detailed visualization of
each polymer's flow within the sector, thereby aiding in the optimization of
resource use and enhancing recycling efforts.
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The image is a detailed flow diagram that represents the lifecycle of plastics
within the EU 27, marked by a mix of geometric shapes and a color-coded
scheme to depict the journey from production to waste management. Starting
with a total plastic demand of 53.3 Mt, depicted in light blue, it transitions
through orange and purple for semi-finished (19.3 Mt) and finished products
manufacturing (33.6 Mt). Consumption is shown in grey, totaling 44.8 Mt, leading
to a waste generation of 28.8 Mt. The waste management process is highlighted
in green, showcasing 1.9 Mt exported and the remainder allocated to
incineration, landfill, or recycling, ending with 5.5 Mt of recyclates produced—of
which 4.5 Mt is consumed domestically and 1.0 Mt exported, alongside an import
of 0.5 Mt of recyclates. Rectangles and arrows indicate flow and quantities, while
dashed lines denote net trade figures, exports, imports, and stock. The visual
design of the diagram, with annotations for losses and mismanaged waste,
underscores the complexities and inefficiencies in the system, providing a clear
numeric representation of material flows and inter-process relationships within
the plastic economy of the EU.
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This composite image presents a detailed visualization of wastewater treatment
performance metrics, encapsulating a data set from April 2021 to July 2022. It
contains four distinct graphs:(a) A time-series scatter plot depicting the flow rate
of wastewater in cubic meters per day, highlighting the operational shift from an
initial startup phase to a stable phase, as marked by a vertical dashed line and
overlaid with a red trend line to denote mean or target flow rate.(b) A sequential
series of box plots illustrating the fluctuating concentrations of effluent Chemical
Oxygen Demand (COD) in milligrams per liter, segmented by month for a two-
year period, revealing variability and extremes as outliers, represented by
individual points outside the upper and lower quartiles.(c) A corresponding set of
box plots detailing monthly variations in the concentration of ammonium (NH4+)
in the effluent, also in milligrams per liter, showing a generally lower range of
values compared to COD, yet similarly depicted with quartile ranges and
anomalies as outliers.(d) Lastly, box plots for effluent Total Nitrogen (TN)
concentration, presented in the same monthly format and time span, provide
insight into the nitrogen levels with a clear graphical representation of the data
spread and outliers for each month.This figure collectively portrays the
intricacies and ics of treatment p , including the
stability of flow rates and the monthly variability in key contaminant
concentrations, crucial for understanding the efficiency and environmental
impact of the treatment process.

4.1.3 Results of Table Processing Results

In the process of data handling, table processing presents significant challenges
as tables often contain extensive parameter and comparative analysis information.
Such information significantly enhances a LLM's capabilities in data understanding,
pattern recognition, and knowledge integration, thereby improving the accuracy and
relevance of text generation. In this study, we employed the "text as html" method to

handle tabular data, with the results displayed in table 3.The corresponding text,



rendered as an HTML document, appears as demonstrated in Figure 4.Our analysis
indicates that the sections of tables within chunks are expressed in HTML syntax,
allowing the saved HTML files to accurately restore the original structure and
hierarchy of the tables when opened, ensuring the correct identification and extraction
of information.

Table 3 Table processing results

NO. Original Table Cleaned text in Chunks

Table 1

Wastewater characteristics.
<table>
<thead>
Table 1 (mgL- 1) g
Wastewater characteristics. influent </th><th>Actual
influent
Parameter (mg  Designed Actual Effluent requirements 3:':;;:’:&"‘5 </th></te>
et | influent influent <tbody>
Startup phase (and Stable <tr<td>Parameter (mg L- 1) </td><td>Designed
before upgrade) phase influent </td><td>Actual
influent </td><td>Startup phase (and before upgrade) </td><td>Stable
1 CoD 300 2116+ 50 40 phase </td></tr>
482 <tr><td>COD </td><td>300 </td><td>211.6 +
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Table 1 Wastewater characteristics.
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Table 9. Total recyclates production for the sector-specific material flow analysis [expressed as megatonnes] resulting from the sensitivity
alternative cases, compared to the results of the ' Base Scenario’ sector-specific material flow analysis (calculated as a percentage variation) .
A description of the rationale for each sensitivity scenario is described in Section2.3.4. (Note: E = Electrical and Electronic Equipment (EEE)) .
e — " Recyclates produced (and Percentage variation with

Identifier Sensitivity alternative case name consumed in EU27) [Mt] respect to the base MFA [%]

1 All manufactured products are consumed 5.88 +32%

2 Only finished products are sold to end-consumers 3.72-17%

3 Reduced stock variation 6 +35%

4 Absence of waste trade 471 +6%

5 Absence of mixed waste collection 9.15 +105%

6 Absence of mismanaged waste 5.08 +14%

7 Absence of mismanaged waste being recollected and recycled 3.99-11%

Revised mismanaged waste assumptions (mismanaged waste only
8 occurs for the transport and EEE sectors and it' s not recollected for 4.04-10%
recycling) (b)
9 Improved recycling performance 6.68 +50%
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Fig. 4 Results of tables elements in chunks converted to html file

4.2 Zero-shot Question Answering Results under RAG

To evaluate the effectiveness of vector knowledge bases constructed using the
methodologies outlined in this study for enhancing the expertise of large language
models, GPT 4.0 was employed to process the papers and books utilized in this
research. A set of fifty questions was randomly generated, focusing on the content of
the selected documents. Subsequently, three questions in English and two in Chinese
were randomly chosen for testing purposes. GPT 4.0 was then tasked with scoring the
responses obtained from these tests, providing an objective measure of the
effectiveness of the vector knowledge bases in augmenting the domain-specific
knowledge of the language model across different languages. The results of the
English and Chinese assessments are presented in Tables 4 and 5, respectively,
offering a clear overview of the performance of the vector knowledge bases in

enhancing the expertise of GPT 4.0.



Table 4 Zero-shot question answer results in English

Question and answer Scores

Questionl: Explain how the "Transfer Coefficients" (TCs) are used to

simulate plastic flows in the form of a paragraph?

Answer by GPT 4.0

Transter Coefficients (TCs) are crucial parameters in the simulation of plastic flows, particularly
in the field of computational fluid dynamics modeling of polymer processing. These coefficients
quantify the ease with which molten plastic flows under various conditions, effectively
characterizing the relationship between the flow rate of the plastic and the forces applied to it.
In simulations, TCs are used to describe how different variables such as temperature, pressure, 75/1 00
and material composition affect the flow behavior of plastics. For instance, a higher TC value
might indicate that the plastic flows more easily, which can be crucial for processes like injection
molding or extrusion. By integrating these coefficients into mathematical models, engineers can
predict how plastics will behave in real-world manufacturing scenarios, optimizing processes by
adjusting parameters like heat and pressure to achieve desired product characteristics with
higher precision and efficiency. This approach helps in reducing material waste, improving
product quality, and enhancing the overall efficiency of plastic manufacturing processes.

Answer by RAG

@ Transfer coefficients (TCs) are essential tools in material flow analysis (MFA) for modeling the flow of materials, including
plastics, through different stages of the value chain. These coefficients, expressed as percentages, allocate the flow of a
substance from one process to the next, ensuring mass balance is maintained. In the context of plastic flows, TCs are used
to estimate the movement of plastics from production to consumption, through waste generation, collection, and

management, including recycling and disposal.

For instance, TCs can represent the proportion of plastic waste that is recycled, landfilled, or incinerated. They can also
indicate the share of recycled plastics that is used in the production of new products within different sectors. By applying 95/1 00

TCs to the total plastic demand or waste generation in a sector, the resulting material flows can be calculated at a granular

level, distinguishing between different types of polymers and sectors.

To simulate plastic flows, TCs are first estimated or derived from literature and data sources. These coefficients are then
applied to the total plastic mass at each stage of the value chain. For instance, the total plastic waste generated is
multiplied by the TC for recycling to find out how much of that waste is recycled. Similarly, the amount of recycled plastic

going into new products in a specific sector is calculated by applying the relevant TC.

Overall, TCs enable the detailed modeling of plastic flows, providing insights into how plastics move through different
stages and sectors. This information is crucial for understanding and improving the sustainability of plastic management

and recycling practices.




Question and answer Scores

Question2: Which predefined scenarios showed the greatest potential

improvement when assessing the 2025 plastic recycling targets?

Answer by GPT 4.0

As of my last update, specific predefined scenarios showing the greatest potential improvement for the 2025 plastic recycling targets
are not detailed in my training data. However, | can outline typical scenarios that are often considered in strategic planning and policy
formulation aimed at improving recycling rates and achieving sustainability goals. These scenarios generally focus on innovations in
technology, palicy adjustments, and behavioral changes.

High-Potential Scenarios for Plastic Recycling Improvements
Policy-Driven Scenarios:

Mandatory Recycling and Minimum Recycled Content Laws: Policies that require the use of recycled plastic in certain products or
mandate recycling can drive demand for recycled materials and ensure steady supply chains.

Extended Producer Responsibility (EPR): Policies that hold producers responsible for the lifecycle of their products, including disposal,
can incentivize them to design products that are easier to recycle and to contribute financially to recycling infrastructure.
Technological Advancement Scenarios:

Enhanced Mechanical Recycling: Development and deployment of more efficient mechanical recycling technologies that can handle a
broader range of plastics with better output quality.

Scaling Chemical Recycling: Chemical recycling technologies, which break down plastics to their chemical components, could be
scaled up to handle mixed or contaminated plastics that are currently non-recyclable.

Market Development Scenarios: 60/1 00

Development of New Markets for Recycled Plastics: Encouraging the use of recycled plastics in higher-value applications, which can
be facilitated by improving the quality of recycled resins and creating certifications for recycled content.

Incentives for Using Recycled Content: Financial incentives such as tax breaks or subsidies for products made with recycled plastic can
stimulate market demand.

Behavioral and Systemic Change Scenarios:

Consumer Awareness Campaigns: Enhancing consumer awareness about the benefits of recycling and the proper ways to recycle can
improve the quality and quantity of collected recyclable materials.

Global Alignment on Plastic Handling: International agreements on managing plastic waste could standardize recycling practices and
reduce the export of waste to countries with less robust environmental protections.

Impact on 2025 Targets

These scenarios are designed to tackle different aspects of the plastic lifecycle, from production and use to disposal and recycling. By
implementing a combination of these strategies, significant progress can be made towards meeting the 2025 plastic recycling targets,
which generally aim for higher recycling rates, reduction in virgin plastic use, and a decrease in plastic waste and pollution. Each
scenario not only supports these direct targets but also contributes to broader environmental, economic, and social goals, such as
reducing carbon emissions, creating green jobs, and promoting sustainable consumer practices.

For specific details on which scenarios are being pricritized or have shown the most promise based on empirical data or projections
as of 2025, it would be beneficial to look at recent reports from relevant environmental agencies, government bodies, or
international organizations involved in waste management and recycling initiatives.

Answer by RAG

e The predefined scenarios that showed the greatest potential improvement when assessing the 2025 plastic recycling
targets are as follows:

1. Improved Waste Collection Scenario (Scenario B): This scenario, which involves a 30% increase in separate collection
for packaging and a 10% increase for other sectors, leads to the highest estimated recyclates consumption of 6.47Mt
by 2025, representing a 45% increase compared to 2019.

2. Combined Scenario (Scenarios F1, F2, F3): When all actions are combined, including a reduction in waste export,
improved waste collection, improved sorting yields, and improved recycling yields, along with variations in plastic
production (+10%, -10%, 0%), the EU/CPA target could be reached and surpassed by 2025. Specifically, the combined
scenario with a +10% variation in production could achieve 11.13Mt of recyclates consumed by 2025, with an overall 95/1 00
recyclates consumption rate of 35.5%.

3. Improved Management of Separately Collected Plastic Waste (Scenario C): Assuming 15% more plastic packaging
waste separately collected is sent to recycling facilities, and 10% more for other sectors, this scenario could result in
5.23Mt of recyclates being consumed in the EU27 and an overall recyclates consumption rate of 19.5%.

4. Improved Recycling Performance (Scenario D): Assuming a 20% lower rejects from recycling facilities for packaging
waste and 10% for other sectors, this scenario could achieve 5.57Mt of recyclates being consumed in the EU and a

recyclates consumption rate around 20.8%.

In summary, the combined scenario shows the highest potential for achieving the EU/CPA target of 8.8Mt of plastics
recyclates by 2025, with the improved waste collection scenario also demonstrating significant potential.




Question and answer Scores

Question3: How did the microaerobic-aerobic configuration impact the

microbial community structure and pollutant removal pathways?

Answer by GPT 4.0

The microaerobic-aerobic configuration in wastewater treatment systems, particularly those using Aerobic Granular Sludge {AGS)
technology, has a significant impact on both the microbial community structure and the pollutant removal pathways. This
configuration typically involves a sequential arrangement where wastewater first passes through a microaerobic zone before entering
an aercbic zone. This setup is designed to optimize both biological nutrient removal and the operational stability of the system.

Here' s how this configuration influences microbial dynamics and treatment processes:

Impact on Microbial Community Structure

Enhanced Microbial Diversity: The microaerobic zone provides a unigue environment with low oxygen levels that is conducive to the
growth of facultative anaerchic microorganisms, which can survive in both aerobic and anaerobic conditions. This promotes a more
diverse microbial community compared to a purely aerobic system.

Selective Pressure for Denitrifiers: The low-oxygen conditions in the microaerobic zone favor denitrifying bacteria that can reduce
nitrate to nitrogen gas, thus enhancing denitrification. This is crucial for the removal of nitrogen from wastewater.

Growth of Phosphorus-Accumulating Organisms (PAOs): PAOs can thrive under alternating anaerobic and aerobic conditions, which
are effectively provided by the microaerobic followed by aerobic zones. These organisms uptake phosphorus under aerobic
conditions and release it under anaerobic conditions, aiding in biclogical phosphorus removal.

Reduction of Bulking and Foaming: The configuration can help in controlling filamentous bacteria, which are often responsible for
sludge bulking and foaming in purely aerobic systems. By adjusting the oxygen levels, the growth of filamentous bacteria can be

managed, improving sludge settling characteristics. 85/1 00

Impact on Pollutant Removal Pathways

Enhanced Nitrogen Removal: The microaerobic zone allows for partial denitrification, which can be completed in the aerobic zone
where nitrification occurs primarily. The sequential arrangement ensures more effective nitrogen removal as compared to systems
with only aerobic processes.

Improved Phosphorus Removal: The alternation between microaerobic and aerobic conditions is ideal for cyclic phosphorus uptake
and release by PAQs. This enhances the biological removal of phosphorus, reducing the need for chemical precipitation.

Organic Matter Degradation: The presence of a microaerobic zene can aid in the breakdown of certain types of organic compounds
that are more readily processed under low oxygen conditions, potentially leading to a more efficient overall reduction of biochemical
oxygen demand (BOD) and chemical oxygen demand (COD).

Pathogen Reduction: Some pathogens are more effectively controlled under fluctuating aerohic and anaerobic conditions, which
could potentially reduce the pathogen load in the effluent.

Operational Stability and Flexibility: This configuration allows for mare flexible operation and better adaptation to varying loads and
influent characteristics, which can improve the overall stability and efficiency of the wastewater treatment process.

The microaerobic-aerobic configuration essentially creates a more controlled and tailored environment for wastewater treatment,
optimizing microbial community development for specific pollutant removal tasks and improving the resilience and efficiency of the
system. This configuration is particularly advantageous in AGS technology where the physical characteristics of the granules also help
to maintain distinct zones with different oxygen concentrations, further enhancing process performance.

Answer by RAG

E The microaerobic-aerobic configuration significantly impacted the microbial community structure and pollutant removal
pathways in the following ways:

1. Microbial Community Shifts: The transition from flocculent-activated sludge to well-defined aerobic granular sludge
(AGS) was observed, indicating a shift in the microbial community. The dominant phyla remained Proteobacteria,
Bacteroidota, and Chloroflexi, but their relative abundances varied. Notably, the relative abundances of denitrifying
bacteria (DNB) such as Saprospiraceae, Caldilineaceae, and Comamonadaceae increased, indicating a shift towards
DNB enrichment.

2. Pollutant Removal Pathways: The primary removal of pollutants occurred within the microaerobic tanks.
Simultaneous nitrification, denitrification, and phosphorus removal were observed, with the microaerobic tanks
accounting for 77-93% of the removal of COD, NH-N, TN, and TP, respectively. The enrichment of denitrifying 95/1 00
phosphorus-accumulating organisms (DPAOs) like Hydrogenophaga, Accumulibacter, Azospira, Dechloromonas, and
Pseudomonas provided an essential microbial foundation for these processes.

3. Granulation Mechanisms: The incorporation of internal separators in the aerobic tanks induced shifts in the flow
pattern, transitioning from a single-circulation cell to multiple vortical cells. This alteration amplified the local velocity
gradients, generating the required shear forces to drive granulation. Additionally, the microaerobic and aerobic tanks

operated under feast and famine conditions, creating a microbial selection pressure that favored granulation.

In summary, the microaerobic-aerobic configuration induced shifts in the microbial community towards DNB enrichment,
facilitated simultaneous nitrification-denitrification and phosphorus removal primarily in the microaerobic tanks, and
induced granulation through altered flow patterns and microbial selection pressures. This configuration effectively
upgraded the existing activated sludge system into a continuous-flow AGS system with enhanced pollutant removal

capabilities.




Table S Zero-shot question answer results in Chinese

Question and answer Scores

Questionl: JURFH IR AA R E X R REEH LA HER 2

Y.

Answer by GPT 4.0

WIEREANBTRES FRIZNE, LIRSRERER. BRORERENEE0EMREITTER,
AT IR FRIEFIRE FMIEEE. THHENMBRLEBERNERNR. RECERENAER:

1. FRERER (NaHSO,) :
« EENS: BFIASETFREERELE,
* RETEE: —REEA2-4%ER.
« {EXIEE: XL HRBsERN2-31E,
2. 8588 (HCI) :
- EANMR: TEFTHETRENEE, FHIRELESEEREMNKER,
« IRENEE: EREERA0%EH,
- {ERIEE: £9100-15055HCI (LI100%it) /LIIEE. 80/100
3. SF kM (NaOH) :
« EENR: BTFAETRIENEL.
» RETCHE: EREA2-4%00ET.
- BRI £980-12072NaOH (LL100%it) /LIAE,
4. Skt (Nacl) -
o ERENR: EETRIBNELE, ERETIREKEES,
o RETGHE: EHEAs-10%ENER.
« 1ENEE: HWIEERRMN2-3fE,
5. B4R (NaNo,) :
o EANR: EFTEENREFRIERE, THEERLTIRAS,
o REEE: BEER-S%ATER.
« EXIAEE: Ak, KEMmE.

Answer by RAG

@ S EREEERIMERR S, RSB R
1. HCl:

o (EFIR: WEHE HESHE TSRS
FREEEE: 3-9%

o AR -SEECHR

o JEFETIR: S3EME. HEUHE TISIRIE

o REGBHE: 4-10%

o (SR Ls2fEEieER

o EFENER: EEME. CESHETIIRNEE

> IREDEE: 8-12%

- 1ERFAE: 4SERCAE

o EFENTER: SBHLME. CIEIHEST iR

o RECBE: 812%

o {EXAE: 15 25RCHE

- 95/100

o JEFRIS: BEME NaBUOEFACRREE
FREFEE: 8-10%
o EMHE: -SERICHE
3. NaOH:

EFNR: SRt NeRUEETITREE
o JRECEE: 46%
o (EXAR: 15 23RCHE

IBFERIR: Bt OHENARFACRRIE
°© RECBHED: 4-6%

e 4-S{SRCAE
o JEFRIS: FSEME. OMENBETIURMES
o RECEBED: 3-5%
o IERAE: LS 2SECHE

4. NH,OH

o JEFANSR: SSEIME. CIEUEET RIS
o REEBE: 35%
o {EXAE: 15 2RCHE




NO. Question and answer Scores

Question2: 7EHE/KE WG 7 H FEL A VA A TR L 8 FH 2 41 2

Answer by GPT 4.0

SR EHKERREFE— M EREERA SRR, EEATREIEEEENRM. BiR
FIEMESIERG, XMTTEEESRERSEIRE, WBERNEERIEREAR, RHEEEN
s, TR LB E Ak E MR EPRIR AR

L NS REEREHER:
- EEEEETF, BESRATNBRANE NS EEEAY, HRETIR RS
PSNERBEROHAES, SYAERAEREE SN EREE,
2. mEEERNE:
- EEERRIESEEENEE, ARSI SRR, TN
ORI, FORIATREARRL.
o B TREE:
- TSR, SHANSTBREREE TR EENE, SNTERTE  75/]00
AR PR S EXEE.

4 BRSNS R
« EHRENLATHMEEERLFEKIGNEDTEN. XREEEHENTEES~NEERE
EZ8=N

5. kR EE SR
o WTFHBMHEE, BReERATLIRSIE S OSMINTISHNHESE, XS
2 HI RS MR E b D,

FESCRRRZ AR, N, EFREHRIEHKERNSIERE S, B E AR ARTEE M ERR
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Answer by RAG

@ FRG I AT R K B R S iR PR A E B EE T LA E:

1. HEE (GPR) BAR: BURFEHMRHOITERINR, TLMENHDKEBROME. RE. RELUREBERE
FER. B0, EgeFRATTHAMKGS, ATHEEEREIIRESTR, HIFRT —HMHHEKMZSIAMRIERES
MEMENERS, BYCPRIFEEGMENLLRAR, MNEBHTITERIC.

2. HEESST: BEEEXBISTERESHIRRNESE, TUSSREHIKEENMERE, #NE

ERE. Y. SREFREER HREEAFERETRYRE. 90/100
3. BRRME: BEAERERTIERL, SEMEAISERD, BRUEENRELFIRD, HtSHIEE™E

AR TR B AR F R,

4. EARMGE: EXTNAT, BEEEIESHENEL KUKBREEFRES, LIXEESERIRNIRL
R. fl, MRESFERSEZHKSKERH TS, RERAKERKBIGUEEEERSTENIVKE
H, SAABUNEREUEEREHRENN, ERRRBEDTTH SKRERNEERE.

ZEFMAR, BEAEAEHXERRETEEEN. TR, DIESFNE, EOEE—ENRRYE, FTESHME
WTHBEES, LEKMEEERIRNER.

The results presented in this study provide compelling evidence that vector
knowledge bases constructed using the methodologies described herein can
significantly enhance the ability of large language models to acquire and apply
domain-specific information. This improvement is manifested across several critical
dimensions, including clarity, specificity, accuracy, technical depth, and

comprehensiveness. By effectively augmenting the knowledge acquisition process,



these vector knowledge bases enable language models to generate responses of
substantially higher quality, demonstrating their efficacy in improving the
performance of large language models in specialized domains. These findings
underscore the potential of vector knowledge bases as a powerful tool for enhancing
the accuracy and relevance of language model outputs in domain-specific contexts,
paving the way for more effective and efficient natural language processing

applications in various specialized fields.

Conclusion

The methodologies developed in this study significantly enhance the capability
of LLMs to leverage domain-specific knowledge through the construction of vector
knowledge bases. Our experiments demonstrate the effectiveness of the RAG
approach, where LLMs, equipped with these bases, show substantial improvements in
generating precise, relevant, and contextually rich responses. This advancement is
particularly evident in the environmental science and wastewater treatment sectors,
where the integration of vector databases enables the detailed understanding and
management of complex data. The successful application of these methods promises a
broader utility of LLMs, paving the way for more sophisticated natural language
processing applications in various specialized fields. This research not only validates
the feasibility of enhancing LLMs performance with structured vector databases but
also sets a foundation for future innovations in Al-driven data processing and analysis

in environmental engineering.
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