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Abstract

Deep learning-based predictive models, leverag-
ing Electronic Health Records (EHR), are receiv-
ing increasing attention in healthcare. An effec-
tive representation of a patient’s EHR should hi-
erarchically encompass both the temporal relation-
ships between historical visits and medical events,
and the inherent structural information within these
elements. Existing patient representation methods
can be roughly categorized into sequential repre-
sentation and graphical representation. The se-
quential representation methods focus only on the
temporal relationships among longitudinal visits.
On the other hand, the graphical representation
approaches, while adept at extracting the graph-
structured relationships between various medical
events, fall short in effectively integrate temporal
information. To capture both types of information,
we model a patient’s EHR as a novel temporal het-
erogeneous graph. This graph includes historical
visits nodes and medical events nodes. It prop-
agates structured information from medical event
nodes to visit nodes and utilizes time-aware visit
nodes to capture changes in the patient’s health
status. Furthermore, we introduce a novel tem-
poral graph transformer (TRANS) that integrates
temporal edge features, global positional encoding,
and local structural encoding into heterogeneous
graph convolution, capturing both temporal and
structural information. We validate the effective-
ness of TRANS through extensive experiments on
three real-world datasets. The results show that our
proposed approach achieves state-of-the-art perfor-
mance.

1 Introduction

Electronic Health Records (EHR) play a crucial role in
healthcare by enhancing the quality of care and improving the
efficiency and accuracy of medical decisions. In recent years,
with the advancement of artificial intelligence technologies,
many deep learning models based on EHR data have been
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extensively explored and applied in predictive modeling, such
as patient risk assessment [Bai et al., 2018; Luo et al., 2020b;
Jiang et al., 2023; Wang e al., 2024], prediction of drug inter-
actions [Zhang et al., 2017; Yang et al., 20211, and support for
clinical decision-making [Yin et al., 2022; Yang et al., 2023c;
Chen et al., 2024].

Predictive modeling on EHR data is proposed to utilize
clinical events from patients’ historical visits, such as diag-
noses, procedures and medications to forecast their future
health status. These clinical events are typically represented
as a set of medical codes. To enhance the quality and ac-
curacy of medical predictive modeling, models need to learn
three hierarchical representations in EHR: the patient-level,
visit-level, and (medical) code-level. Specifically, the patient
level representation should capture the temporal relationships
between historical visits to build a comprehensive health pro-
file of the patient. Then, at the visit level, the model analyzes
the various medical events encountered in each visit to under-
stand the specific circumstances of each visit. Finally, at the
medical code level, the model needs to examine the charac-
teristics of individual medical events and their higher-order
patterns across historical visits, as well as the correlations be-
tween different medical events.

Patients’ longitudinal EHR, as a series of successive vis-
its, can be naturally conceptualized as a sequence, as illus-
trated in Figure la. Current literature extensively employs
sequence-based models, such as RNN-based [Choi et al.,
2016; Gao et al., 20201 and Transformer-based [Luo et al.,
2020b; Yang et al., 2023c], to track state changes across a
patient’s historical visits. These models excel in extracting
temporal information at the visit level. However, they fall
short in discerning structured relationships between medi-
cal events within visits due to weak temporal associations
among these events. In contrast, graph-based models, another
prominent category of EHR models, are adept at understand-
ing relationships between medical codes in individual vis-
its, especially regarding their structured connections. Some
models [Choi et al., 2017; Ma et al., 2018; Lu et al., 2021;
Jiang et al., 2023] enhance medical concept representations
by integrating elements like medical ontology trees or sub-
graphs from medical knowledge graphs (KGs). As shown in
Figure 1b, other approaches conceptualize EHR as assorted
graphs, applying graph-based models to extract structured in-
formation. For instance, [Choi et al., 2020] has introduced



a Graph Convolutional Transformer, aimed at deciphering
the graphical structure of medical codes. While graph-based
models are proficient in learning enhanced visit-level repre-
sentations through structured features, they face challenges
in integrating temporal data. DDHGNN [Wen et al., 2022]
tries to remedy this by embedding dynamic temporal edges
in heterogeneous patient graphs, achieving improved predic-
tions but lacking an explicit focus on patient state changes
over historical visits. This leads to a pivotal question: Is there
a model capable of concurrently capturing all hierarchical la-
tent relationships within EHRs, thereby achieving superior
patient, visit, and medical code level representations

To address this challenge, in this paper, we model EHR
as a novel temporal heterogeneous graph, as depicted in the
Figure Ic. The visit-level and medical code-level representa-
tions are learned through dedicated medical event nodes and
time-dependent visit nodes, respectively. The patient graph is
designed to model intrinsic graphical relationships via edges
connecting medical event nodes to visit nodes. Additionally,
it facilitates the propagation of temporal relationships reflec-
tive of changes in patient state through temporal edges in-
terlinking these visits. Building upon the patient graph rep-
resentation, we introduce the Temporal gRAph traNSformer
(TRANS), a novel model designed to deeply unravel these
complex relationships. In particular, our temporal convolu-
tion merges temporal embedding with heterogeneous mes-
sage passing. This fusion allows for the extraction of graph-
structured features from medical events within individual vis-
its, while also capturing the complex, higher-order tempo-
ral dependencies that span across historical visits. We en-
hance the learning of graphical features by integrating local
structural encoding and global positional encoding into the
medical event node representations, facilitated through meta-
paths. Additionally, a patient explainer has been developed
to ensure that our predictions are interpretable. We highlight
the contributions of this work as follows:

* We propose a novel EHR representation method, trans-
forming patient EHR into a heterogeneous graph with
distinct sequential visit nodes and medical event nodes.
This approach adeptly captures both structural relation-
ships among medical events and temporal dependencies
across historical visits.

* A novel model TRANS with temporal graph convolu-
tion and the structural and positional encoding of het-
erogeneous graphs is proposed to extract the temporal
graphical representation of a patient’s graph, leading to
interpretable predictions.

* We conduct extensive experiments on three real-world
datasets to demonstrate that both the constructed graph
and the TRANS model outperform baseline methods,
demonstrating the effectiveness of our approach to
healthcare predictive modeling. The implementation
code can be found at Github'.

"https://github.com/The-Real-JerryChen/TRANS

Visit 1 Visit 2 Visit n
O 789 V27 V31
O O 751 O 751
V27 O 41 O 759

(a) Sequential Representation

Medication

’

| 1

1 I

I O Diagnosis |

1

: 0 Procedure

| O wisit |

~

- -

(c) Temporal Graphical Representation

Figure 1: Different EHR representation methods. (a) An example of
sequential representation. (b) Examples of graphical representation,
which include graphs at the visit level and the patient level. (c) The
temporal graphical representation proposed in this paper.

2 Preliminary

In this section, we provide some background knowledge
about EHR data and then formulate the diagnosis prediction
task.

2.1 Medical Codes

Each medical event can be represented as a set of unique med-
ical codes, denoted as C = {c1, ¢z, ..., ¢|¢| }, Where |C] is the
size of unique medical codes. Each code may represent a
diagnosis, procedure, or medication. In this paper, we ab-
stractly refer to these events as e.

2.2 EHR Data

The EHR of each patient is represented as a time-sequenced
array of medical events, encompassing diagnoses, proce-
dures, and medications. Specifically, the historical visit
information of patient p can be represented as X? =
[x1,X2, - ,Xx7], where the ¢-th visit is denoted by a multi-
hot vector x; € {0,1}/€l, t = 1,..., TP indicates the index
of visit, and T denotes the total visit times of patient p. The
1-th element of one visit vector is set to 1 if it contains the
medical code c;. To simplify, we explain the algorithms for
one patient, omitting the superscript p when clear.

2.3 Sequential Diagnosis Prediction

The goal of predictive modeling is to predict the label at each
time stamp or at the end of the visit sequence. In this study,
we focus on the task of next-visit diagnosis prediction. It in-
volves predicting diagnosis codes Cgiqq. € {0, 1}|C‘ based on



the medical events from historical visits as well as the medi-
cation codes and procedure codes for the current visit.

3 Methodology

In this section, we first introduce the method for temporal
graph construction, followed by details of the proposed model
TRANS. Figure 2 shows the overall architecture of TRANS,
which is composed of three main modules: (1) heterogeneous
temporal message passing; (2) spatial encoder; and (3) patient
graph explainer.

3.1 Graph Construction

To capture the structured information of potential disease
development trends, treatment pathways, and other tempo-
ral graphical relationships within the patient EHR, we con-
struct a heterogeneous patient graph G = (N, €) for each
patient, as illustrated in Figure 2, where N and & are sets
of nodes and edges, respectively. The heterogeneous graph
comprises four types of nodes: diagnoses, procedures, medi-
cations, and timestamped visit nodes: N = N, UN,,. where
Ny = T, |Ne| = |e|. Here, e represents medical events that
include diagnosis, medication, and procedure. The edge set
contains two types of edges: (1) undirected edges between
medical codes and visits when a visit includes medical events
Eov = {(u1,uz) : Yuy € N, Vug € Ny}; (2) directed edges
between visits in chronological order £,, = {(us, ut1}) :
Yu e N,,0 <t <T}

To the best of our knowledge, our graph construction dif-
fers from existing methods [Choi ef al., 2020; Wen et al.,
2022; Jiang et al., 2023] of EHR representation learning. We
explicitly represent each visit with time-dependent visit node.
This approach decouples the representations of medical codes
and the historical visits, allowing the embedding of clinical
event nodes to focus on the characteristics of the codes them-
selves, while using the embedding of visit nodes to capture
changes in the patient’s state. Additionally, we incorporate
temporal embedding on the edges between medical codes and
visits, as well as between successive visits with different time
indexes.

3.2 Temporal Heterogeneous Message Passing

To effectively gather temporal information and advanced con-
nections between medical events across historical visits, we
propose a tailored temporal-aware message-passing mecha-
nism for heterogeneous graphs. This system not only propa-
gates medical code information into patient visit representa-
tions but also subtly connects various medical events through
the visit nodes. We represent the features of medical code
node and visit node outputted by the (I)-th layer of the net-

work as hg) € R? and hq()l) € RY, respectively. They also
serve as the input for the subsequent (! 4 1)-th layer. We de-
note linear mappings as L(-), with each instance representing
a distinct mapping.

Temporal Embedding

The temporal embedding in TRANS consists of two parts: the
time encoding of the visit nodes; and the temporal encoding
of edge features. We employ Time2Vec [Kazemi et al., 2019]

4
[ Predictor

Add&Norm Target

uonuae
-JPS
.
u
y

Graph Conv.

Linear @)

H

-
@
aeaury

Patient Graph Spatial Encoding

Figure 2: The overall framework of TRANS. The input EHR data is
first constructed into a heterogeneous graph containing visit nodes
and medical event nodes. Then the node features are mapped to
an embedding space and combined with structural and sequential
information. Subsequently, a temporal graph transformer is used to
aggregate the node information. Finally, the features of the last visit
node are input into a predictor.

to encode the absolute times of the visits, normalized for each
patient, into vectors. This time-aware vector is then concate-

nated with the initial features of the visit node hEP), thereby
incorporating information about the time intervals between
different visits.

Time2Vec is suitable for handling real-world timestamps,
such as specific visit times, while for the indexed time of
edges between medical events and visits, we use functional
time encoding. Inspired by [Xu er al., 2020], we use T (¢) to
encode visit index ¢ into a continuous vector, which is then
regulated by a linear layer to obtain the time factor ay.

T(t) = \/g [cos (w1t),sin (wit), ..., cos (wgt),sin (wat)],

where wq,...,wq are learnable parameters. And oy =
L (7 (t)). We separate the temporal vector from node fea-
tures, treating it as an edge type, to maintain focus on the
nodes’ semantic information while infusing temporal data
during message propagation into visit node features. Details
can be found in the appendix.

Heterogeneous Message Passing

The entire message-passing process can be formalized into
two stages: aggregation and updating. The first step is to
aggregate the information of neighboring nodes. Specifically,
we use an attention mechanism to weigh and integrate the fea-
tures of neighboring nodes and concatenate the output from
multi-head attention to obtain the final message. Taking as an
example the process of propagating the features of neighbor
nodes e¢; € N(v;) to the visit node vy, the i-th head attention



is as follows:
a =L (b"), k,=L(nd)

o - (quWHEK])

Vd ’
where e; represents the medical event node such as diag-
nosis, medication, and procedure contained in ¢-th visit as
well as previous visit node v;_;. The target node for mes-
sage propagation is t-th visit node v;. We use weight matrix
W) ¢ R4 (o encode different types of medical events,
where p(e) represents the type of the node e;, such as di-
agnosis, procedure, or medication. After obtaining the atten-
tion scores for different neighboring nodes, we combine them

with the mapped neighbor features to complete the entire ag-
gregation process. We formalize it as follows:

Atti (et y ’l}t) =

ey

hi = Softmax (Att’ -L(h{) 2
= Sotan () LOO)

where N (v;) denotes neighbors of v;, and h? represents the
message passed to the visit node by the i-th head attention.
Following the acquisition of aggregated information, the next
stage is to combine this aggregated information with the tar-
get node’s ego information to update the representation of the
target node, as follows:

b4 =L (o (b)) + (1= 9) b,

Wt = || h{+h 3)
i€[1,h]

where ||

1€[1,h]
heads, +y is the coefficient for the skip connection and o rep-
resents activation function. Similar to the network structure in
[Chen et al., 2020] , it can be either a learnable parameter or
a hyper-parameter. Leveraging heterogeneous message pass-
ing, we integrate the features of medical events in the visit,
along with the graphical structure information and historical
visit information, into the current visit node, thereby updating
the patient’s representation.

denotes concatenating the outputs of multiple

3.3 Spatial Encoding

We integrate global positional encoding and local structural
encoding into the initial feature of medical event nodes by
concatenating them. This approach effectively captures struc-
tured features from patients’ historical visits, which is cru-
cial for illuminating key patterns like diagnosis sequences and
treatment regimes, essential for accurately modeling disease
stages. Such an integration enables us to discern intricate re-
lationships in medical event co-occurrences and disease tra-
jectories, thereby enhancing our predictive accuracy for a pa-
tient’s future health status.

Local structural encoding S(e) is designed to capture lo-
cal structural information in the graph based on random
walks. Positional encoding P(e) adds a global positional
encoding based on the Laplacian eigenvectors of the patient
graph. However, in heterogeneous graphs, unlike homoge-
neous graphs [Rampdsek ez al., 2022], direct computation of

certain properties is not straightforward, owing to the com-
plexity introduced by diverse types of nodes and edges. To
navigate this complexity, we employ medical event meta-
paths, offering a structured and meaningful method to tra-
verse the heterogeneous graph. For instance, in constructing
meta-paths for medication nodes, visit nodes are used as in-
termediaries to connect multi-hop neighbors, forming a se-
quence represented as:

(NmaNu) - (Nand) - (Nd7N’U) - (NvaNm)7

where N,,, N,, and N, represent medication, visit, and di-
agnosis nodes, respectively, and — denotes the pseudo edge.
This meta-path construction results in an adjacency matrix
A € RINnIXINml where | N,,| is the number of unique med-
ication nodes within graph.

Once the meta-paths are established, we can compute
structural embedding based on the corresponding adjacency
matrix A. And for P(e), we construct a Laplacian matrix
and compute its top k eigenvectors to represent the spatial in-
formation of nodes within the graph. P(e) € R¥ for node e
is expressed:

Ple) = [vgl), vf), R

where each Vgi) is the element corresponding to node e in
the i-th eigenvector. For structural encoding S(e) € R¥, we
calculate k-step random walk matrices W* based on the ad-
jacency matrix A, and extract the cumulative probabilities of
node e connecting to itself at each step to form S(e) as :

Vgi), . ,vgk)], 4

S(e) = [dP,a?,...,dD,...,.dW)], (5)
where d.(;) represents the diagonal element of node e after the
i-th step of random walk. This approach not only enhances
the representational ability of the graph but also provides a
richer context for the deep analysis of complex interactions
between different types of medical events.

3.4 Patient Explainer

Based on the patient graph, we are able to predict the fu-
ture development of a patient’s status using their historical
diagnosis and medical information. However, the decision-
making process of GNNs also requires intuitive and inter-
pretable analysis to increase the credibility of decisions and
to assist doctors in better understanding them. Therefore, we
have incorporated a heterogeneous graph explainer module
into our model. By masking certain medical event nodes, the
explainer aims to identify a significant subgraph G crucial
for the model’s predictive results. Utilizing mutual informa-
tion (MI) as the criterion, this process can be expressed as
follows:

max MI (Y/? Gs> (6)

where Y is the prediction of the TRANS model. The obtained
subgraph contains the most influential medical events in the

EHR for predicting the patient’s status. We will provide a
detailed introduction to this module in the appendix



Dataset | MIMIC-IIT  MIMIC-IV CCAE
# of patients 5,449 14,155 565,897
# of visits 14,141 42,053 5,355,668
Avg. # of visits per patient 2.60 2.97 9.46
Max # of visits per patient 39 70 257

# of unique diagnoses 3,874 11,225 8,751

# of unique procedures 1,412 8,352 11,358
# of unique medicines 193 196 200

# of CCS codes | 264 275 280

Table 1: Statistics of processed datasets.

4 Experiments

4.1 Experimental Setting

Datasets

We conduct experiments on the MIMIC-III [Johnson er al.,
2016], MIMIC-IV [Johnson et al., 2023], and MarketScan
Commercial Claims and Encounters (CCAE) [Butler et al.,
2021] datasets. MIMIC-III and MIMIC-IV are two publicly
available medical databases released on PhysioNet. Follow-
ing [Ma et al., 2018], we filtered the original datasets to in-
clude patients who made at least two visits. The CCAE?
dataset is a healthcare database, which contains patients with
longer historical visit information. The goal of the diagnosis
prediction task is to predict the diagnostic labels for the next
visit. Similar to [Ma et al., 2018], we chose to predict the cat-
egory of the diagnosis, which is the CCS (Clinical Classifica-
tions Software) code corresponding to the ICD code. We use
PyHealth [Yang et al., 2023a] for parsing and preprocessing
the dataset. Table 1 presents some statistics of the processed
datasets. Details on dataset processing can be found in the
Appendix.

Baselines
We evaluate our model against the following baselines:

Sequence-based Models. We use four sequence models
based on different backbones. The Transformer [Vaswani
et al., 2017] consists of encoders stacked based on the self-
attention mechanism. RETAIN [Choi et al., 2016] is an RNN-
based model that integrates a Reverse Time Attention mecha-
nism. StageNet [Gao et al., 2020] is enabled by a stage-aware
LSTM module and a stage-adaptive convolutional module.
HiTANet [Luo et al., 2020b] proposes a hierarchical time-
aware Transformer model.

Graph-based Models. We compared our model with three
graph-based models: KAME [Ma et al., 20181, GCT [Choi
et al., 2020], and DDHGNN [Wen et al., 2022]. KAME in-
corporates medical ontology knowledge of ICD codes into
the sequence model. GCT utilizes graph convolutional net-
works to learn the graphical structure in EHR. We extend it
by concatenating a transformer, making it suitable for sequen-
tial input tasks. DDHGNN constructs EHR as heterogeneous
graphs of patients and employs dynamic graph convolution
to learn patient’s features. Additionally, the results of some
models [Hu er al., 2020; Anonymous, 2023] can also be re-
garded as ablation studies for our proposed model.

? Available at https://www.merative.com/real-world-evidence.

The experimental setup and implementation details can be
found in the Appendix.

Evaluation Metrics

We use two evaluation metrics [Ma er al., 2018] for the diag-
nosis prediction task: visit-level precision@k and code-level
accuracy @k. Visit-level precision@k is defined as the num-
ber of correct medical codes within the top k predictions,
normalized by the minimum of k and the actual number of
categories present in a visit. Code-level accuracy @k is the
ratio of correct predictions to the total number of predictions
made for individual codes. The value of k varies from 10 to
30, with higher values indicating better model performance,
where visit-level precision assesses broader performance and
code-level accuracy reflects more detailed accuracy.

4.2 Experimental Results

Table 2 demonstrates the performance of the proposed
TRANS model and all the other baselines on three datasets,
including MIMIC-III, MIMIC-1V, and CCAE. We ran 10
times for each model under random dataset splits and reported
the mean and standard deviation of the results, where the best
results are highlighted in bold and the second best scores are
underlined.

Overall results. Compared to baseline models, our proposed
model TRANS demonstrated SOTA performance across all
three datasets. Notably, the improvements on the MIMIC-IV
and CCAE datasets were more pronounced than on MIMIC-
III. On the other hand, compared to MIMIC-III, almost
all models performed better on the MIMIC-IV and CCAE
datasets. This outcome suggests that more comprehensive
datasets can enhance model training outcomes.
Sequence-based models. As mentioned before, sequence
models treat patients’ historical visits as text, where visits and
medical events correspond to sentences and words, respec-
tively. Table 2 shows that for the MIMIC-III and MIMIC-1V
datasets, it’s evident that the overall performance of sequence
models is not as good as that of graph-based models. This
may be attributed to the fact that in contrast to graph-based
models like GCT and DDHGNN, sequence models are less
effective at extracting structured information within a visit.
Our proposed TRANS, which constructs a patient graph with
temporally connected visit nodes, therefore achieves signif-
icant improvements. For the CCAE dataset, our model also
outperforms those sequence model-based models, which fur-
ther highlights the critical role of the graph module.
Graph-based models. In baseline models like KAME, tree-
structured information of ICD codes is incorporated into
the sequence structure. However, this does not deeply re-
late to the patient’s state, resulting in KAME’s subopti-
mal performance on several datasets. On the other hand,
GCT, DDHGNN, and our proposed TRANS model inte-
grate a graph feature extraction module for visit data into
the sequential network, leading to notable improvements on
datasets with shorter historical sequences like MIMIC-III and
MIMIC-IV. Yet, as Table 2 indicates, these graph-based mod-
els are outperformed by ours on the CCAE dataset. This dis-
parity may stem from their limited focus on visit characteris-
tics, essential for capturing state changes in longer sequences



Visit-Level Precision@k

Code-Level Accuracy @k

Dataset Model 10 20 30 10 20 30
Transformer | 55.01 £ 047 6251+ 037 7230+ 037 | 39.00 £ 037 5840044  69.73 + 0.39
RETAIN 55024031 6351020 73.15+025 | 40.56+0.37 59.27+0.35 7055+ 0.29
KAME 52.04 041  60.76+£0.30  70.74+0.31 | 390.56+ 042 5748+ 028  68.66+ 0.20
StageNet | 51.49+0.43 5957 +040 69.33+0.30 | 38084033 55724032  66.61+0.25
MIMIC-II  HiTANet | 56.33+0.38  63.66+0.35 73.38+0.29 | 40.95+0.30 59.87+0.27  70.68+0.21
GCT 56.05 £ 028 63.78+£026 T3.16£020 | 41.01+£029 59.94+025 70.66L0.17
DDHGNN | 56801035 63.73+£023 72.99+0.19 | 4059 £0.36 59.90 £0.27 7059+ 0.20
TRANS (Ours) | 57.65 £ 0.25 6418+017 73.69+016 | 41.30 £0.28 6019+019 71.17+0.12
Transformer | 6227+ 039 65984025 7466+ 015 | 4032+ 033  60.07+026 7162+ 017
RETAIN 60.79+£ 033 65204020 T7410+016 | 3918+£032 5920026  71.04+ 020
KAME 6116+ 040 64.55+0.33 73.03+£020 | 39042+041 58724029  70.01+0.19
StageNet | 57.80 4044 61.97+031 71.21+022 | 37.15+046 55.87+0.30  67.80 +0.21
MIMIC-IV ~ HiTANet | 63.01+0.30 66.24+024 7501 +0.19 | 4051 +0.34 60.04+025 72.19+0.15
GCT 63154027 66394021 7505+£020 | 41.00£030 6030024  72.23+0.21
DDHGNN | 59.67 £033 6461 L£026 73324018 | 3911+£019 5954 +0.15 70.16 £0.13
TRANS (Ours) | 65.68 £ 022 68.99+020 77124015 | 42.83+£020 63.04+0.18 74.05+0.13
Transformer | 68.97 +0.09 8147+ 008 87.56+ 0.08 | 65.86+0.10 78.68+0.08  86.55 % 0.08
RETAIN 68.14+0.10 77124009 87.14+0.10 | 65.60+£0.08 76.98+007 85.92+0.07
KAME 7169 £012 81724010 86.87+0.08 | 66.59+£0.11 7850 +0.12 8463 +0.10
StageNet | 74.7240.12 84444012 88.86+0.08 | 69.65+0.11 81.2240.10  86.61+0.09
CCAE HiTANet | 75.68+0.11 84.63+013 89.20+010 | 70.35+015 81214011  86.99 & 0.11
GCT 75.64 £ 014 8457012 89.09+0.00 | 7032 +0.14 81224013  86.75 £ 0.09
DDHGNN | 74494015 8413+0.13 88.39+0.13 | 69.20+0.16 S8LO7TL0.15 8580+ 0.15
TRANS (Ours) | 81.81 +0.07 89.29+005 92.82+0.06 | 76.47 +0.07 86.15+0.06 90.70+0.04

Table 2: Results for the diagnosis prediction task on MIMIC-III, MIMIC-IV and CCAE dataset, where the best results are highlighted in bold
and the second best scores are underlined.

for precise diagnosis. HITANe’s good performance on longer

sequence datasets also reflects its hierarchical approach to an-
alyzing a patient’s historical visit stages.

4.3 Model Analyses

Ablation Study

In this section, we conduct ablation studies to investigate the
contributions of different components. Specifically, we re-
moved three key parts of TRANS, namely Spatial Encoding
(SE), Temporal Embedding (TE), and Sequence information
in node feature initialization (Seq). Spatial Encoding includes
both structural encoding and positional encoding. Temporal
Embedding comprises the Time2Vec features of visit nodes
and the temporal embedding of edge features in the graph.
As shown in Table 3, the experimental results first reveal
that each of these components contributes to improving the
model’s performance to some extent. Second, we observe
that removing TE causes more performance degradation than
removing SE, especially in the CCAE dataset where both Seq
and TE play a more significant role. This suggests that graph
convolution layers in TRANS are capable of capturing struc-
tured information to a certain degree, which overlaps with
some features in SE. However, the inclusion of SE also re-
sults in better performance, indicating its important role.

Graph Construction

In this section, we delve into the distinctions among vari-
ous graph construction methods. There are three notable ap-
proaches: (1) The first method, exemplified by GCT [Choi

SE TE Seq | MIMIC-II MIMIC-1V CCAE

X X X | 55.03+£0.35 62.234+0.33 68.80+0.14
X X v | 55924+0.36 62.74+0.27 74.14+0.12
X v/ | 56.73+0.32 63.97+0.27 76.75+0.10
X v v | 57.16+0.28 65.48+0.24 81.63+0.08
v / v | 57.65+0.25 65.684+0.22 81.814+0.07

Table 3: Variants of TRANS. We only report average precision of
the visit-level Top@10 due to the space limitations.

et al., 2020], prioritizes the structural relationships between
medical events within individual visits, omitting temporal
data. This method aggregates medical event nodes to create
a patient representation. (2) The second approach, as intro-
duced by DDHGNN [Wen et al., 2022], conceptualizes EHR
as dynamic graphs with patient nodes at their core. It infuses
temporal information into the dynamic edges linked to med-
ical events. (3) Our proposed method, the third approach,
models EHRs utilizing both time-dependent visit nodes and
medical event nodes. The comparative performance of these
methods is showcased in Table 2, where our method demon-
strates superior efficacy.

DDHGNN’s graph construction, while acknowledging his-
torical visit temporal information, incorporates it solely into
dynamic edge features. This leads to a conflation of medical
event node representations with patient state data, diluting the
focus on specific ICD code attributes. In our analysis of the
CCAE dataset, we selected 4,000 codes that reflect a balanced



(a) DDHGNN

(b) TRANS

Figure 3: t-SNE Scatterplots of medical codes Learned by
DDHGNN and TRANS on the CCAE dataset.

distribution across disease categories. We visualized these
codes in a 2D space using t-SNE (Figure 3), where different
colors represent different categories. The clustering patterns
of ICD code representations in our model (Figure 3b) are no-
tably distinct and category-specific, unlike the more chaotic
representations observed in DDHGNN (Figure 3a). This ob-
servation underscores the efficacy and superiority of our ap-
proach in graph construction.

4.4 Graph Explainer

We employ a patient graph explainer to enhance the inter-
pretability of our model’s predictions, which is crucial for
dissecting the predictive role of each node, including medical
event nodes like medications and diagnoses, and visit nodes.
Leveraging our capability to discern the significance of var-
ious nodes, we have performed a detailed statistical analysis
of key historical diagnoses within the CCAE dataset, which
specifically pertains to patients with Chronic Obstructive Pul-
monary Disease (COPD). For each COPD patient (labeled
with CCS code ‘127’), we calculate the importance of each
diagnosis occurrence and then average these values across the
entire dataset. Our analysis of the diagnostic nodes related to
COPD allows us to pinpoint several potential comorbidities.
As depicted in Table 4, the explainer has identified a range
of likely comorbidities, systematically categorized by disease
type. Notably, these findings, encompassing prevalent com-
plications such as Asthma, Bronchitis, and Hypertension, res-
onate strongly with established clinical knowledge®, demon-
strating the efficacy of the TRANS on predictive modeling.

5 Related Work

In this section, We review two main EHR representation
methods: sequence-based and graph-based, along with their
predictive modeling algorithms.

Sequence-based models. Sequence-based models utilize se-
quential models to capture temporal information in EHR. In
sequence-based studies, patients” EHRs are represented a se-
quence of visit. Each visit contains a list of medical events
(e.g., diagnosis codes and medications). These studies focus
on extracting temporal or contextual features between vis-
its. For example, the classic model RETAIN [Choi et al.,
2016] introduces a attention-based combination of forward
and backward visit-level representations to obtain more ac-
curate predictions. Dipole [Ma er al., 2017] employs bidi-
rectional recurrent neural networks combined with three dis-

3https://www.mayoclinic.org/diseases-
conditions/copd/symptoms-causes/syc-20353679

Respiratory System Diseases

JO6 - Acute upper respiratory infections
J20 - Acute bronchitis
J45 - Asthma

Mental and behavioral disorders

F32 - Major depressive disorder
F17 - Nicotine dependence

Circulatory System Diseases

110 - Essential hypertension
E78 - Disorders of lipoprotein metabolism

Table 4: Potential COPD comorbidities grouped by disease cate-
gories, as identified by the Patient Explainer.

tinct attention mechanisms for patient visit information pre-
diction. More recently, many works [Gao et al., 2020;
Luo et al., 2020b; Chen er al., 2022; Yang et al., 2023¢c] have
applied the powerful Transformer-based model adapted from
natural language processing like BERT [Devlin e al., 2018]
to EHR, treating each visit or medical code as a token.
Graph-based models. Different from sequence-based mod-
els, graph-based models represent EHR in the form of graphs,
which naturally model the inherent structural information
among medical events. For instance, many models leverage
external medical KGs to improve medical code representa-
tion learning. To name a few, GRAM [Choi et al., 2017] uti-
lizes medical ontologies and graph-based attention to develop
strong medical code representations, while CGL [Lu ef al.,
2021] utilizes disease domain knowledge and unstructured
text. KerPrint [Yang ez al., 2023b] proposed a time-aware KG
attention method to understand knowledge decay over time.
There is also considerable research focusing on the extraction
of graph structural features within EHR. [Choi et al., 2018;
Choi et al., 2020] explored the prior and hidden structured
relationships between medical events. [Wen et al., 2022] ex-
panded the graph from visit-level to patient-level, construct-
ing a dynamic graph to represent EHR. However, existing
graph-based models fail to simultaneously extract the tem-
poral and structured relationships between visits.

6 Conclusion

In this paper, we investigate the three levels of relationships
with EHR and the limitations of existing patient representa-
tion methods for predictive modeling. To capture both tem-
poral and structural information about EHR, we propose a
novel temporal heterogeneous graph to represent each pa-
tient’s EHR. Moreover, we propose a TRANS model to learn
the three-level relationships, which use temporal graph trans-
former to extract temporal and structured information from
the graph. We validated our methods and the TRANS model
through experiments on three EHR datasets, demonstrating
superior performance in diagnosis prediction. Utilizing KGs
in healthcare Al is also a crucial research area, particularly
for improving the effectiveness of predictive models in the
field. We will explore the expansion of our models through
the incorporation of KGs in the future work.
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A Methodology
A.1 Temporal Embedding

In our proposed TRANS model, we incorporate temporal em-
beddings to capture the rich temporal relationships in the con-
structed graph. For irregular visit times, we use Time2Vec to
encode time intervals. For temporal edges defined by visit
indices, we employ functional time encoding. In subsec-
tion C.1, we show the visualizations of these two types of
embeddings.

Time2Vec

Time2Vec [Kazemi et al., 2019] is a model-agnostic repre-
sentation for time features. It can process irregular time point
sampling data. In our model, we use Time2 Vec to encode nor-
malized visit times ¢, enabling the model to perceive the inter-
vals between different visits. This helps to better assess the
stages of the patient’s illness. Specifically, Time2Vec com-
prises two parts: periodic and aperiodic components:

T2Vo,(t) =
2a(t) {Sin (wit + ;)

¥f 0< z <d. e
ifd <i<2d.
where 2d represents the dimension of the output vector. The
dimensions of the periodic and aperiodic components can be
adjusted according to the specific model. w; and ¢; are learn-
able parameters, and Sin refers to the periodic activation func-
tion.

Functional Time Encoding

We use temporal edge features to capture the hidden temporal
patterns in the topological structures between medical event
nodes and visit nodes. For example, it can identify changes
in the effects of the same medication at different stages of a
patient’s treatment, such as the attenuation or amplification
of its impact. To achieve a more refined encoding of time in-
dices, we employ functional time encoding proposed by [Xu
et al., 2020]. This continuous functional mapping ®4(t) from
time domain to R can be represented as:

Dy(t) = \/g [cos (wrt) ,sin (wit), ..., cos (wat) ,sin (wqt)]
®)

where the learnable parameters w; correspond to a kernel
function that is actually used to quantify the relative times-
pan.

A.2 Patient Graph Explainer

Many attention-based models enhance the interpretability of
their predictions by using attention coefficients to assist in
analyzing medical events. For models based on GNNs, we
adopt a graph explainer framework similar to those pro-
posed for homogeneous graphs [Ying et al., 2019; Luo et
al., 2020al. The goal of the explainer is to identify a sub-
graph of medical events Gs C G that plays a crucial role in
the model’s prediction. Specifically, the explainer generates a
learnable mask M, for medical event nodes, which is applied
to the original graph G. This allows for quantification of the
changes in the model’s predictions before and after the ap-
plication of the mask. The greater the change in predictions

indicates the higher the importance of the masked nodes. We
quantify this change using mutual information:

MI (Y,G © Me) , )

where M, represents the mask, ® is element-wise multipli-
cation on nodes, and G is the original graph. In practical im-
plementation, we constrain the sparsity of the graph, meaning
|M.| < K, Ky, is the maximum node size in the subgraph.
Referencing the derivation in [Ying ef al., 2019], we can ob-
tain the objective function of the explainer as follows:

C
min — > (g = y:] log P (Y Kelc J(Me)) . (10)

¢ =1
where I[-] denotes the indicator function, Y is the output of
the original model, and y; is the output when the subgraph is
used as input. o denotes the activation function. C' is the total
number of appeared category labels.

B Additional Experimental Setup

B.1 EHR Dataset

In this paper, we use MIMIC-III, MIMIC-1V, and CCAE
datasets. MIMIC-IIT and IV are under PhysioNet Creden-
tialed Health Data License 1.5.0*. MIMIC-III includes infor-
mation about patient diagnoses, procedures, medications, and
more. MIMIC-IV continues the data structure of MIMIC-III
and expands the range and depth of the data. MarketScan
Commercial Claims and Encounters (CCAE) contains the
largest number of patients and the most diverse population
of the MarketScan data. We identified around 560 thousand
distinct patients with Chronic Obstructive Pulmonary Disease
(COPD) in the CCAE from 2015 to 2017. We extracted pa-
tient data from three source tables: Outpatient Drug (D), In-
patient Admission (I) and Outpatient Services (O). Then we
compiled and formulated the raw data into five separate tables
that can be easily prepossessed. The details of these tables
and demo input data can be found in the Github repository.
The statistics on the historical visit lengths of the COPD co-
hort are shown in Figure 4.

We use the table parsing and data processing pipeline pro-
vided in PyHealth [Yang er al., 2023a] to construct the three
datasets. For the code systems of medical events in the
datasets, we use ATC>(level-3) for medication codes. For
MIMIC-III, procedures and diagnoses are provided using
ICD-9%, while MIMIC-IV and CCAE use ICD-107. We ran-
domly divide the datasets into the training, validation, and
testing sets in a 0.75:0.10:0.15 ratio.

B.2 Evaluation Metrics

We use visit-level precision@k and code-level accuracy @k
for the evaluation of the diagnosis prediction task. The

term @k denotes the top-k outputs of Y which are ranked

*https://physionet.org/content/mimiciii/view-license/1.4/
Shttps://www.who.int/tools/atc-ddd-toolkit/atc-classification
®https://www.cdc.gov/nchs/icd/icd9cm.htm
"https://www.cms.gov/medicare/coding-billing/icd-10-codes



2x10°

105 |

Number of Patients

6x10%

4x10*%

05 510 10-15 15-20 =20
Historical Visits Length Range

Figure 4: Distribution of visits lengths on the CCAE dataset. ‘a-b’
represents the visit length interval (a, b].

by their probability. We represent the true label and pre-
dicted label for patient ¢ as Y; and Y, respectively, where
Ye = {y1,92, -, Un};y; € {0,1}. Visit-level precision@k
assesses the predictive performance of a patient’s next visit.
It can be formalized as:

SLlG=v) g

min (k, |Y;])

where the numerator represents the number of correct predic-
tions in the top-k prediction, and |Y;| denotes the total num-
ber of diagnostic codes appearing in the true label of patient
t. In the paper, we report the average results of visit-level
precision@k. Code-level accuracy @k measures the overall
accuracy of the model predictions:

P )
D=1 Vil
where p represents the total number of patients in the dataset.

visit-level precision@k =

code-level accuracy @k =

B.3 Implementation Details

For all baselines and our model, we perform ten random
runs and report both mean and standard deviation for test-
ing performance. We report the performance on the test set
using the best model on the validation set. All experiments
are conducted on a machine with a single NVIDIA A100
GPU with 40GB GPU memory. We implement our model
with Python (3.10.13), Pytorch (1.12.1 CUDA11.3), torch-
geometric (2.3.1), and Pyhealth (1.1.4). We employ AdamW
[Loshchilov and Hutter, 2017] as the optimizer for all the
models. Next, we introduce the baselines used in our paper.
Baselines:

 Transformer. It is a sequence-based model adapted from
NLP. We treat each medical event code as a token and
sum the representations of visits, which are then inputted
into an MLP-based predictor.

* RETAIN. RETAIN [Choi et al., 2016] is an RNN-based
model that integrates a Reverse Time Attention mecha-
nism. Its implementation is based on PyHealth.

* KAME. KAME incorporates medical ontology knowl-
edge of ICD codes into the RNN. For medication codes,
we do not introduce any external knowledge.

Parameters \ Search Space
Learning Rate {1e-2, 5e-3, 1e-3}
Batch Size {64, 128, 256}
Dropout Rate {0-0.6}
# of Heads {1,2,4,6,8}
# of Layers {1,2,4,6}
Hidden Dimension {64, 128, 256}
Spatial Encoding Dimension* {4, 8,12, 16}
Temporal Embedding Dimension* {8, 16,32}

Table 5: The search space of hyper-parameters. * TRANS only.

» StageNet includes a stage-aware LSTM module and a
stage-adaptive convolutional module. Its implementa-
tion is based on PyHealth.

» HiTANet. HiTANet [Luo et al., 2020b] is a transformer-
based model that treats each visit as a token and incor-
porates the relative intervals between visits into its atten-
tion mechanism.

* GCT. It is a classic model for extracting structured infor-
mation between medical events, but it is not a sequence
input model. We apply GCT to extract single visit fea-
tures, and then input the sequential visit representations
into a transformer to obtain the final output.

* DDHGNN. [Wen et al., 2022] propose a dynamic het-
erogeneous graph-based model for Opioid Overdose
Prediction. It employs a dynamic heterogeneous graph
convolution to learn patient representations and intro-
duces an adversarial disentangler to obtain an enhanced
disentangled representation. We adapted this model for
diagnostic prediction and omitted the disentangler mod-
ule in our implementation.

We tune the hyper-parameters of baseline models and
TRANS by grid search. The search space of hyper-
parameters is shown in Table 5.

C Additional Results

C.1 Feature Visualization

In this section, we present the visualization of time and spatial
embeddings to provide an intuitive demonstration.

Temporal Embedding

We visualized both Time2Vec and functional time encoding
as shown in Figure 5, where different colors represent differ-
ent values. From the figure, we can observe that both em-
beddings contain periodic and aperiodic components. On the
other hand, we find that compared to Time2Vec, Functional
Time Encoding is more sensitive to timespan. Therefore, we
use them to encode relatively significant visit time intervals
and index-based edge features, respectively.

Spatial Encoding

To representatively demonstrate, we show the results of posi-
tional encoding for two different patient graphs in Figure 6.
Due to space constraints, we only display the results for med-
ical codes. Positional encoding and structural encoding are



'] 20 40 60 80
Time (days)

(a) Time2Vec

6 8
Timestamps

(b) Functional Time Encoding

Figure 5: Visualization of Temporal Embeddings.

capable of representing the structural information of medical
event codes within the patient graph. For the same medical
event code, global positional encoding can extract its unique
positional information across different patients. Meanwhile,
local structural encoding can capture certain substructures
within a patient’s graph, such as ring structures formed by
two medication code nodes and three visit nodes. These sub-
structures can be used to deduce high-level patient represen-
tations.

C.2 Length of Historical Visits

The length of a patient’s historical visits may impact model
performance. In this section, we delve into a more detailed
examination. As shown in Figure 7, we test the perfor-
mance of Transformer, DDHGNN, and our model on pa-
tients with visit lengths ranging from 2 to 8 on the CCAE
dataset. All three models perform significantly better on
shorter visit sequences compared to the average score across
all test samples. This indicates that longer visit sequences
are more challenging to predict. Such a result is also consis-
tent with the findings in [Anonymous, 2023]. On the other
hand, the performance of our model shows a slight decline
for longer sequences, but it remains significantly better than
both DDHGNN and transformers. We will further explore
long-sequence prediction in our future work.

C.3 Ablation Study

In Table 6, we present the performance of various variants of
the TRANS model. We observe that compared to structural
encoding (SE), temporal information has a greater impact on
the model’s predictions. Notably, the absence of temporal
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Figure 6: Visualization of Positional Encoding.
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Figure 7: Results for different visit lengths on the CCAE dataset.

encoding (TE) has a more significant impact on the model
than the absence of sequential information (Seq) from visit
nodes. However, in the CCAE dataset, sequential features
play a more pronounced role. This is likely because in long
visit sequences, relying solely on shallow GNNs means the fi-
nal visit nodes are unable to capture long-distance dependen-
cies. Therefore, it is necessary to incorporate sequence fea-
tures extracted by sequence models into the initial features.

Figure 8: Initial patient graph v.s. Graph after explainer

C.4 Patient Explainer

Figure 8 illustrates the graph derived from a patient’s EHR
in the CCAE dataset, along with the analysis results using



Visit-Level Precision@k

Code-Level Accuracy @k

Dataset Model 10 20 30 10 20 30
w/o Seq | 56.85+0.33 63.89£0.22 73.314+0.21 | 41.13£0.35 60.01 £0.28 70.95 £ 0.22
MIMIC-IIT w/oSE | 57.16 £0.28 64.06 +0.19 73.50+0.20 | 41.15+0.30 60.01 £0.24 71.00+0.19
w/oTE | 56.73 £0.32 63.70£0.20 73.294+0.18 | 41.09+0.34 59.91+£0.23 70.81+0.17
w/o Seq | 63.854+0.28 67.17+0.24 75.494+0.16 | 41.61 +£0.26 60.93+0.23 72.46+0.19
MIMIC-IV w/oSE | 65.48 +£0.24 69.41 +0.23 77.05+0.15 | 42.70+0.21 62.27+0.20 73.90+0.12
w/o TE | 63.97 £0.27 67.03+0.23 75.604+0.16 | 41.75+£0.25 61.07+0.23 72.714+0.16
w/o Seq | 76.50 £ 0.10 84.80£0.12 89.314+0.10 | 71.00£0.16 81.944+0.11 87.18+£0.12
CCAE w/oSE | 81.63 +£0.08 88.78+-0.09 92.544+0.08 | 76.15+0.09 85.80+0.08 90.51 4+ 0.06
w/oTE | 76.75£0.10 85.294+0.10 90.354+0.08 | 71.54 £0.14 82.224+0.10 88.32 4+ 0.09

Table 6: Ablation studies of the TRANS on three datasets. w/o stands for the ablated model variant without a specific module.

the graph explainer. In this graph, green nodes signify vis-
its, while diagnoses, procedures, and medications are rep-
resented by red, blue, and yellow nodes, respectively. The
graph structure is visualized using NetworkX, where node
transparency in the right-hand figure indicates their impor-
tance in the model’s prediction. This analysis highlights key
diagnostic nodes such as J41 (chronic bronchitis) and J44.0
(COPD with acute lower respiratory infection), offering in-
sights into the patient’s COPD progression. Additionally, the
diagnostic node 149.9, indicative of ‘arrhythmia’, suggests a

common complication associated with COPD.
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