
ar
X

iv
:2

40
5.

03
79

1v
1 

 [
m

at
h.

A
P]

  6
 M

ay
 2

02
4

REGULARITY FOR FULLY NONLINEAR ELLIPTIC EQUATIONS WITH NATURAL GROWTH

IN GRADIENT AND SINGULAR NONLINEARITY

MOHAN MALLICK AND RAM BARAN VERMA

Abstract. In this article we consider the following boundary value problem














F(x, u,Du,D2u) + c(x)u + p(x)u−α = 0 in Ω

u = 0 on ∂Ω,

where Ω is a bounded and C2 smooth domain in RN and F has superlinear growth in gradient and c(c) < −c0 for

some positive constant c0 .Here, we studies the boundary behaviour of the solutions to above equation and establishes

the global regularity result similar to one established in [12, 16] with linear growth in gradient.

1. Introduction

Consider the following boundary value problem:

(1.1)















F(x, u,Du,D2u) + c(x)u = −p(x)u−α in Ω

u = 0 on ∂Ω,

where Ω is a C2 smooth domain in RN , F has superlinear growth in gradient and p is a positive function. There

are many problems in sciences and engineering the study of which leads to an equation of the form (1.1). We

would like mentioned [3, 4, 22], where first two articles deal with the study of steady state of thin films while

third is related to the modelling of the MEMS devices. The study of existence, boundary behaviour and reg-

ularity of solutions to (1.1) in the case where F is a linear elliptic operator has linear growth in gradient has

seek attention of a large group of researcher. The first attempt to establish the existence and understand the

behaviour of solution to equations having singular non linearity has been made in [11]. In this article, one of

the results asserts that in general these problems do not have classical solutions. Later on A. C. Lazer and P.

J. Mckenna in [18],consider (1.1) with F = ∆ and c = 0. Here authors proved that if the domain is smooth

and p is Hölder continuous function then there exists a classical solution and is comparable to the power of

the eigen function of the associated Dirichlet problem. In this continuation, Gomes [15] has considered the

(1.1) the with F = Div
(

A∇u
)

, c = 0 and p behaving like a power of the distance function and studied the

behaviour and regularity of solution. In 1993, C. Gui and Lin [16] consider the (1.1) with Laplace operator,

c = 0 and p behaving like (4.1) and prove that the solution is Hölder continuous or gradient of the solution is

Hölder continuous depending on the range of µ. Recently, in [12] P. Felmer etc. consider (1.1) with F having

linear growth in gradient and prove the existence of positive solution and studies its regularity properties. The

existence of solution to (1.1) with sublinear nonlinear term as well as associated semipositone problems have

been established in [27]. Although the existence of solution to a class of equations having superlinear growth in

gradient and singular non linear term is proved in [28] but the regularity of the solutions to such equations has

not been proved yet.

The equations having superlinear growth in gradient have been attaracting continuous attention of the re-

searchers. Study of such equations was started by L. Boccardo et.al [5] in 1982. Since then many authors

considered the problems involving natural growth in gradient, for example, see [2, 6, 7, 13, 19]. Fully nonlinear

elliptic equation with natural growth in gradient first of all appears in [10, 17]. In [17], authors establish the

comparison principle and existence of solutions. A comprehensive study of this class of equations have been
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by B. Sirakov in [25]. One of the results of this article asserts global Hölder estimate for solutions see Theo-

rem 2 [26]. At this point we would like to point out that we do not have Harnack inequality for this class of

equation in general. B. Sirakov uses a version of weak(very weak see Remark below Proposition 4.2 [26]).

Recently, G. Nornberg [20] establishes C1,α regularity for these class of equations [20]. This result asserts the

interior regularity of solutions (1.1). Here we establish the global regularity of solutions (1.1). In this article

we establish the regularity of solutions to (1.1) similar to one established in [12]. As in [12] we first prove the

boundary behaviour of solutions and then establish the regularity of solution. These boundary behaviour and

regularity of solutions depends on the range of µ as discussed above. For a range of values of µ we prove global

Hölder continuity of the gradient. This result has been proved by following the Krylov approach. For linear

equation without lower order we refer Theorem 9.31 [14] while for nonlinear equation linear growth in gradient

we refer [24]. We also refer to [1] for parabolic analogue of this result. Recently, this result has been gener-

alised to the equations with superlinear growth in gradient [8]. But the approach used in this article requires the

non-homogeneous term to be in LN which may not be the case in our case. We follow the approach used in [14]

with proper adaptation to the equations with singular non linearity introduced in [12]. The problem considered

here has superlinear growth in gradient in gradient as well as singular nonlinearity. In [12] authors considered

equation with linear growth in gradient and Harnack inequality is available for these class of equations. How-

ever, Harnack inequality is not available for the class of equations considered here. Our proof uses only weak

Harnack inequality for equation with linear growth in gradient. At this point we would like bring the notice that

weak Harnack inequality true for any nonnegative supersolution. However, for Harnack inequality to be true the

function has to be non negative sub and super solution of the extremal equations. This is very important for our

result because we apply the transformation (2.2) to get rid of the superlinear growth in gradient but we get only

on side inequality. This approach requires the global Lipschitz continuity of the solution. This is the content of

our next section. Moreover, in section two we prove the boundary behaviour for the positive solutions to equa-

tions of (1.1). All the result of this section requires the comparison principle to hold for the class of equations

considered. Our operator F is proper as well as c(x) < −c0 guarantees that the comparison principle hold for

the details see, Proposition 3.1 [25].

2. Definition and Basic Results

The function F in (1.1) has superlinear growth in gradient and continuous in its argument x. Moreover, it

satisfies the following structure condition:

(2.1) (S C)







































(i)M−λ,Λ(M1 − M2) − B(|p1| + |p2|)|p1 − p2| − b|p1 − p2| − d((r1 − r2)+)

≦ F(M1, p1, r1, x) − F(M2, p2, r2, x)

≤ M+λ,Λ(M1 − M2) + B(|p1| + |p2|)|p1 − p2| + b|p1 − p2| + d((r2 − r1)+),

(ii) F(x, 0, 0, 0) = 0.

where B, b and d are positive constants and (x, r1, p1, M1), (x, r2, p2, M2) ∈ Ω × R × RN × S (N), where S (N)

denotes the set of real symmetric matrices of order N × N. Associated to the constant B appearing in the above

(S C) we define the following two constants:

(2.2) l1 = B/Λ and l2 = B/λ.

Observe that l1 < l2 as long as λ < Λ. The operator F is proper uniformly elliptic operator. As we mentioned that

this work is a generalization of the works [8,12,20,25] so we will be borrowing the required results from these

articles. Since many estimates near the boundary have been obtained by construction the barriers, so we have

taken the coefficients continuous and bounded. Consequently by solution in this article we wean continuous

”viscosity solution” unless otherwise explicitly mentioned. Consider the following problem

(2.3)















F(x, u,Du,D2u) + c(x)u = g(x, u) in Ω

u = 0 on ∂Ω,

where g : Ω × R −→ R is a continuous function.
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Definition 2.1 (see [9]). A function u ∈ C(Ω̄) is called the viscosity subsolution (resp., supersolution) of (2.3)

if for any φ ∈ C2(Ω) such that u − φ has a maximum (resp., minimum) at some point x0 ∈ Ω then we have

F(x0, u(x0),Dφ(x0),D2φ(x0)) + c(x)u ≥ g(x0, u(x0)) (resp., ≤ g(x0, u(x0))).

u is a solution if it is both subsolution and supersolution at the same time and u = 0 on ∂Ω.

We will be using the following transformation again and again, for more details see Lemma 2.3 [25].

Lemma 2.2. Let u ∈ C2(Ω). For any l > 0 set

v =
elu − 1

l
, and w =

1 − e−lu

l

Then in Ω we have

Dv = (1 + lv)Du, and Dw = (1 − lw)Du

and

lλ|Du|2 +M±λ,Λ(D2u) ≤
M±

λ,Λ
(D2v)

1 + lv
≤ lΛ|Du|2 +M±λ,Λ(D2u)

−lΛ|Du|2 +M±λ,Λ(D2u) ≤
M±

λ,Λ
(D2w)

1 − lw
≤ −lλ|Du|2 +M±λ,Λ(D2u)

and, clearly, u = 0(resp. u > 0) is equivalent to v = 0(resp. v > 0). This lemma is also remains true if u ∈ C(Ω)

and respective classical inequalities hold in the viscosity sense.

Above lemma helps us to absorb the superlinear growth in the gradient but at the same time dependent

variable gets multiplied by a term containing the logarithmic of the function. In order to deal with such non-

linearities we will be using the following elementary result from the calculus.

Lemma 2.3. Let us consider

f (r) = −(1/l2) log(1 − l2r) − t and g(r) = (1/l1) log(1 + l1r) − r

defined respectively in [0, 1/l2) and [0,∞). The function f is non-decreasing and has minimum at r = 0. While

the function g is non-increasing and has maximum at r = 0. In particular, we have

(i) − (1/l2) log(1 − l2r) ≥ r for t ∈ [0, 1/l2)]

(ii) (1/l1) log(1 + l1r) ≤ r for t ∈ [0,∞).

As we have mentioned in the introduction that this article discusses about the global regularity of solutions

of (1.1) depending on the range of α. One of our results is about the global C1,β regularity of solutions. This

regularity has been established as usual by combining the interior gradient estimate in [20] and boundary Hölder

continuity in the standard way. The boundary gradient Hölder continuity has been obtained by following Krylov

approach. For more details about this approach for obtaining the gradient estimate at boundary, we refer to

Theorem 9.31 [14] and [8, 24]. At this point, we would like to point out that even though this result has been

established in [8] for more general class of operators but it has been assumed that the non-homogeneous term

is in LN which may not be true in our case. We have obtained this result by following the approach as in [12]

which uses modified auxiliary function suiting to equation with singular nonlinear term. But this approach

require Harnack inequality which is not available for the considered class of equations. We have established

this result by using the weak Harnack inequality followed by transformation in Lemma2.2. For more details we

refer to the proof of Proposition 5.2 and Theorem 5.4. We have taken the following weak Harnack inequality

from [29] see Proposition 1.8 there.

Theorem 2.4. Suppose that u is a non negative viscosity supersolution of

M−λ,Λ(D2u) − b|Du| ≤ f in B2R(x0).

Then then there exist p and C depending on λ,Λ, n, b such that
[?

BR

updx

]1/p

≤ C

(

inf
BR

u + R‖ f ‖LN (BR)

)

holds.
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As we know that the krylov approach requires the boundary Lipschitz estimate for the solution to hold. This

estimate as in [12], will be obtained as by constructing an appropriate sub and supersolution. These sub and

supersolution are solution to a boundary value problem. We establish the existence of solution to the above

mentioned auxiliary class of equations by monotone iteration method. As we know that this method require

the construction of a subsolution and a supersolution along with the comparison principle. In the construction

of sub and supersolution as in Lemma 1 [12], we need the eigen function of certian equation. We start by

introduction of the following two operators:

(2.4) F±1 (u) =M±λ,Λ(D2u) ± B|Du|2 ± b|Du|

(2.5) F±2 (u) =M±λ,Λ(D2u) + ±b|Du|.

For given 0 < r < R we define the annular domain

(2.6) Cr,R = {x ∈ R
N | r < |x| < R}.

For the following existence result see Theorem 1.1 [23].

Theorem 2.5. There exists (λ+
1
, ψ) ∈ R+ ×

(

W
2,N

loc
(Cr,R) ∩ C(Cr,R)

)

solution to the following

(2.7)























F+2 (ψ) = −λ+1ψ in Cr,R,

ψ > 0 in Cr,R

ψ = 0 on ∂Cr,R.

We also need the following result which asserts the existence of positive solution to the weighted eigenvalue

problem for details see Theorem 6 [12].

Theorem 2.6. There exists (λ+, φ) ∈ R+ ×W2,N

loc
(Ar,R) such that

(2.8)























F+2 (φ) = −λ+(γ − r)µφ in Cr,R,

φ > 0 in Cr,R

φ = 0 on ∂Cr,R.

We also need the following comparison principle for more details see, Proposition 3.1 [25].

Proposition 2.7. Let F satisfies (S C) and u and v be respectively sub and supersolution of

(2.9)















F(x, u,Du,D2u) − c0u ≥ f (x) in Ω,

F(x, v,Dv,D2v) − c0v ≤ f (x) in Ω,

for some c0 > 0 and u ≤ v on ∂Ω then u ≤ v in Ω.

3. Estimates on the solution near the boundary of the domain

Along with this establish the boundary behaviour of solutions to our class of equation will also be accom-

plished by establishing the existence and properties of the solutions to an appropriate class of equations.

Lemma 3.1. Assume µ ≥ 0, α > 0. There exists R0 > 0 such that for every 0 < r < R ≤ R0,C > 0 and M > 0,

the problem

(3.1)

F1
+
(v) − c0u + M(r − ̺)µv−α = 0inC̺,R,

v = 0 on ∂B̺,

v = L on ∂BR,

has unique positive solution.

Proof. Let us consider

(3.2) F1
+
(w) − c0w +

M(r − ̺)µ

(w + δ)α
= 0
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regularized version of (3.1). In view of the comparison principle Proposition 2.7, it is sufficient to construct an

appropriate ordered sub and supersolution. Let us proceed to construct the subsolution. Fix a 1 < κ < 2, and

consider u1 = m1ψ
κ. Then

F2
+
(u1) − c0u1 +

M(r − ̺)µ

(u1 + δ)α
≥ m1ψ

κ
[

κ(κ − 1)λ|ψ′|2ψ−2 − c0

]

+ (r − ̺)µ
[

− m1κλ
+ψκ +

M

(m1ψκ + δ)α

]

.

Note that in a neighbourhood of ∂C̺,R first term in the right is non negative for any m1. In the rest part of C̺,R

we can choose m1 and δ0 sufficiently small such that the right hand side is nonnegative for any δ ∈ (0, δ0).

Therefore u1 = m1ψ
κ is a subsolution of (4.13) for any δ ∈ (0, δ0). Furthermore, it will stay a subsolution for

any smaller m1. In order to construct a supersolution we first construct a supersolution of the following problem

(3.3) F+2 (w) −
c0

l1
(1 + l1w) log(1 + l1w) + M(r − ̺)µ

[

1 + l1w
][ 1

l1
log(1 + l1w)

]−α
≤ 0 in C̺,R.

Let us consider the function

(3.4) u2 = (1 + m2)ψη + m2ψ +
L(r − ̺)

(R − ̺)

where ψ is from (2.7) and m2 is a constant to be chosen below. Observe that u2 is nonnegative therefore the term

containing c0 is negative for this function.

(3.5)







































F+2 (u2) + M(r − ̺)µ(u2 + δ)−α ≤ (1 + m2)η(η − 1)λ|ψ′|2ψη−2

− (1 + m2)ηλ+1ψ
η − m2λ

+

1ψ + M(r − ̺)µ

[

1 + l1(1 + m2)ψη + m2l1ψ +
Ll1(r − ̺)

R − ̺

][

1

l1
log

(

1 + l1(1 + m2)ψη + l1m2ψ +
Ll1(r − ̺)

(R − ̺)

)

]−α

Let

M+λ,Λ(D2µ(x)) + b|Dµ(x)| ≤ C1 for all x ∈ C̺,R

where µ(x) =
L(r−̺)

(R−̺)
. We first choose a small neighbourhood of ∂C̺,R such that































C1 + M(|x| − ̺)µ
[

1 + l1ψ
η
+

Ml1(|x| − ̺)

(R − ̺)

][ 1

l1
log

(

1 + l1ψ
η
+

Ml1(r − ̺)

(R − ̺)

)]−α
<

1

2
η(1 − η)λ|ψ′|2ψη−2

M(r − ̺)µ
[

2l1 max{‖ψη‖L∞ , ‖ψ‖∞}
][ 1

l1
log

(

1 + l1ψ
η
+

Ml1(r − ̺)

(Γ − γ)

)]−α
<

1

2
η(1 − η)λ|ψ′|2ψη−2

Then outside of the chosen neighbourhood ψ > ̟ for some positive constant ̟. Therefore we can choose m2

large enough such that the right hand side of (3.5) is non positive. Therefore, in view of Lemma 2.2 we find that

ũ2 =
1

l1
log

(

1 + l1(1 + m2)ψη + m2l1ψ +
Ll1(r − ̺)

(R − ̺)

)

is a supersolution. Furthermore we can choose m1 sufficiently small and m2 large enough such that u1 ≤ ũ2. The

rest of the proof follows in the same manner as in Lemma 1 [12]. �

4. Estimates on the solution near the boundary of the domain

Theorem 4.1. Suppose that u is a solution of (1.1). Suppose also that there are two positive constants C1,C2

such that

(4.1) C1dµ(x) ≤ p(x) ≤ C2dµ(x),

where d(x) is the distance of x from the boundary.

(1) If α < 1 + µ then there exist constants A1, A2 > 0 such that

A1d(x) ≤ u(x) ≤ A2d(x), x ∈ Ω.

(2) If α = 1 + µ then there exist constants a1, a2,D > 0 such that

a1d(x)(D − log d(x))1/(1+α) ≤ u(x) ≤ a2d(x)(D − log d(x))1/(1+α).
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(3) If α > 1 + µ then there exist constants a1, a2 > 0 such that

a1d(x)(µ+2)/(1+α) ≤ u(x) ≤ a2d(x)(µ+2)/(1+α), x ∈ Ω.

Proof. Since Ω is C2 we can find a ̺ > 0 such that if

Ω̺ = {x ∈ Ω | d(x) < ̺},

then for each x ∈ Ωγ there exists y = y(x) ∈ ∂Ω and z(x) < Ω along the normal at y(x) such that |y − z| = ̺. Set

R = 2̺ and decrease ̺. Note that B̺(z) is an exterior tangent to ∂Ω. So for x ∈ Ω ∩ B̺(z) (4.1) can be written as

follow:

p(x) ≤ C2dµ(x) ≤ C2(|x − z| − ̺)µ.

Now we choose the solution of (3.1) with M ≥ C2 and L = sup
Ω

u with a suitable c0 so that comparison principle

holds. Therefore by comparison principle

u(x) ≤ w(x) = v(|x − z|).

The required upper bound will follow by the arbitrariness of x if we show that

(4.2) w(r) ≤ A2(r − ̺), for all r ∈ [̺, R]

under the assumption µ − α > −1 for some positive constant A2. The inequality will be achieved by rewriting

the (3.1) in more detail way. Let us introduce the function

θ(s) =















Λ, if s ≥ 0

λ, if s < 0.

Then, since w is radially symmetric, the eigenvalues of D2w are w′′(r) and w′(r)/r, so by definition of M+
λ,Λ

we

have

M+λ,Λ

(

D2w
)

(r) = θ
(

w′′(r)
)

w′′(r) + θ
(

w′(r)
)

(N − 1)
w′(r)

r
.

Thus w satisfies the equation

(4.3) θ
(

w′′(r)
)

w′′ + θ
(

w′(r)
)

(N − 1)
w′

r
+ B|w′|2 + b|w′| − c0w + C(r − ̺)µw−α = 0.

In order to write (4.3) let us define

χ(r) =
θ (w′(r)) (N − 1)

θ (w′′(r)) r
,

ξ(r) = exp

(∫ r

1

χ(s)ds

)

and ξ̃(r) =
ξ(r)

θ (w′′(r))
.

It is easy to observe the following inequalities


















N+ − 1 ≤ χ(r)r ≤ N− − 1,

rN−−1 ≤ ξ(r) ≤ rN+−1 and
ξ(r)

Λ
≤ ξ̃(r) ≤

ξ(r)

λ
,

where N+ =
λ
Λ

(N − 1) + 1, and N− =
Λ

λ
(N − 1) + 1. In view of the above notation (4.3) can be rewritten as

follows:

(4.4)
(

ξw′
)′
+ ξ̃

[

B|w′|2 + b|w′| − c0|w| +C(r − ̺)µw−α
]

= 0.

Let ̺0 = sup {r ∈ [̺,R] | w′(s) > 0, s ≤ r}. In view of Höpf’s lemma ̺0 > ̺ and w′(̺0) = 0. Now, by

observing that w(s) ≥ a1(s − γ). Integrating for r ∈ (̺, ̺0), we find

w′(r) ≤ (ξ(r))−1

∫ r0

r

ξ̃(s)
[

B |w′(s)|2 + b |w′(s)| + c0|w| +C a−α1 (s − γ)µ−α
]

ds.

The right hand side is bounded in view of µ − α > −1, 0 < c(γ) ≤ ξ(r), ξ̃(r) ≤ C, and w ∈ W2,N

loc
. Thus w′(r) is

bounded for r ∈
[

γ, r0

]

, so the (4.2) follows.
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Estimate α = 1 + µ:

The proof of this part follow on the line of [12, 16]. As in the proof of the above part by the regularity of the

domain we can find γ such that for each x ∈ Ω̺ we can find y(x) ∈ ∂Ω and z < Ω such that |y − z| = ̺. As we

wish to show that

(4.5) u(x) ≤ A2d(x)(D − log d(x))1/(1+α)

for some constant A2. In view of the inequality

1

l1
log(1 + ł1t) ≤ t for all t ≥ 0,

it is sufficient to show that

(4.6) u(r) ≤
1

l2
log(1 + l2u4(r)),

where u4(r) = C̄(r − ̺)(D − log(|x| − ̺))1/(1+α), for sufficiently large C̄ and D > 1 + log(2 diam(Ω)). We will

achieve this by comparison principle. Since (1 + l1u4)(1/l1) log(1 + l1u4) is non negative therefore by Lemma

2.2 if u4 satisfies

(4.7) F+2 (u4) + c2(r − ̺)α−1
[

(1 + l1u4(r))
][ 1

l1
log

(

1 + l1u4(r)
)]−α
≤ 0 for all r ∈ [̺,R]

for C̄ sufficiently large satisfying sup
Ω

u(x) ≤ 1/l2 log(1 + l2u4(R)). Then (1/l1) log(1 + l1u4) becomes a superso-

lution of

F+2 (u4) + B|u′4|
2 − c0u4 + c2(r − ̺)µu−α ≤ 0,

consequently the result follow from comparison principle. Now, we establish (4.7). Let ̺ as above and consider

R = (1 + θ)̺, with θ > 0 to be fixed later. We further assume R = (1 + θ)̺ < 1.

First and second derivative of u4(r) are given as follows:























































u′4(r) = C̄h(r)

(

D − log(r − ̺) −
1

1 + α

)

,

u′′4 (r) =
−C̄

(1 + α)(r − ̺)
h(r)

(

1 +
α

1 + α
(D − log(r − ̺))−1

)

,

c2(r − ̺)µ

uα
4

=
c2h(r)

C̄α(r − ̺)
,















































u′4(r) = C̄h(r)(D − log(r − ̺) − 1/(1 + α)),

u′′4 (r) =
−C̄

(1 + α)(r − ̺)
h(r)

(

1 +
α

1 + α
(D − log(r − ̺))−1

)

,

c2(r − ̺)µ

uα
4

=
c2h(r)

C̄α(r − ̺)
,

where we have used µ + 1 = α and

(4.8) h(r) = (D − log(r − γ))−α/(1+α).

Some observation about the above derivative are as follows:

(1) u′
4
(r) > 0, u′′

4
(r) < 0.

(2) For all r ∈ (̺,R) we have

(4.9)



















































Λ(N − 1)(r − ̺)

r

(

D −
1

1 + α
− log(r − ̺)

)

−
λ

1 + α

(

1 +
α

1 + α
[D − log(r − ̺)]−1

)

≤ −
λ

1 + α
+ Λ(N − 1)θ

(

D −
1

1 + α
− log θ

)

≤ −
λ

2(1 + α)
,
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provided θ is small enough. With the above chosen value of θ we have

(4.10)














































































































F+2 (u4) +
c2(r − ̺)α−1

[

(1 + l1u4(r))
]

[

1
l1

log
(

1 + l1u4(r)
)]α ≤

C̄h(r)

(r − ̺)

[

Λ(N − 1)(r − ̺)

r

(

D −
1

1 + α
− log(r − ̺)

)

−
λ

1 + α

(

1 +
α

1 + α
[D − log(r − ̺)]−1

)

+

b(r − ̺)
[

D − log(r − ̺) −
1

1 + α

]

+

c2(r − ̺)α
(

1 + l1C̄(r − ̺)
(

D − log(r − ̺)
)1/(1+α)

)

h(r)C̄
[

1
l1

log
(

1 + l1C̄(r − ̺)
(

D − log(r − ̺)
)1/(1+α)

)]α

]

≤
C̄h(r)

(r − ̺)

[

−
λ

2(1 + α)
+ b(r − ̺)

[

D − log(r − ̺) −
1

1 + α

]

+

c2(r − ̺)α
(

1 + l1(r − ̺)C̄
(

D − log(r − ̺)
)1/(1+α)

)

h(r)C̄
[

1
l1

log
(

1 + l1C̄(r − ̺)
(

D − log(r − ̺)
)1/(1+α)

)]α

]

By using log(1 + t)/t→ 1 as t → 0 we find that for any fixed C̄ we have

h−1(r)(r − ̺)α
[

1

l1
log

(

1 + l1C̄(r − ̺)
(

D − log(r − ̺)
)1/(1+α)

)

]−α

C̄−α → 1

as r → ̺. Now consider

(4.11)


























































c2(r − ̺)α
(

1 + l1(r − ̺)
(

D − log(r − ̺)
)1/(1+α)

)

C̄h(r)
[

1
l1

log
(

1 + l1C̄(r − ̺)
(

D − log(r − ̺)
)1/(1+α)

)]α =

c2

(

l1(r − ̺)C̄
(

D − log(r − ̺)
)1/(1+α)

)α

C̄1+α
[

log
(

1 + l1C̄(r − ̺)
(

D − log(r − ̺)
)1/(1+α)

)]α+

c2lα
1
(r − ̺)α

(

l1C̄(r − ̺)
(

D − log(r − ̺)
)1/(1+α)

)

C̄h(r)
[

log
(

1 + l1C̄(r − ̺)
(

D − log(r − ̺)
)1/(1+α)

)]α .

Observe that the first term on the right hand side converge to C̄−α−1 and second term converges to 0 in view

of the above observation and the fact ta log(t) → 0 as t → 0 for any a > 0. We may choose C̄ larger so that

c2C̄−1−α < λ/10(1 + α) and (1/l2) log(1 + l2u4(R)) ≥ supx∈Ω u(x). Then we choose θ small enough such that the

contribution from second term and remaining part of the last term in the right hand side of (4.22) is less than

λ/5(1 + α).

In order to obtain the lower bound for u again we proceed for any x ∈ Ω̺/2 by finding y = y(x) ∈ ∂Ω and

z ∈ Ω such that B̺(z) is the ball touching ∂Ω at y ∈ ∂Ω. Now we want to apply the comparison principle in the

annular domain B̺(z) \ B̺/2(z). Let us consider the following function

u5(r) = c̄(̺ − r)(D − log(̺ − r))1/1+µ,

where D and c̄ will be chosen later. Let us show that for c̄ sufficiently small such that

(4.12) F−2 (u5)+
c0

l2
(1−l2u5) log(1−l2u5)+C1(̺−r)α−1

[

(1−l2u5(r))
][ 1

l2
log

(

1−l2u5(r)
)]−α
≥ 0 for all r ∈ [̺/2, ̺].

Observe that u5 is non-negative and can be made as small we want by choosing c small. We also note that the

term involving c0 is non-positive. Let us proceed by introducing

h(r) =
(

D − log(̺ − r)
)

−µ

1+µ
.
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With the above introduction of h in hand we get

u′5(r) = ch(r)

[

1

(1 + µ)
−

(

D − log(̺ − r)
)

]

h′(r) = −
µ

(1 + µ)

h(r)
[

D − log(̺ − r)
]

(̺ − r)

(̺ − r)α

u
µ

5

=
h(r)

c
µ
(̺ − r)

as 1 + α = µ

u′′5 (r) = −
ch(r)

(1 + α)(T − r)
[

D − log(̺ − r)
]2

[

α

(1 + α)
+

{

D − log(̺ − r)
}

]

.

Taking into account the sign of u′
5
(r), u′′

5
(r) we get the following:

M−λ,Λ(D2u) =
ch(r)Λ

(̺ − r)(1 + µ)
Aλ,Λ(r),

where

Aλ,Λ(r) =

[

(̺ − r)(N − 1)

r
−

(1 + µ)(̺ − r)(N − 1)

r

[

D − log(̺ − r)
]

+
1

(1 + µ)
[

D − log(̺ − r)
]2
− (2 + µ)

]

.

Thus we find that

(4.13)











































































F−2 (u5) + −
c0

l2
(1 − l2u5) log(1 − l2u5) +

C4(̺ − r)α
[

(1 − l2u5(r))
]

[

− 1
l2

log
(

1 − l2u5(r)
)]µ =

ch(r)

((̺ − r))

[

ΛAλ,Λ(r)

(1 + µ)
+ b(̺ − r)

[ 1

(1 + µ)
−

(

D − log(̺ − r)
)]

−
c0(̺ − r)

l2ch(r)

(

1 − l2u5(r)
)

log(1 − l2u5)

+
C(̺ − r)1+α(1 − l2u5)

ch(r)
[

− 1
l2

log(1 − l2u5)
]µ

]

.

Observe that u5(r) = c(̺ − r)h
−1
µ (r) and 1 + α = µ. Now, consider the following last two terms from the right

hand side of the above expression

(4.14)







































−
c0(̺ − r)

l2ch(r)

(

1 − l2u5(r)
)

log(1 − l2u4) +
C(̺ − r)1+α(1 − l2u4)

ch(r)
[

− 1
l2

log(1 − l2u5)
]µ

= −
c0(̺ − r)

l2ch(r)

(

1 − l2u5(r)
)

log(1 − l2u5) +
C

c
µ

[

−l2u5

log(1 − l2u5)

]µ[
1

c
−

(̺ − r)

h(r)

]

.

Note that
(̺ − r)

h(r)
= (̺ − r)

[

D − log(̺ − r)
]

µ

1+µ

is bounded for
̺

2
≤ r ≤ ̺. As we know

log(1+x)

x
approaches to 1 as x tends to 0. Therefore, we can choose c

sufficiently small such that
1

2
≤
−l2u5(r)

log(1 − l2u5)
≤ 1.

Other terms in the braces on the right-hand side of (4.13) are bounded, so by the above calculation, it is clear

that we can choose c sufficiently small such that the right-hand side of (4.13) is non-negative. Thus u5 is a

subsolution of (4.12). We decrease c, if necessary, so that (−1/l2) log(1 − l2u5(γ/2)) ≤ m, where

m = min{u(x) | d(x) ≥ ρ/2}.

Therefore, we find that (−1/l2) log(1 − l2u5(r)) is a subsolution and by virtue of the choice of c̄ it is less than

u on the boundary of the annular region B̺(z) \ B̺/2(z). Consequently, the comparison principle and Lemma 2.3

implies the lower estimate.
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Case 1 + µ < α.

Again as in the above case in order to show that in order to show

(4.15) u(x) ≤ A2d(x)(D − log d(x))(µ+2)/(1+α)

for some constant A2 it is sufficient to show that

(4.16) u(|x|) ≤
1

l2
log(1 + l2u6(r)),

where u6(r) = C̄(r−̺)(2+µ)/(1+µ), for sufficiently large C̄. Then (4.15) follows from (4.16) and Lemma 2.3. Again

in view of Lemma 2.2, it is sufficient to show that u6 satisfies

F+2 (u6) −
c0

l1
(1 + l1u6) log(1 + l1u6) + c2(r − ̺)α−1

[

(1 + l1u6(r))
][ 1

l1
log

(

1 + l1u6(r)
)]−α
≤ 0 for all r ∈ [̺,R].

As u6 is non-negative so it is sufficient to show that

(4.17) F+2 (u6) + c2(r − ̺)α−1
[

(1 + l1u6(r))
][ 1

l1
log

(

1 + l1u6(r)
)]−α
≤ 0 for all r ∈ [̺,R]

for C̄ sufficiently large satisfying sup
Ω

u(x) ≤
1

l1
log(1 + l1u6(R)). Now let us proceed to show (4.17) by comput-

ing

(4.18)















































u3(r) = C̄(r − ̺)(2+µ)/(1+µ)

u′3(r) =
C̄(2 + µ)

1 + α
(r − ̺)h(r)

u′′3 (r) =
C̄(2 + µ)(1 + µ − α)

(1 + α)2
h(r)

where h(r) = (r − ̺)(2+µ)/(1+α)−2. Now observe that

(4.19) M+λ,Λ

(

D2u6

)

=
C̄(2 + µ)h(r)

1 + α

(

λ(1 + µ − α)

1 + α
+
Λ(N − 1)(r − ̺)

r

)

.

Observe that (r − θ)/r ≤ θ for all r ∈ (̺, ̺) so by choosing θ small if needed we get the following

(4.20) M+λ,Λ

(

D2u6

)

≤ C̄λ
(2 + µ)(1 + µ − α)

2(1 + α)2
h(r)

for all r ∈ [̺,R].

(4.21)



















































F+2 (u6) +
c2(r − ̺)µ

[

(1 + l1u6(r))
]

[

1
l1

log
(

1 + l1u6(r)
)]α ≤

C̄h(r)

[

λ(2 + µ)(1 + µ − α)

2(1 + α)2
+ b

(2 + µ)(r − ̺)

1 + α
+

c2(r − ̺)µ
(

1 + l1C̄(r − ̺)(2+µ)/(1+α)
)

C̄h(r)
[

1
l1

log
(

1 + l1C̄(r − ̺)(2+µ)/(1+α)
)]α

]

.

Let us rewrite the last term and use the expression for h

(4.22)



















































c2(r − ̺)µ
(

1 + l1C̄(r − ̺)(2+µ)/(1+α)
)

C̄h(r)
[

1
l1

log
(

1 + l1C̄(r − ̺)(2+µ)/(1+α)
)]α =

c2

[

C̄l1(r − ̺)(µ+2)/(1+α)
]α

C̄1+α
[

log
(

1 + l1C̄(r − ̺)(2+µ)/(1+α)
)]α

+

c2l1(r − ̺)(1+µ)/(1+α)
[

l1C̄(r − ̺)(µ+2)/(1+α)
]α

C̄α
[

log
(

1 + l1C̄(r − ̺)(2+µ)/(1+α)
)]α .

We first choose C̄ large enough as in the above the above step, then choose θ small enough such that u6 is a

super solution.

In order to show the lower estimate as in the above case we consider

(4.23) u7(r) = c(̺ − r)
(2+µ)

(1+α) .
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Now by proceeding as in the above case we find that

(4.24)



































































































u′7(r) = −c

(

2 + α

1 + µ

)

(̺ − r)(2+α)/(1+µ)−1

= −c

(

2 + α

1 + µ

)

(̺ − r)h(r)

u′′7 (r) = c

(

2 + α

1 + µ

)(

2 + α

1 + µ
− 1

)

h(r)

M−λ,Λ

(

D2u7

)

= ch(r)

[

(N − 1)

(

2 + α

1 + µ

)

(Γ − r)

r
+

(

2 + α

1 + µ

)(

2 + α

1 + µ
− 1

)]

= ch(r)A(r)

where

A(r) =

[

(N − 1)

(

2 + α

1 + µ

)

(Γ − r)

r
+

(

2 + α

1 + µ

)(

2 + α

1 + µ
− 1

)]

.

(4.25)


















































F−2 (u7) + −
c0

l2
(1 − l2u7) log(1 − l2u7) +

C5(̺ − r)α
[

(1 − l2u7(r))
]

[

− 1
l2

log
(

1 − l2u7(r)
)]µ =

ch(r)

[

Aλ,Λ(r) − b(̺ − r)

(

2 + α

1 + µ

)

−
c0

l2ch(r)

(

1 − l2u7(r)
)

log(1 − l2u7) +
C5(̺ − r)α

(

1 + l2c(̺ − r)(2+α)/(1+µ)
)

ch(r)
[

− 1
l2

log
(

1 + l2C̄(̺ − r)(2+α)/(1+µ)
)]µ

]

.

Let us consider the last two term in the right hand side of the above expression

(4.26)











































−
c0

l2ch(r)

(

1 − l2u7(r)
)

log(1 − l2u7) +
C5(̺ − r)α

(

1 + l2c(̺ − r)(2+α)/(1+µ)
)

ch(r)
[

− 1
l2

log
(

1 + l2C̄(̺ − r)(2+α)/(1+µ)
)]µ

−
c0

l2ch(r)

(

1 − l2u7(r)
)

log(1 − l2u7) +
C5

cµ

[

log(1 − l2u7)

−l2u7

]−µ[
1

c
− l2(̺ − r)(2+α)/(1+µ)

]

.

Now by choosing c sufficiently small we find that u7 is a sub olution and rest of the proof follows on the same

line. �

5. Global Γ Regularity

This section is devoted to the proof of the regularity of solutions to (1.1). Depending on the relation be-

tween α and µ, we show that the solutions are globally Hölder continuous or have globally Hölder continuous

gradients. In order to prove these results, we need the analogous result in the interior case. Observe that:

(5.1) F̃(x, r, p, X) = F(x, r, p, X) − c0r

satisfies (S C)µ in [20] with w(r) = |r| and d(x) = d + c0. More precisely,

(5.2) (S C)µ







































(i)M−λ,Λ(M − N) − B(|p| + |q|)|p − q| − b|p − q| − d|r − s|

≦ F(M, p, r, x) − F(N, q, s, x)

≤ M+λ,Λ(M − N) + B(|p|+ |q|)|p − q| + b|p − q| + d|r − s|,

(ii) F(x, 0, 0, 0) = 0.

Therefore, we can apply 2 [25] and 1.1 [20] to obtain the the interior Hölder regularity and interior C1,α

estimate for the solutions of (1.1). Therefore, from now onwards we will write F in place of F − c0.

Next we observe that the class of equations considered here are invariant under diffeomorphisms(see [21]) and

∂Ω ∈ C2 we only need to prove regularity and estimates for some half ball, say B+
Γ0

for some positive Γ0. Indeed,

for each fixed x0 ∈ ∂Ω there exists BΓ0
and C2 diffeomorphism y = Φ(x) such that Φ(BΓ0

∩ ∂Ω) is a hyperplane
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portion of the boundary of Φ(BΓ0
∩Ω), say {yN = 0}. By virtue of the above discussion it is sufficient to consider

the equation in B+
Γ0
, that is,

(5.3)















F(x, u,Du,D2u) = g(x′, xN) in B+
Γ0

u = 0 on T,

where T = B+
Γ0
∩ {xN = 0} and F satisfies (S C) with λ,Λ, b, B, d possibly depending on Φ.

5.1. Hölder Γ regularity.

Theorem 5.1. Let F as above.

(1) Assume 1 + µ < α and (4.1) holds. Then the solution of (1.1) is in C
µ+2

1+α (Ω).

(2) Assume 1 + µ = α and (4.1) holds. Then the solution u of (1.1) is in Cβ(Ω), for all β < 1.

Proof. Case 1 + µ < α : From the above discussion and (S C) we know that the solution of (1.1) satisfies (5.3),

and in view of Theorem (4.1)(3), we may assume

(5.4) |g(x′, xN)| ≤ Ax
(µ−α)/(1+α)

N
in B+.

Let Γ2 < Γ1 < Γ0 and T2 = B+
Γ2
∩ {xN = 0}. There is γ0 > 0 such that (x′, xN) ∈ B+

Γ1
for all (x′, 0) ∈ T2. Then fix

(x′
0
, 0) ∈ T2, α1 = (2 + µ)/(1 + α) and xγ = (x′, 3γ), and define the following scaled function

(5.5) v(z) =
u(γ z + xγ)

γα1
, for y ∈ B3,

for 0 < γ < γ0. Note that this function satisfies

(5.6) Fγ[v] := F(D2w, γDw, γy + xγ) = gγ(y) in B3,

where gγ = g(zγ + xγ)γ2−α1 . Note that in view of the choice of α1, we can find a constant C independent of γ

such that |gγ(y)| ≤ C, for y ∈ B3. Also notice that Fγ satisfies all the assumptions of Theorem 1.1 [20] for all γ.

Therefore by the interior elliptic estimate we find that v ∈ C1(B2). Thus,

|w(z1) − w(z2)| ≤ C|z1 − z2|, for all z1, z2 ∈ B2,

for some constant C independent of γ. Scaling back to u we get

(5.7) |u(x1) − u(x2)| ≤ C|x1 − x2|
α1 for all x1, x2 ∈ Bγ(xγ).

Note that the above estimate is uniform in γ ∈ (0, γ0) and x′
0
∈ T2. Next as in [12], for a given (x′

0
, 0) ∈ T2 we

analyze the one dimensional function w(t) = u(x′
0
, t). We claim that

(5.8) |w(t1) − w(t2)| ≤ C|t1 − t2|
α1 , for all s1, s2 ∈ [0, 4γ0),

where the constant C can be chosen independently of (x′
0
, 0) ∈ T2. To prove the claim we define the sequence

γi = (1/2)iγ0 for i ∈ N. We first assume that s1 > s2 > 0 and then consider the case s2 = 0. Let i ≤ j be

indices such that s1 ∈ [2γi+1, 2γi] and s2 ∈ [2γ j+1, 2γ j]. If i = j then
(

x′
0
, s1

)

,
(

x′
0
, s2

)

∈ Bγi+1

(

xγi+1

)

and the claim

follows by (5.7). If j = i + 1 then

|w (s1) − w (s2)|

|s1 − s2|
γ ≤

|w (s1) − w (2γi+1)|

|s1 − s2|
γ +

∣

∣

∣w(2γ j) − w (s2)
∣

∣

∣

|s1 − s2|
γ ≤ 2C,

since s1 − s2 ≥ s1 − 2γi+1 and s1 − s2 ≥ 2γ j − s2. If i < j + 1 and noting that s1 − s2 ≥ (1/2)i+1γ0 =

(1/2)i+1−k (2γk − 2γk+1) we have

|w (s1) − w (s2)|

|s1 − s2|
γ ≤

|w (s1) − w (2γi+1)|

|s1 − s2|
γ +

k− j−1
∑

k=i+1

{

|w (2γk) − w (2γk+1)|

|s1 − s2|
γ

}

+

∣

∣

∣w(2γ j) − w(s2)
∣

∣

∣

|s1 − s2|
γ ≤ 2C +C

k− j−1
∑

k=i+1

(

1

2

)γ(k−i−1)

≤ kC,
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where k is independent of i, j. As the above series converges so the claim follows in the case s2 > 0. In the case

s2 = 0, we use the continuity of u to obtain that

w (s1) − w(0) = w (s1) − w (2γi+1) +

k−∞
∑

k=i+1

{w (2γk) − w (2γk+1)} ,

from where we proceed as before, completing the proof of the claim. Then we prove Hölder continuity or u in

all B+
Γ2

as follows. Given x = (x′, xN) , y = (y′, yN) ∈ B̄′
Γ2

we consider two cases:

(1) If we have |x − y| < xN/3 (or |x − y| < yN/3 ) we just apply (5.7) in a ball containing both x and y.

(2) Otherwise by using, (5.8) we have

|u(x) − u (x′, 0)|

|x − y|γ
≤ 3γ
|u(x) − u (x′, 0)|

x
γ

N

≤ 3γC,

|u(y) − u (y′, 0)|

|x − y|γ
≤ 3γ
|u(y) − u (y′, 0)|

x
γ

N

≤ 3γC,

In view of u (x′, 0) = u (y′, 0) = 0, Hölder continuity of u follows.

In case µ − α = −1, we just take any α1 < 1 and the same argument applies Next, we are going to show that in

the case µ − α + 1 > 0 we can improve the global regularity of the solution, obtaining a Holder estimate for the

gradient in Ω̄. �

5.2. C1,µ(Ω): We proceed by establishing the gradient estimate on the boundary by following Krylov’s ap-

proach. Such estimate for equations with quadratic growth in gradient has already been established in [8]. But

the approach in [8] requires that g ∈ LN which, in general, is not true in this case. Therefore, we follow the ap-

proach mentioned in [12] but we do not have Harnack inequality for such equations. We transform the equation

by applying Lemma 2.3 [25] and then apply the weak Harnack inequality. In order to state the first result we

need the following notation. We denote by

BR,δ = { (x′, xN) | |x′| < R, 0 < xN < δR}

and

B⋆
R/2,δ = { (x′, xN) | |x′| < R, δ R/2 < xN < 3δ R/2}.

Proposition 5.2. There exists a δ > 0 such that if u be a non negative strong supersolution of

(5.9)















M−λ,Λ(D2u) − B|Du|2 − b|Du| ≤ g(x′, xN) in B2R,δ

u = 0 on {xn = 0} ∩ B2R,δ.

Then there exist two positive constants p(N, λ,Λ, b) and C2(N, λ,Λ, b) such that

(5.10)

[?
B∗

R/2,δ

(

u

xN

)p

dx

]1/p

≤ C2el1‖u‖L∞ (Ω)

(

inf
BR/2,δ

(

u

xN

)

+ ‖g‖LN (B∗
R/2,δ

)

)

.

Proof. We first prove that there is a positive δ such that

(5.11) inf
|x′ |<R
xN=δR

( u

xN

)

≤ 2 inf
BR/2,δ

( u

xN

)

.

Since u is non negative so without loss of generality we can assume that the left hand side is positive otherwise

(5.11) is true. Consider

U =
1 − e−l1u

l1
.

This function satisfies the following equation

(5.12)
M−λ,Λ(D2U) − b|DU | ≤e−l1u

(

a2x
µ−α

N

)

≤ a2x
µ−α

N
.
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We have used that u is non negative. Now we consider the following equation

Z(x′, xN) =
1 − e−l1W(x′ ,xN )

l1
,

where

W(x′, xN) = L

(

1 −
|x′|2

R2
+

x1−ν
N
− (Rδ)1−ν

(Rδ)
1−ν

2

)

xN

and L = inf |x′ |<R
xN=δR

u
xN
. Now we consider the following

(5.13)
M−λ,Λ(D2Z) − b|DZ| =e{−l1W(x′ ,xN )}[M+λ,Λ(D2W − l1DW ⊗ DW) − b|DW |

]

≥ e{−l1W(x′ ,xN )}[M−λ,Λ(D2W) − B|DW |2 − b|DW |
]

Now we compute the expression in the bracket for W. We can compute the derivative of the above function

DW(x′, xN) =
L

R2

[

− 2x1xN . . . ,−2xN−1xN , R2 −
∣

∣

∣x′
∣

∣

∣

2
+

R2
{

(2 − ν)x1−ν
N
− (Rδ)1−ν

}

(Rδ)(1−ν)/2

]

.

We find that the following estimate holds

|DW(x)| ≤
4L

R2

√

1 + (2 − ν)2

(

x2
N

Rδ

)1−ν

+ 2(Rδ)1−ν

≤
4L

R2

√

1 + 5(Rδ)1−ν,

for all x ∈ B2R,δ. Now consider the Hessian of W,

D2W(x) =
L

R2













































−2xN 0 · · · 0 −2x1

0 −2xN · · · 0 −2x2

...
. . .

...
...

0 · · · 0 −2xN −2xN−1

−2x1 · · · · · · −2xN−1 Γx−v
N













































,

with Γ = (2 − ν)(1 − ν)/
(

(Rδ)(1−ν)/2
)

. Note that Γ is large when δ is small. Now we compute the following

(5.14)

M−λ,Λ(D2W) − l1λ|DW |2 − b|DW |

≥
L

R2













−2Λ(N − 1)δR +

{

R2λ(2 − ν)(1 − ν)
}

x−ν
N

(δR)(1−ν)/2
+2(λ − Λ)2R − 4b

√

1 + 5(Rδ)1−ν −
16l1LΛ

R2

(

1 + 5(Rδ)1−ν
)

]

For a fixed value of ν ∈ (α − µ, 1) and R we choose δ sufficiently small such that for any xN ∈ (0, δR)

following holds:

2Λ(N − 1)δR + 2(Λ − λ)2R + 4b
√

1 + 5(Rδ)1−ν +
16l1LΛ

R2

{

1 + 5(Rδ)1−ν

}

≤

{

R2λ(2 − ν)(1 − ν)x−ν
N

}

4(δR)(1−ν)/2
,

holds for any xN ∈ (0, δR). Furthermore, if necessary we can make it further smaller so that the following

inequality also holds

a2 ≤
Lλ(2 − ν)(1 − ν)

2(Rδ)
1−ν

2

e−l1‖W‖L∞ .

Here we would like to remark that W is bounded independent of δ. In fact, we can see that ‖W‖L∞(B2R,δ) ≤ LR for

any δ ∈ (0, 1). Now, by equation (5.2),(5.13) and above choice of δ we get

(5.15) M−λ,Λ(D2Z) − b|DZ| > 2a2x−νN .

Moreover we have the following
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On the bottom xN = 0 of BR,δ = {x | |x
′| < R, 0 < xN < δR} ,we have u = W = 0 so U = W on the bottom

of BR,δ = {x | |x
′| < R, 0 < xN < δR} .

On |x′| = R, we have W(x′, xN) ≤ 0 ≤ u(x′, xN) and therefore Z(x′, xN) ≤ U(x′, xN) on |x′| = R.

On the above portion xN = δR of BR,δ = {x | |x
′| < R, 0 < xN < δR} , we have W(x′, δR) ≤ u(x′,Rδ),

therefore Z(x′,Rδ) ≤ U(x′,Rδ).

Therefore, by the ABP maximum principle we have

Z ≤ U on BR,δ.

Consequently,

1 − e−l1W(x′ ,xN)

l1
≤

1 − e−l1u(x′ ,xN)

l1

W(x′, xN) ≤u(x′, xN),

on BR,δ. So we have

L ≤ 2 inf
BR/2,δ

{ u

xN

}

,

provided (δR)(1−ν)/2 ≤ 1/4.

Now note that U is a non negative super solution to (5.12) in B2R,δ. Therefore, by Theorem 2.4, we can find two

positive constants p = p(N, λ,Λ, b) and C = C(N, λ,Λ, b) such that

(5.16)
[

?
B∗

R/2,δ

U pdx
]1/p
≤ C

(

inf
B∗

R/2,δ

U + R‖g‖LN (BR(0))

)

By using the following two inequalities






















x ≥ 1 − e−x
=⇒ u ≥ U

x ≤ ex − 1 =⇒ el1uU =
el1u − 1

l1
≥ u

(5.16) can be rewritten as follows

(5.17)
[

?
B∗

R/2,δ

updx
]1/p
≤ Cel1 M

(

inf
B∗

R/2,δ

u + R‖g‖LN (BR(0))

)

.

In B∗
R/2,δ

we have

(5.18)
2

3δ

u

R
≤

u

xN

≤
2

δ

u

R
.

Dividing by R in (5.17) and taking (5.18) into account we find that

(5.19)
[

?
B∗

R/2,δ

( u

xN

)p
dx

]1/p
≤ Cel1 M

(

inf
BR/2,δ

( u

xN

)

+ ‖g‖LN (B∗
R/2,δ

)

)

.

Finally, (5.11) and (5.19) gives (5.10). �

Note that M2 = max |u| so while we will be applying it to the problems we will take the maximum of u1 and

u2.

Remark 5.3. (1) Note that the proof of Proposition 5.2 also works if we take δ further small.

(2) For any fixed δ > 0 we define

M(2R) = sup
B2R.δ

v and m(2R) = inf
B2R,δ

v,

where v = u/xN and u is a solution of (1.1).

(3) In view of the Lipschitz estimate Theorem 4.1 we have

A1 ≤ M(2R),m(2R) ≤ A2.

In the above inequality A1 and A2 also depend on ‖u‖L∞(Ω), where u is a solution of (1.1).
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(4) Given a solution u of (1.1) if we define

u1 = M(2R)xN − u and u2 = u − m(2R)xn,

then both the functions are non negative in B2R,δ and for any 0 < δ < 1 we have

(5.20) ‖ui‖L∞(Ω) ≤ A2 + ‖u‖L∞(Ω) for i = 1, 2.

Theorem 5.4. Suppose that u is a solution of (5.3) where F is same as in Theorem 5.5 and

(5.21) |g(x′, xN)| ≤ Ax
µ−α

N
in B+.

Then there are R1 ∈ (0,R0), α, C such that for any 0 < R ≤ R1

(5.22) oscB+
R

( u

xN

)

≤ CRα.

Proof. We observe that from W2,p estimate in [20] we find that u is a strong solution. Now let us consider

u1 = MxN − u and u2 = u − mxN where M = M(2R) and m = m(2R) as in Remark 5.3 (ii). Note that both are

nonnegative in B2R,δ and belong to W
2,N

loc
. Moreover, u1 and u2 solve respectively

(5.23)















F1(x, u1,Du1,D
2u1) = −g(x′, xN) + f1(x)

F2(x, u2,Du2,D
2u2 = g(x′, xN) + f2(x)

in B2R,δ, where

f1(x) = F(x, MeN , Mxn, 0) and f2 = −F(x,mxN , MeN , 0)

F1(x, r, p, X) = −F(x, MxN − r, MeN − p,−X) + F(x, MxN , MeN , 0)

F2(x, r, p, X) = F(x, r + mxn, p + meN , X) − F(x,mxN , MeN , 0),

where M = M(2R) and m = m(2R). Observe that F1 and F2 satisfies (S C)µ with same B, d and b̃ = b + 2A2 as

in (5.2). Here, we would like to remark again that A2 depends on ‖u‖L∞(Ω). Let us define g1 = −g + f1 + du1

and g2 = g + f2 + du2. Since F satisfies (S C)µ, M,m satisfies the inequality in Remark 5.3(iii) and by Theorem

4.1(i) we have



































































|g1(x′, xN)| ≤ |g(x′, xN)| + | f1| + d|u| + dM(2R)xN

≤ (A2 + BA2
2 + bA2 + 3dA2)x

µ−α

N

≤ C1(A2, B, b, d)x−νN

similarly

|g2(x′, xN)| ≤ (A2 + BA2
2 + bA2 + 3dA2)x

µ−α

N

≤ C2(A2, B, b, d)x−νN ,

where ν ∈ (α−µ, 1) and δ is sufficiently small. Then by Proposition 5.2 there exists C3(λ,Λ,N, A2, B),C4(λ,Λ,N, A2, B)

and p1, p2 such that

(5.24)











































[?
B∗

R/2,δ

(

u1

xN

)p1

dx

]1/p1

≤ C1e
l1

(

A2+‖u‖L∞ (Ω)

)
(

inf
BR/2,δ

(

u1

xN

)

+ ‖g1‖LN (B∗
R/2,δ

)

)

.

[?
B∗

R/2,δ

(

u2

xN

)p2

dx

]1/p2

≤ C2e
l1

(

A2+‖u‖L∞ (Ω)

)
(

inf
BR/2,δ

(

u2

xN

)

+ ‖g2‖LN (B∗
R/2,δ

)

)

.

Now we take p = min{p1, p2} and M( R
2

) = supB R
2
,δ

(

u
xN

)

and m( R
2

) = infB R
2
,δ

(

u
xN

)

we find that
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M(2R) − m(2R) =

[?
B∗

R/2,δ

(

M(2R) − m(2R)

)p

dx

]1/p

=

[?
B∗

R/2,δ

(

M(2R)xN − u + u − m(2R)xN

xN

)p

dx

]1/p

≤ C(p)

[

[

?
B∗

R/2,δ

(

u1

xN

)p1

dx
]1/p1

+

[

?
B∗

R/2,δ

( u2

xN

)p2

dx
]1/p2

]

≤ C(p)

[

C1e
l1

(

A2+‖u‖L∞ (Ω)

)
(

inf
BR/2,δ

(

u1

xN

)

+ ‖g1‖LN (B∗
R/2,δ

)

)

+ C2e
l1

(

A2+‖u‖L∞ (Ω)

)
(

inf
BR/2,δ

(

u2

xN

)

+ ‖g2‖LN (B∗
R/2,δ

)

)]

≤ C(p) max{C1,C2,C3,C4}e
l1

(

A2+‖u‖L∞ (Ω)

)
[

(

M(2R) − m(2R)
)

−
(

M(
R

2
) − m(

R

2
)
)

+ R1−ν

]

.

Therefore, we have

O(2R) ≤ γ

(

O

(

R

2

)

+CR1−ν
)

where γ = (C − 1)/C < 1 and C = C(p) max{C1,C2,C3,C4}e
l1

(

A2+‖u‖L∞ (Ω)

)

and O(R) = M(R) − m(R). Now

following the standard iteration process as in Lemma 8.23 [14] we find a constant C(λ,Λ, b, B, A1, A2N, ‖u‖L∞(Ω))

and τ ∈ (0, 1) such that (5.22) holds. �

Theorem 5.5. Under the assumptions of Theorem 5.4, there are numbers R1(0,R0) and β ∈ (0, 1) such that

u ∈ C1,β( BR1
)

Proof. Theorem 5.4 implies that the function u is differentiable on T1 = BR1
∩ {xN = 0} and its gradient is

Hölder continuous there. Moreover,

(5.25) lim
(x′,xN )→(x′,0)

∂u (x′, 0)

∂xN

−
u (x′, xN)

xN

= 0

uniformly in (x′
0
, 0) ∈ T2, for any fixed 0 < R2 < R1. Now as in the proof of the Hölder continuous case, choose

γ0 such that (x′, 6γ0) ∈ B+
R1

for any (x′, 0) ∈ T2. At this point notice that A(x′) :=
∂u(x̄′ ,0)

∂xN
is uniformly bounded

by max{A1, A2}. Now, for a fixed (x′
0
, 0) ∈ T2, α1 = min{1 − ν, α, 3/4}we define the following scaled function

v(z) =
1

γ1+α1

{

u(xγ + γz) − A(x′0)γ(zN + 3)
}

for y ∈ B3,

where γ ∈ (0, γ0) and xγ = (x′
0
, 3γ). The function v is bounded in B3 because

u(x) − xN A0(x′0)
(

x̄′
)

≤ Cx1+α
N ,

by Theorem 5.4. In addition to this this v satisfies

Fγ(y, v(y),Dv(y),D2v(y)) = γ1−α1 g̃(xγ + γy) in B3,

where

Fγ(y, r, p, X) = γ1−α1

[

F(xγ + γ y, γ1+α1 r+A0γ(yN + 3), γα1 p+A0eN , γ
α1−1X)−F(xγ+ 3y, A0γ(yN + 3), A0eN , 0)

]

.

and

g̃(xγ + γy) = g(xγ + γy) − F(xγ + γy, A0γ(yN + 3), A0eN , 0)

Above operator satisfies the Structure condition (S C)µ given by (5.2) with B, b and d replaced by γ1−α1 B, γ[b +

2A0B] and γ2d. At this point we would like to point out that |A0| ≤ max{A1, A2}, where A1 and A2 is from

Theorem 4.1(i). Thus, by virtue of the choice 0 < α1 < 1 and uniform bound on A0 we find that for any

0 < γ < 1 and (x, 0) ∈ T2, Fγ satisfies the (S C)µ with B,b and d replaced by B, b + 2B max{A1, A2} and d which

are independent of γ and (x, 0) ∈ T2. Now we consider the term
∣

∣

∣

∣
γ1−α1 g̃(xγ + γy)

∣

∣

∣

∣
≤ γ1−α1

∣

∣

∣

∣
g(xγ + γy)

∣

∣

∣

∣
+ γ1−α1

∣

∣

∣

∣
F
(

xγ + γy, A0γ(yN + 3), A0eN , 0
)

∣

∣

∣

∣

≤ C̃ + γ1+α1

[

6dγ + b + B max{A1, A2}
]

max{A1, A2} ≤ C.
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As ‖v‖L∞(B3) ≤ C so we can apply Theorem 1.1 [20], to get β ∈ (0, 1) and a constant C such that

(5.26) |Dv(z1) − Dv(z2)| ≤ C|z1 − z2|
β for all z1, z2 ∈ B2.

Here β and C may depend on ‖u‖L∞ through A1, A2 but independent on (x, 0) ∈ T2 and γ. We decrease β,if

necessary, so that β ≤ α1 and we see that, by the definition of v, we have

(5.27) |Du(x1) − Du(x2)| ≤ C|x1 − x2|
τ for all x1, x2 ∈ B2(xγ),

where the estimate is uniform in γ ∈ (0, γ0) and (x, 0) ∈ T2. Now as in the proof of Theorem 5.5 or in the

proof of Proposition 3 [12] we can find a constant C such that for any (x, 0) ∈ T2 the one dimensional function

z(·) = Du(x, ·) satisfies

(5.28)
∣

∣

∣z(s1) − z(s2)
∣

∣

∣ ≤ C|s1 − s2|
τ for s1, s2 ∈ (0, 4γ0].

The above result can be extended to hold [0, 4γ0] as in the proof of Theorem 5.5 provided gradient of u is

continuous in B+
R2
. Which is indeed the case. In fact, in view of (5.28) and mean value inequality for u(x′, s) we

find an χ ∈ (0, xN) such that

(5.29)

∣

∣

∣

∣

Du(x′, xN) −
u(x′, xN)

xN

∣

∣

∣

∣

= |Du(x′, xN) − Du(x′, χ)|τ

≤ C|xN − χ|
τ ≤ C|xN |

τ.

Then, by rewriting

Du(x′, xN) − Du(x′, 0) = Du(x′, xN) −
u(x′, xN)

xN

+
u(x′, xN)

xN

− Du(x′, 0)

and taking (5.25) and (5.29) into account we find that gradient of u is continuous. Finally, we prove holder

continuity of the gradient on BR2
as follows in standard way. In fact, for any x, y ∈ BR2

we have the following

two cases: Change

If we have |x − y| < xN/3 or |x − y| < yN/3 in this case Hölder continuity of the gradient follows from

(5.27).

Otherwise by (5.28) we have

|Du(x′, xN) − Du(x′, 0)|

|x − y|τ
≤ 3τ
|Du(x) − Du(x′, 0)|

xτ
N

≤ 3τC

|Du(y′, xN) − Du(y′, 0)|

|x − y|τ
≤ 3τ
|Du(y) − Du(y′, 0)|

xτ
N

≤ 3τC

and

|Du(x′, 0) − Du(y′, 0)|

|x − y|τ
≤ 3τ
|Du(x′, 0) − Du(y′, 0)|

|x′ − y′|τ
≤ C,

where we have used the Hölder continuity of Du(·, 0) on T2(which is a consequence of Proposition 5.2)

and |x − y| ≥ |x′ − y′|.

�
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matica, 41(1-4):507–534, 1982.

[6] L. Boccardo, F. Murat, and J. Puel. Existence de solutions faibles pour des équations elliptiques quasi-linéaires à croissance quadra-
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