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Deep Oscillatory Neural Network
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Abstract—We propose a novel, brain-inspired deep neural
network model known as the Deep Oscillatory Neural Network
(DONN). Deep neural networks like the Recurrent Neural
Networks indeed possess sequence processing capabilities but
the internal states of the network are not designed to exhibit
brain-like oscillatory activity. With this motivation, the DONN
is designed to have oscillatory internal dynamics. Neurons of
the DONN are either nonlinear neural oscillators or traditional
neurons with sigmoidal or ReLU activation. The neural oscillator
used in the model is the Hopf oscillator, with the dynamics
described in the complex domain. Input can be presented to the
neural oscillator in three possible modes. The sigmoid and ReL.U
neurons also use complex-valued extensions. All the weight stages
are also complex-valued. Training follows the general principle
of weight change by minimizing the output error and therefore
has an overall resemblance to complex backpropagation. A
generalization of DONN to convolutional networks known as
the Oscillatory Convolutional Neural Network is also proposed.
The two proposed oscillatory networks are applied to a variety
of benchmark problems in signal and image/video processing.
The performance of the proposed models is either comparable
or superior to published results on the same data sets.

Keywords-complex-valued oscillators, complex-valued weights,
brain-inspired networks, sequential problems

I. INTRODUCTION

There seems to be a deep dichotomy at the heart of the
existing approaches to large scale models of brain function. In
the recent years, deep learning models, which have not been
hitherto taken seriously in terms of biological plausibility, have
been shown to accurately capture sensory function in visual
and auditory domains [1[]-[|6]. However, these models have
not been able to describe the internal dynamics of the brain
involved in sensory processing. On the other hand, networks
of nonlinear oscillators have been shown to accurately model
brain dynamics as described by functional neuroimaging
methods [7]-[9]. However, these oscillator networks, in their
current form, are unable to learn input/output behaviour. Thus,
there is need to develop a class of models that resolve this
dichotomy and serve to capture both input/output behaviour
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and brain dynamics. Let us now take a closer look at this
dichotomy and explore a path to its resolution.

Recurrent Neural Networks (RNNs) are traditionally used
to solve sequential tasks in a variety of domains ranging from
Natural Language Processing (NLP), time-series forecasting,
music generation, video analysis, etc. Popular variants of
vanilla RNNs like Long Short-Term Memory units (LSTMs),
Gated Recurrent Unit (GRUs), flip-flop neural networks are
widely used for different kinds of sequential problems and
achieve state-of-the-art performances [10]]. These sequential
networks can operate in different modes namely, many-to-one
(eg. sentiment analysis) [[L1], one-to-many (eg. handwriting
generation) [12]] and, many-to-many (eg. machine translation)
[13]. Recurrent units with convolutional operations on gating
variables are used to capture spatio-temporal features in video
processing tasks [14]. In the recent years, deep neural networks
(DNN) have been shown to match human performance in
pattern recognition in visual and auditory domains [1]], [2].
Studies that demonstrated a similarity in human performance
with that of DNNs, have further shown that even human error
pattern with respect shape variation [[15]], viewpoint variation
[3]], [4] and object class [Sf], [6]] also matched with DNN error
patterns. However, this broad match in error patterns did not
carry over into errors committed on classification of individual
images [16]]. Similarly in the auditory domain, studies based
on DNNs have shown a close performance match in music
and speech recognition [17]-[19]. Despite these remarkable
successes in achieving human-like behavioral performance, the
aforementioned deep learning models are unable to capture the
oscillatory activity of brain dynamics.

There is a long history of studies that link oscillatory activity
in the brain with cognitive functions [20] and brain states in
normal (eg. sleep and waking) [21]] and abnormal conditions
(eg. anesthesia [22] and epilepsy [23]). Such studies have
resulted in an understanding that perception, memory and other
higher cognitive functions in the brain are implemented by
synchronized oscillatory networks in the brain. Oscillatory
neural activity in the brain is thought to span a frequency
range of 0.05 to 500 Hz [24]. This broad range of frequencies
has been divided into about a dozen frequency bands which
show a linear progression in the logarithmic scale. Each of
these frequency bands have been associated with specific brain
states with neighbouring bands linked to similar states.

Considering the importance of oscillations in brain function,
it is desirable that any large-scale model of brain function
must necessarily accommodate this oscillatory brain activity
and echo the empirically determined significance of various
brain frequencies. Neural mass models [25] have been used
effectively to describe brain dynamics at mesoscopic and



macroscopic levels. In these models the fundamental unit is
not a single neuron but a neural ensemble, whose collec-
tive activity is described by nonlinear “neural” oscillators.
Popular low- dimensional oscillator models like the Hopf
oscillator, Wilson-Cowan oscillator [26], FitzHugh-Nagumo
[27] oscillator and Kuramoto oscillator have been used in
these networks. Such oscillatory networks have been used
to describe brain dynamics as expressed through functional
imaging techniques like fMRI, MEG and high-density EEG
[28]-[33]]. However, though these oscillatory networks are
able to capture brain dynamics, they are unable to learn
input-output behaviour. Furthermore, in those instances where
oscillatory networks have been used describe behaviour, they
are typically restricted to intrinsically oscillatory or rhythmic
behaviours like locomotive movements [34], rhythmic hand
movements [35]], swimming movements [36] etc.

From the above considerations, there is a clear need to
develop deep neural networks in which the hidden layers are
constituted of oscillatory neuron models. The networks must
be capable of learning input/output behaviour like any deep
neural network. In this paper we address this challenge and
present a general class of trainable deep oscillatory neural
networks.

The outline of the paper is as follows. Section 2 describes
the model development and equations that govern dynamics
and learning. In Section 3, we apply this network to a class
of benchmark problems that involve sequential processing. We
describe the results obtained and compare them with results
from other non-oscillatory deep neural networks. Section 4
discusses the results and outlines how the present class of
networks can be developed further to improve their biological
plausibility.

II. METHODS

The oscillatory neuron model we use in our networks is
the Hopf oscillator. It is a harmonic oscillator with a stable
limit cycle. The canonical Hopf oscillator is described by the
following complex valued differential equation,

5
2=z</¢+Lw+ﬁlz|2+eﬁg|z|> + I(t). (1)
1—¢€lz]?
where w is the natural angular frequency of the Hopf oscillator,
I(t) is the external input to the oscillator. The polar coordinate
representation is more explicate for our analysis is given as
follows,

5
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where I(t) = A(t)d*®, ¢ = § — §(t) and Q@ = w — 92

is the difference between the angular frequencies of the
oscillator and the external input. The oscillator exhibits four
distinct dynamical behaviours characterised by the parameters
(i, 1, B2) — critical Hopf regime (1 = 0,51 < 0,82 = 0),
supercritical Hopf regime (¢ > 0,61 < 0,82 = 0), double
limit cycle regime (u < 0,81 > 0,82 < 0). We restrict our
attention to the critical or supercritical regime; for a more

detailed analysis on the others see [37]. The equations then
transform to,

i=z(p+w+ Blz?) + I(t). 3)

i = pr+ Bre 4+ A(t) cos 1
sin 4)

The proposed oscillator neural network model consists of
successive layers of static dense or convolutional layers with
nonlinear activation and dynamic Hopf oscillator layers. A
general oscillator neural network is depicted in Fig. [} There
are three modes in which an input, z;,(¢) can be presented to
the oscillator layer for forward propagation; either as external
input I(t), referred to as resonator mode, or as input to the
amplitude 1(t), commonly referred as amplitude modulation,
or as input to the frequency w(t), referred to as frequency
modulation (fig. 2). The method of forward pass for the three
modes of input to a single oscillator unit is described below,
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Fig. 1. The Oscillatory Neural Network is generally composed of alternating
static and oscillatory layers.

1) Resonator mode (Input presented as [(t)): In the
presence of an external complex periodic driving of
angular frequency wo, zi,(t) = I(t) = Ipe*°t, Eq. [4]
for the case of supercritical Hopf bifurcation transforms
to,

7= ur + Br3 + kily cos 1
. 1
H:Q—m?o sin 1) (5)
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Fig. 2. Mechanisms through which the input, z;, (t) can be presented to the
Oscillator unit
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Fig. 3. Driven Behaviour of a Supercritical Hopf Oscillator Under Strong
Forcing. Steady-state amplitude and relative phase as a function of frequency
difference (u = 1,81 = —100,82 =0, F = 0.2).

where ¥ = 6 — wpt and 2 = w — wy is the difference
between the angular frequencies of the oscillator and the
external input. In the presence of strong forcing ([y =
10~1), the behaviour of a supercritical Hopf oscillator is
given in Fig. 3] The oscillator shows resonance in a small
range of frequencies around its natural frequency. The
oscillator activation is then in a frequency locked state
with the input signal i.e., the frequency of the oscillator
activation is equal to the frequency of the input signal.
Furthermore, within the smaller range of frequency, the
oscillator activation is in a phase locked state to the input
signal (Fig[3). Beyond this regime, the system undergoes
phase slip. We note that the resonance described in Fig.
[] is only valid for when the input is of the particular
form, I(t) = Ipe'«ot.

2) Amplitude Modulation (Input presented as (:(t)): In
this case, with z;,(t) as input to the r equation of the
oscillator, the dynamical equations are given by,

M(t) = (NO + K;L?R(Zin (t))) (6)
7y = p(t)r; + Bry
; = w; (7)

where, R denotes the real part of the complex number.
Since the amplitude of the oscillator is a positive quan-
tity, one must ensure that, x,min(R(z,)) + po > 0
where min(R(z;,,)) is the minimum value of (2, (t)).

3) Frequency Modulation (Input presented as w(¢)): In
this case, z;,(t) is given as input to the 6 equation of the
oscillator. In this case, the input modulates the effective
oscillator frequency as follows:

7y = ur; + ﬂrf’
0; = w; + kR (z(t)) (8)

In the latter two modes of the input, the Hopf oscillation
activation gets modulated by the input oscillations, hence the
name. In this paper, we only use the first two modes of input
presentation to the neural oscillator. The above differential
equations are solved from ¢{ = 0...7T using Forward Euler
method with fixed time step relevant to the dataset. Suppose
the solution to either of the above system is given {r, 8}, then
the output is given by,

34(t) = (rcosf + ¢ rsind) )

As depicted in Fig. [I] the complex activation (Eq. [9) of the
oscillator layer feeds into a static layer. The complex nonlinear
activation, f is then applied as follows,

3s(t) = F(R(3a(1))) + F(S3(3a(?))) (10)

point wise in time. Where R, denote the real part
and imaginary part of the complex numbers. The complex
nonlinear activation § can be ReLU, tanh, or sigmoid function.

All the functions mentioned above are continuously differ-
entiable. We use automatic differentiating feature (autograd)
of TensorFlow library to calculate the gradients for backpro-
pogation to update network weights.

A. Oscillatory Convolutional Neural Network (OCNN)

In our proposed OCNN model, due to the presence of
oscillatory elements, neurons of higher layers possess spatio-
temporal responses. Arrangement of oscillators are identical
to the input feature maps to maintain the spatial information.
The intrinsic frequencies of the oscillators are sampled from
a uniform random distribution of appropriate range. The
frequency distribution is passed through a Gaussian blur of
kernel size 3x3 across the 2D arrangements of oscillators
in each channel. Hierarchical arrangements of such pairs of
convolution and oscillators enable learning and detection of
features at different levels of complexities in spatiotemporal
scale, see Fig. [

Hopf oscillators
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Feature maps
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Input
3@64x64

Convolution I(t) to Hopf oscillator

Fig. 4. Convolutional Oscillatory block: feature maps obtained after convolu-
tional operation on input image at time ¢ is given as input I(t) in one-to-one
fashion to oscillatory block of dimension equal to that of feature maps to
obtain spatio-temporal feature maps



B. Classification using Oscillatory Neural Network

Due to the dynamic nature of the DONN model, the output
of the network is always a time series. If the network is
tasked with a classification problem, the labels have to be
defined differently. In order to have an equivalent classification
score for oscillator activation, we use the ramp approach to
decide the predicted class. Ramp-like classifications are often
used in biological models as they closely replicate the race-
based threshold criterion to select the winner neurons [38]].
For each time step, all classes’ (corresponding neurons in the
last layer) desired predictions are zero, except for the desired
class where the desired value rises linearly. The predicted class
is decided by selecting the neuron which has the maximum
average across time steps.

III. EXPERIMENTS AND RESULTS

The DONN was implemented in Python 3.9.11 and Tensor-
Flow 2.10.1, and on an x86-CPU and NVIDIA GPU running
windows 11. We demonstrate the capability of DONN in a
variety of basic sequential processing tasks.

A. Signal Generation

We begin with a simple demonstration of signal generation
with DONN. The network is trained to produce a sinusoidal
signal of a specific frequency when prompted by a specific
label presented as input in 1-hot form. The labels are [1,2,3,4]
and and the corresponding signal has frequency [1, 5, 7, 9]
in Hertz. The size details of the network architecture are
described in Tablell

TABLE I
NETWORK ARCHITECTURE FOR SIGNAL GENERATION TASK
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Fig. 5. The performance of the model for signal generation task to generate
the four classes reliably.

where m(t) is the message signal, w. is the carrier wave
frequency and M(t) is the modulated signal. For this task the
message signal, m(t) = Z?Zl sin(2w f;t), fi € U(1,5) Hz.
Carrier frequency, w. = 8 Hz is kept fixed. Some sample
message signals and the corresponding modulated signals are
given in Fig. [6] The size details of the network architecture
are described in Table{lll The oscillators are initialised with
frequency in the range 0.1 Hz to 12 Hz. The input to the
oscillator is given as I(t). The network is able to demodulate
the message signal accurately (fig. [7). The validation MSE
loss is 0.02 (p<0.05, n=10).

TABLE I
NETWORK ARCHITECTURE FOR AMPLITUDE DEMODULATION

Input frequency range

Carrier: 8 Hz, message signal: [1-5 Hz]

Input frequency range [1-9 Hz] Initial frequency range of oscillators  [0.1-12 Hz]
Initial frequency range of oscillators [1-10 Hz] ReLU (40), Hopf (40),
ReLU (10), Hopf (10), Architecture ReL.U (40), Hopf (40),
. tanh (40),
Architecture tanh (10) output (1)
output (1) P
Input type to oscillators () Input type to oscillators I(t)

Frequency of oscillators Not trained

For this problem, the input is presented as x(t). The network
is able to generate the signals accurately, see Fig. [5] The
validation Mean Squared Error (MSE) loss is 0.01 (p<0.05,
n=10).

B. Amplitude Demodulation

In order to transmit a signal over a distance without being
affected by external interference or noise and without experi-
encing degradation, it must undergo a modulation process. The
inverse process of retrieving the message is demodulation. We
show that our network is able to perform this operation. The
mathematical expression for amplitude modulation is given as
follows,

M(t) = (1 + m(t)) sin(wet) (11)

Frequency of oscillators Not trained

C. Signal Filtering

In a variety of signal processing problems there are require-
ments to remove, suppress and/or amplify certain frequency
components. Here we apply our model to learn the transfer
function of a band-pass filter.

The input data is composed of synthetically generated sinu-
soidal signals with frequency in the range SHz to 300Hz, and
arbitrary phase delays and amplitudes. The signal is generated
for 1 second with a sampling rate, f; = 1000. Gaussian noise,
N(0,0.1), is added to the signal. The signal was filtered using
Infinite Impulse Response Butterworth filter of order 4 using
SciPy library, allowing frequencies in the range 50Hz to 100
Hz to pass and attenuates others. Some sample input and the
corresponding desired filtered output signals are shown in Fig.

Bl
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Fig. 7. The performance of our model in demodulating the signal. The desired
demodulated signal is blue and the model predictions are in orange.

The size details of the network architecture are described in
Table-@ The loss function is the Mean Squared Error (MSE),
and Adaptive Moment Estimation (ADAM) is used to optimise
the weights. The validation MSE loss is 0.004 (p<0.01, n=10).
Fig. 0] shows the learnt transfer function and Fig. [T0] shows
the desired and predicted model output.

TABLE III
NETWORK ARCHITECTURE FOR SIGNAL FILTERING

Input frequency range [5-300 Hz]
Initial frequency range of oscillators [30-150 Hz]
ReLU (40), Hopf (40),
Architecture tanh (40),
output (1)
Frequency of oscillators Trained
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Fig. 10. The figure shows the desired input and output behaviour expected
from our network. The predicted signal (Orange) after filtering; upon com-
paring with the desired signals, we infer that the model is able to capture the
Transfer function of the desired Band-Pass filter.

D. Learning Mathematical Operators

In this task the network is trained to perform indefinite
integration and differentiation on synthetically generated si-
nusoidal signals. Task-1, the data is composed of signals
with multiple frequency components and arbitrary initial phase
offset and amplitude. If I(t) = ). a; sin(w;t+¢;) is the input
signal, the output signal, then for the integration task, O(t) is
given by,

o(t) = Z —% cos(wit + &) (12)

and for the differentiation is given by,

= Z a;w; cos(w;t + ¢;) (13)

where a;, ¢;,w; are the amplitude, phase offsets and the angu-
lar frequencies sampled from N(0,1), N (0,7) and U(1,5)
respectively. Task-2, We also apply the model on a data set of
composed of trajectories where an agent is allowed to move
in a bounded domain following an arbitrary velocity profile as
described in [39]. The network is tasked to perform integration
of the velocity profiles, (&, ¢) to produce the trajectory, (z,y),
see Fig. [TT]

The size details of the network architecture for the two
tasks are described in Table{IV] The network successfully
performs the integration operation on both the data sets and the
differentiation operation on the former dataset, see Fig. [12] [[3]
[[4 The MSE loss for Differentiation is 0.1. For integration,
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Fig. 12. The model is able to integrate the signals. (Blue) represents the
desired and (orange) represents the model predicted output.

Task-1 the validation MSE loss is 0.08 (p<0.05, n=10), Task-2
validation MSE loss is 0.07 (p<0.05, n=10).

TABLE IV

NETWORK ARCHITECTURE FOR LEARNING MATHEMATICAL OPERATIONS

Task 1 Task 2
Input frequency range [0.1-5 Hz] Ifz;;_lzz_ [%11__120]?2 Z]]
Initial frequency range
of oscillators [1-10 Hz] [1-10 Hz]

ReLU (20), Hopf (20),
ReLU (20), Hopf (20),

ReLU (20), Hopf (20),
ReLU (20), Hopf (20),

Architecture tanh (20), tanh (20),
output (1) output (1)
Input type to oscillators 1(t) 1(t)
Frequency of oscillators Not trained Trained

E. Sentiment Analysis

Movie review sentiment analysis typically involves a two-
class classification problem (positive/negative). The IMDB

5 ]
0 200 200 500 800 1000
Fig. 13. The network is able to learn the Integration operation, some sample

figures are shown. Desired and model predicted output are shown in blue and
orange respectively.
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Fig. 14. The network is able to learn the Differentiation operation, some
sample figures are shown. Desired output (orange) and model predicted output
(blue) are shown.

large movie review dataset serves as a common bench-
mark for sentiment analysis tasks, with a predefined maximum
review length of 500 words. The training data is split into
training and validation in a 7 : 3 ratio. The selection of this
task aims to demonstrate the proficiency of the Deep Oscillator
Neural Network in sequence classification.

The words are encoded and passed to the embedding layer
followed by the DONN. The embedding dimension is 100 with
a vocabulary length of 35,000. The input to the oscillator layer
is presented as I(t). The total trainable parameters is 26,798.
The optimiser used is the ADAM optimiser with learning rate
= 0.001, and the objective function used is mean squared
error. The model achieves a performance of 85.2% (p<0.05,
n=10) accuracy on testing data. The network architecture and
comparison with other models are described in Table{V]

FE. Action Recognition : UCF 11

To showcase the sequence processing capacity of OCNN
network in spatiotemporal domain, we validate the network
using UCF11 YouTube Action dataset [41]]. UCF11 is a stan-
dard 3-channel RGB video classification dataset with different



TABLE V
SENTIMENT ANALYSIS

Model Validation accuracy Architecture
R Embedding layer (100),
li‘ggijtl 85.19% 2 x Bidirectional fiip-flops (100),
tanh (20), output (2)
S Embedding layer (100),
%‘idléff“l 85.07% 2 x Bidirectional flip-flops (100),
ptiop tanh (20), output (2)
Embedding layer (100),
Hopf (100), ReLU (100),
Hopf (100), ReLU (100),
tanh (20),
output (2)
DONN 85.2 %

Initial frequency range of
oscillators: [1-15 Hz],
Input type to oscillators: I(t),
Frequency of
oscillators: trained

viewpoints, backgrounds and camera motions. The dataset
consists of 11 action classes, and number of frames for all the
videos is set to 50, with each frame resized to 48 x48 from
the original 224x224, on account of limited computational
capability. Dataset is divided into training and validation with
1290 and 305 samples respectively.

The network used for the task consists of two pairs of
convolutional-oscillators layers, followed by flattening and
dense layers. The architecture details of the network used for
the task is mentioned in Table{VI} Time step of the oscillators
is set to 0.02 seconds with the number of time steps equal
to the number of frames in a video sample. Adam (learning
rate: 0.0001) and MSE are used as optimizer and loss function
respectively for training.

TABLE VI
ACTION RECOGNITION

Model Validation accuracy Architecture
2 x ConvLSTM (3x3,40),
Convolutional 95429 Conv3D (3x3x3, 1),
LSTM e flatten,
softmax (2)
2 x ConvLSTM (3x3,40),
Convolutional 99.75% Conv3D (3x3x3, 1),
flip-flops 070 flatten,
softmax (2)
2 x OCNN (3x3,40),
flatten,
output (2)
OCNN 98.64%

Initial frequency range: [1-15 Hz],
Input type to oscillator: I(t),
Frequency of oscillators: trained

Fig. [T5] shows the accuracy and loss curves on validation
data, and Fig. [16] shows the desired output and output from the
model. The validation MSE loss and accuracy of the model is
0.0564 and 99.75% (p<0.05, n=10) respectively.
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Fig. 15. Accuracy and loss plots on validation data for UCF11 dataset
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Fig. 16. Sample frames of the input and their corresponding classes mentioned
above, and the desired and the model predicted ramp output. Only one class
ramps up linearly whereas all other classes remain zero throughout.

G. Video Frame Prediction Task

In the video frame prediction task, the network has to
predict the next frame at time ¢ + 1, given the input frame
at time ¢ [42]]. We generated a synthetic dataset to conduct the
experiment. Each video in the dataset is of 40 x 40 greyscale
images and the number of frames is 16. Squares can move
in any one of the possible directions in 360 degrees, where
dimension of each square is in the range of 2 to 4 (Figure
11). A total of 1000 such videos were generated and 8:2 train-
validation split is used. First 15 frames (t = 0 to ¢t = 14) is
given as the input to the network, and the network should
predict the next 15 frames (¢ = 1 to ¢ = 15).

The network architecture is Table{VII] Adam optimiser with
a learning rate of 0.001 is used to optimise the objective
function and MSE was used as the loss function. The total
trainable parameters are 30,401. The validation MSE loss after
training is 0.04 (p<0.05,n=10). A sample prediction of our
model is given in Fig. [I7]



TABLE VII
VIDEO FRAME PREDICTION

Initial frequency range of oscillators [0.1-7 Hz]
Input type to oscillator 1(t)
2 x OCNN (3x3,40 filters),
Architecture flatten,
output (2)
Frequency of oscillators Trained

Fig. 17. The row wise description is the model input, desired output, output
from an equivalent ConvLSTM layer, and the prediction made by our network.
The prediction by the Oscillator network visually look better.

IV. DISCUSSIONS AND CONCLUDING REMARKS

We present a broad class of trainable deep oscillatory neural
networks can be trained on a variety of classification problems.
We also presented an oscillatory analog of CNNs known as
OCNNSs that can be used to classify videos. We argue that
the proposed class of DONNs is able to overcome some
longstanding limitations of the existing oscillatory network
models in computational neuroscience and in artificial neural
networks.

In computational neuroscience modelling, oscillatory neural
networks have been used in several subdomains of neuro-
science. For instance, rhythmic movements underlying loco-
motion are thought to be driven by special neural circuits
known as Central Pattern Generators (CPGs), capable of
generating oscillatory dynamics [43]-[46]. Thus oscillatory
networks have been used to model the rhythmic movements of
locomotion in bipeds or quadrupeds [34]], [47], or swimming
movements [36], and rhythmic movements of a robotic hand
[35]]. Some early models of locomotion used fixed connections,
with bio-inspired architecture, but later models like those from
Ijspeert and colleagues [48|] are trainable models. However,
this latter class of models are purely generative models i.e.
they are not I/O models and generate an output without any
input.

When it comes to applications of oscillatory networks in
sensory processing, an important class of models is dedi-
cated to feature binding. The problem of feature binding
addresses the question of how the brain binds the different
sensory characteristics like color, form, texture to construct
the presentation of a single object. It has been proposed that
such binding can be achieved temporally by synchronizing
the oscillations underlying various sensory characteristics, a
mechanism known as temporal feature binding [49]. A number

of oscillatory neural networks have been proposed to describe
temporal feature binding in perception [50], multisensory
integration [51], working memory [52]]. Oscillatory neural
networks are naturally suited to modelling auditory processing
of music, thanks to the intrinsic rhythmicity of the signal, and
have therefore been applied to music perception [19]], [37].
The aforementioned class of oscillatory neural networks either
have fixed connections or are trained by unsupervised learning
in cases where learning occurs.

Then there is a rich body of modelling literature that
applies oscillatory neural networks to model brain dynamics
at large scale. These models are calibrated by various types
of functional readouts of the brain like eg fMRI [28], [53],
Electroencephalogram (EEG) [32f], [54]-[56], or Magnetoen-
cephalogram (MEG) [57]. In addition to describing the nor-
mal brain, this class of models have been applied to model
brain dynamics in conditions of brain disorders including
Alzheimers [58|, Stroke [59] , Parkinson’s disease [60] etc.
In this class of models, typically, the network connections are
not a result of learning but are obtained from the empirical
structural connectivity of the brain. However, a recent mod-
elled study had proposed use of complex-valued connections in
which the magnitudes are obtained from structural connectivity
while the phase is learnt by a modified form of Hebbian
learning [29]]. However, note that the aforementioned models
of brain dynamics are purely generative models and not I/O
models.

Apart from the aforementioned biologically oriented exam-
ples, there have been a range of artificial engineering applica-
tions of oscillatory neural networks. An important class refers
to associative memory models. Earliest associative memory
models are based on fixed point dynamics [61], [62], which
have low biological plausibility are artificial since memories
in the brain are necessarily composed of neural oscillations
[163[], [64]]. This motivation had inspired a range of oscillatory
associative memories [65]], [66]. In the earliest models of
oscillatory associative memories all the oscillators had the
same intrinsic frequency. Deficiencies in storage capacity
shown by oscillatory associative memories that operate at a
single frequency are overcome by generalizations that involve
an addition of harmonics to the dynamics, apart from the
fundamental frequency [67]-[69] . Note that in this entire class
of oscillatory neural networks are trained by unsupervised
learning, more specifically a variation of Hebbian learning.
Other artificial applications of oscillatory neural networks
include image segmentation, auditory scene segmentation and
object detection. [70]—[72]. Note that the class of oscillatory
networks described in this para involve an unsupervised learn-
ing rules like Hebbian learning or its variations and therefore
cannot learn I/O behavior.

Recent years saw a surge of interest in the area of hardware
implementations of oscillatory neural networks [73]. In the
1950s, von Neumann had proposed that oscillators can be used
as logic gates and digital information can be stored in the form
of phase differences [74], [[75]. Hardware implementations of
neural networks, often called neuromorphic systems, often use
spiking neuron networks [76]. The recent interest in oscillatory
neurons, as a substitute for spiking neurons, can be linked to



the opportunities that oscillatory hardware offers to low-power
design. Oscillatory neural hardware implementations encom-
pass associative memories [77]], image and audio segmentation
[78], [79], memristor models of locomotor rhythms [47].
Thus the hardware implementations of the above oscillatory
networks also cannot learn 1/O behavior. Thus the oscilla-
tory neural network models reviewed above involve either
fixed connections or unsupervised learning. It is therefore
worthwhile to formulate oscillatory neural networks that can
learn I/O relations by supervised learning. The broad class
of DONNSs described in this paper, which to our knowledge
is perhaps the first demonstration of a deep oscillatory neural
network with multiple frequencies, trainable in an I/O fashion,
is expected to be a valuable addition to oscillatory neural
network literature.
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