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UNIFORM BOUNDS FOR FIELDS OF DEFINITION IN

PROJECTIVE SPACES

GIULIO BRESCIANI

Abstract. We give a positive answer to a question of J. Doyle and J. Silver-
man about fields of definition of dynamical systems on Pn. We prove that, for
fixed n, there exists a constant Cn such that every dynamical system Pn → Pn

is defined over an extension of degree ≤ Cn of the field of moduli. More gen-
erally, the same bound works for any kind of “algebraic structure” defined
over Pn, such as embedded curves, hypersurfaces, algebraic cycles. As a con-
sequence we prove that, if x ∈ X(k) is a rational point of an n-dimensional
variety with quotient singularities, there exists a field extension k′/k of degree
≤ Cn−1 such that x lifts to a k′-rational point of any resolution of singularities.

We work over a field k of characteristic 0 with algebraic closure K. A variety is
a geometrically integral scheme of finite type over the base field.

Consider a varietyX overK with some additional “algebraic structure” ξ, such as
a divisor, an embedded curve, the “empty structure” (i.e. no additional structure),
a dynamical system X → X and so forth (the concept of algebraic structure has a
formal definition, see §1 and [BV24, §5]).

A subextension K/k′/k is a field of definition if there exists (Y, η) over k′ such
that (Y, η)K ≃ (X, ξ). The field of moduli k(X,ξ) is the subfield of K fixed by the
Galois elements σ ∈ Gal(K/k) such that σ∗(X, ξ) ≃ (X, ξ).

Clearly, every field of definition contains the field of moduli. It is then natural
to ask whether (X, ξ) is defined over the field of moduli, or more generally what
is the minimal degree over k(X,ξ) of a field of definition. This problem has been
studied a lot starting with works of A. Weil, T. Matsusaka and G. Shimura, see e.g.
[Wei56, Mat58, Shi59, Shi72, DE99, Sil95, Hug07, Mar13, HM14, DS19] (this list
of references is far from being exhaustive).

In the case of a dynamical system ξ of degree d ≥ 2 on Pn
K , i.e. an equivalence

class of morphisms Pn
K → Pn

K for the conjugacy action of PGLn+1(K), J. Doyle and
J. Silverman proved that there exists a bound Cn,d depending only on n and d for
the minimal degree of a field of definition over the field of moduli [DS19, Theorem
1]. They asked whether it is possible to give a bound Cn depending only on n
[DS19, Question 2], since for n = 1 R. Hidalgo proved that C1 = 2 works [Hid14].

We prove that Doyle and Silverman’s question has a positive answer for every n.
More generally, we give a uniform bound Cn which works not only for dynamical
systems on Pn

K , but for every algebraic structure ξ on Pn
K such that Aut(ξ) ⊂

PGLn+1(K) is finite (this hypothesis holds for dynamical systems [Lev11]).

Theorem 1. Fix n ≥ 0 a non-negative integer. There exists a constant Cn such

that, for every algebraic structure ξ on Pn
K with field of moduli kξ and such that

Aut(Pn
K , ξ) ⊂ PGLn+1(K) is finite, there exists a finite extension k′/kξ of degree

at most Cn and an algebraic structure (Pn
k′ , η) on P

n
k′ such that ηK ≃ ξ.
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The constant Cn is uniform across all types of algebraic structures : the same
constant works for dynamical systems of arbitrary degree, hypersurfaces, cycles
etc.

In our joint paper with A. Vistoli [BV24], we have showed that the problem of
fields of moduli versus fields of definition for varieties of dimension ≥ 2 is tightly
bound to the following question: given a variety X with quotient singularities, a
rational point x ∈ X(k) and a resolution of singularities X̃ → X , when does x lift

to a rational point of X̃? We called the study of this question the arithmetic of

quotient singularities.
The 1-dimensional case is trivial. In [Bre24a] we gave a complete classification

in dimension 2, while in [BV24, §6] we gave some results in arbitrary dimension.
Here, we prove the following.

Theorem 2. Let X be an n-dimensional variety with quotient singularities over k,
X̃ → X a resolution, and x ∈ X(k) a rational point. There exists a finite extension

k′/k of degree ≤ Cn−1 such that x lifts to a k′-rational point of X̃, where Cn−1 is

the constant given in Theorem 1.

We remark that Theorem 2 is not only a consequence of Theorem 1, but it is
used in its proof too: we use Theorem 2 in dimension n to prove Theorem 1 in
dimension n, which in turn is used to prove Theorem 2 in dimension n + 1, and
so forth. This gives further evidence of the fact that the arithmetic of quotient
singularities is a fundamental part of studying fields of definition versus fields of
moduli problems.

It is possible to turn the proof of Theorem 1 into an explicit bound for Cn, but
this explicit bound is extremely large, see Remark 10. As we have already said, R.
Hidalgo proved that for n = 1 we can choose C1 = 2, and it is easy to show that
this is optimal. For C2, a careful analysis of the proof of [Brea, Theorem 12] reveals
that the optimal bound for C2 is either 3 or 4.

Acknowledgements. I would like to thank J. Silverman and A. Vistoli for very
fruitful discussions.

1. Algebraic structures

For the sake of synthesis, we call an algebraic structure ξ on Pn
K what we called

an algebraic object (Pn
K , ξ) in a category of structured spaces in [BV24, §5]. We

refer to [BV24, §5] for the precise definition.
Here, suffice it to say that the concept of algebraic structure is very general and

includes dynamical systems [Breb], embedded subvarieties [Brea], algebraic cycles
[Bre24b, Bre24c] and more or less any kind of additional structure ξ one may attach
to the ambient variety X (in our case, X = Pn

K), as long as the automorphism
group of the pair (X, ξ) is of finite type [BV24, Proposition 3.9]. For an algebraic
structure ξ, the field of moduli kξ is defined [BV24, Definition 3.11] and it coincides
with the Galois-theoretic definition of field of moduli whenever this makes sense
[BV24, Proposition 3.13].

2. Group theoretic bounds

We are going to need some group-theoretic bounds. We start with a simple
bound about abelian groups.



UNIFORM BOUNDS FOR FIELDS OF DEFINITION IN PROJECTIVE SPACES 3

Lemma 3. Let n, d be integers, and let ad be the number of abelian groups of degree

≤ d up to isomorphism. For every finite abelian group A of rank at most n, there
are at most dnad subgroups B ⊂ A with |A| ≤ d|B|, i.e. of index at most d.

Proof. For every abelian group H of degree ≤ d there are at most dn homomor-
phisms A → H . The statement follows. �

Next, we need the following theorem of C. Jordan.

Theorem 4 (C. Jordan, [Jor78] [CR62, Theorem 36.13]). Fix n > 0 a positive

integer. There exists a constant bn such that every finite subgroup G of GLn(C) has
an abelian, normal subgroup A ⊂ G of index at most bn.

We say that a subgroup G ⊂ PGLn(K) is diagonalizable if its inverse image in
GLn(K) is diagonalizable. Equivalently, G is diagonalizable if it is the image of a
diagonalizable subgroup of GLn(K).

As a consequence of Jordan’s theorem, we prove the following.

Corollary 5. Fix n > 0 a positive integer. There exists a constant cn such that

every finite subgroup G of PGLn(C) has a diagonalizable, characteristic subgroup

of index at most cn.

Proof. Let G ⊂ PGLn(C) be a finite subgroup, G′ ⊂ SLn(C) its inverse image in
SLn(C). Let A

′ ⊂ G′ be the normal, abelian subgroup given by Jordan’s theorem 4,
it is diagonalizable since this is true for every finite, abelian subgroup of GLn(C).
Denote by A ⊂ G the image of A′; by construction, A ⊂ G is a normal, diago-
nalizable subgroup of index d ≤ cn. Let us show that we can extract from A a
characteristic subgroup of G of bounded index.

Consider the set S = {H ⊂ G | H = φ(A), φ ∈ Aut(G)} of subgroups of G of
the form φ(A) for some automorphism φ ∈ Aut(G), we want to bound the size of
S.

Given an element H ∈ S, notice that the index ofH∩A in A is equal to the index
of H ∩ A in H , which in turn is at most d since H ∩ A is the kernel of H → G/A.
Furthermore, notice that H is normal as well, so that H ∩ A is normal in G.

Let S1 be the set of images of homomorphisms A → G/A, and S2 the set of
subgroups of A of index ≤ d which are normal in G, we have a natural map
S → S1 × S2 given by H 7→ (H/(H ∩ A), H ∩ A). Bounding the size of S reduces
to bounding the sizes of S1, S2 and of the fibers of S → S1 × S2.

First, |S1| is bounded by the number of homomorphisms A → G/A, which in
turn is bounded by dn since A has rank ≤ n. Second, |S2| ≤ dnad by Lemma 3.
Finally, the fibers of S → S1 ×S2 have at most dn elements. In fact, let G′/A ∈ S1

be the image of an homomorphism A → G/A (where G′ is the inverse image in G
of the subgroup of G/A), and A′ ∈ S2 be a subgroup of A of index at most d which
is normal in G. An element H ∈ S is in the fiber of (G′/A,A′) ∈ S1 ×S2 if it maps
surjectively on G′/A and satisfies H ∩A = A′. Such a subgroup is identified by the
induced section

G′/A ≃ H/A′ → G′/A′

of G′/A′ → G′/A, and there are at most dn such sections because G′/A is an abelian
group of rank ≤ n (it’s a quotient of A) and the kernel A/A′ has degree at most d.
It follows that |S| ≤ d3nad.
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Define

Ac
def
=

⋂

φ∈Aut(G)

φ(A) =
⋂

H∈S

H = ker(G →
∏

H∈S

G/H)

as the intersection of all the subgroups in S. By construction, Ac is a characteristic

subgroup. Since |S| ≤ d3n ·ad, then
∏

H∈S G/H has at most dd
3n

·ad elements, hence

the index of Ac in G is at most dd
3n

·ad . We can then choose

cn
def
= b

b3n
n

·abn

n .

�

3. Proof of Theorems 1 and 2

We now want to prove Theorem 1 and Theorem 2. We will prove them at the
same time by induction on n: the (n− 1)-th step of Theorem 1 is used to prove the
n-th step of Theorem 2, which in turn is used to prove the n-th step of Theorem 1,
and so forth. The cases n = 0 are both trivial, with constants C−1 = C0 = 1.
Assume n ≥ 1.

First, let us recall a few definitions from [BV24].

Definition 6 ([BV24, Definition 6.6]). A rational point x ∈ X(k) of a variety X

is liftable if it lifts to a rational point x̃ ∈ X̃(k) of one (and hence all, by Lang-

Nishimura [BV23, Theorem 4.1]) resolution of singularities X̃ → X .

Definition 7 ([BV24, §6.4, Proposition 6.5]). An extension k′/k is a splitting field

for X if Xk′ has at least one k′-rational, liftable point.

Proposition 8. Assume that Theorem 1 holds in dimension n−1. Then Theorem 2

holds in dimension n.

Proof. The base change of the singularity (X, x) to K is equivalent to (An/G, [0]),
where G is the local fundamental group of the singularity [BV24, Corollary 6.4].

Let X̂ → X be the minimal stack of X [BV24, §6.1], the reduced fiber over x is
the fundamental gerbe G of the singularity [BV24, Definition 6.2]. The base change
of G to K is the classifying stack BKG, and x is liftable if and only if G (k) 6= ∅

[BV24, Proposition 6.5]. Denote by N the normal bundle of G in X̂, it is a vector
bundle over G of rank n whose base change to K corresponds to the representation
G ⊂ GLn(K).

Consider the inertia stack I → G of G , it is a relative group sheaf with an induced
action on N . Denote by ∆ ⊂ I the subgroup sheaf of elements acting by scalar
multiplication on the vector bundle N , and let Ḡ = G /∆ the rigidification of G

by ∆ [AGV08, Appendix C]. By construction, the rigidification Ḡ is a gerbe over
k whose base change to K is the classifying stack BKḠ, where Ḡ is the image of
G in PGLn(K).

Let E be the associated variety of x [BV24, Definition 6.8], i.e. the coarse moduli
space of the projectivization P(N ); it is equipped with a non-canonical rational
map E 99K G [BV24, Corollary 6.9]. Consider the composition E 99K G → Ḡ ; by
construction, its base change to K is the rational map P

n−1
K /Ḡ 99K BKḠ associated

with the projection P
n−1
K → P

n−1
K /Ḡ. By [Bre23, Theorem 2], this defines an

algebraic structure ξ on P
n−1
K with automorphism group Ḡ, field of moduli k and

residual gerbe Ḡ.
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Since we are assuming that Theorem 1 holds for n − 1, there exists a finite
extension k′/k of degree ≤ Cn−1 such that the algebraic structure ξ is defined
over k′. By [Bre23, Theorem 2] again, the fact that ξ descends to k′ implies that
P
n−1
K → P

n−1
K /Ḡ descends to a ramified covering P → Ek′ , where P is the Brauer–

Severi variety to which ξ descends. However, Theorem 1 does not only guarantee
that ξ descends to k′, it also guarantees that ξ descends to P

n−1
k′ . This means that

we may choose P = P
n−1
k′ , and hence we get that the k′-rational points of E are

dense. Since we have a rational map E 99K G , this implies that G (k′) 6= ∅, i.e. that
xk′ ∈ Xk′(k′) is liftable. �

Proposition 9. Assume that Theorem 1 holds in dimension ≤ n− 1. Then Theo-

rem 1 holds in dimension n.

Proof. By Proposition 8, we know that Theorem 2 holds in dimension ≤ n. Up
to replacing the constants C1, . . . , Cn−1, we may assume C1 ≤ C2 ≤ · · · ≤ Cn−1.
Furthermore, up to replacing k with kξ, we may assume that k is the field of moduli.

Let G = Aut(ξ) ⊂ PGLn+1(K) be the automorphism group of ξ, by assumption
it is finite. Let G over k be the residual gerbe c.f. [BV24, §3.1], it is a finite gerbe
classifying twisted forms of (Pn

K , ξ), and its base change to K is the classifying stack
BKG.

Let P → G the universal family c.f. [BV24, §5.1], it is an n-dimensional pro-
jective bundle with the property that, if (P, η) is a twisted form over k of (Pn

K , ξ)
associated with a morphism s : Spec k → G , then P identifies with the fibered
product P ×G Spec k. In general, P will be a Brauer–Severi variety over k, and
P ≃ P

n
k if and only if s : Spec k → G lifts to P. It follows that ξ descends to an

algebraic structure on Pn
k if and only if P(k) 6= ∅.

Denote by P the compression of ξ c.f. [BV24, Definition 5.3], it is the coarse
moduli space of P and it is a twisted form of Pn

K/G over the field of moduli k. The
base change to K of the structural map P → P is the projection [Pn

K/G] → Pn
K/G;

since the action of G on Pn
K is faithful, this map is birational, and we get a birational

inverse P 99K P. By [BV23, Theorem 4.1], this implies that P(k) 6= ∅ if and only
if P has a liftable k-rational point.

Because of this, to prove the statement it is enough to find liftable k′-points on
Pk′ , with k′/k of bounded degree.

Let A ⊂ G be the diagonalizable subgroup of index at most cn+1 given by
Corollary 5. There are three cases: either G is trivial, or G is non-trivial and A is
trivial, or A is non-trivial.

Case 1: G is trivial.

If G is trivial, then P is a Brauer–Severi variety over k of dimension n, i.e. a
twisted form of Pn

K . Such a variety is always split by a field extension of degree
at most n + 1 [GS17, Theorem 2.4.3, Proposition 4.5.4, Theorem 5.2.1]. Hence,
choosing Cn ≥ n+ 1 is sufficient for the case in which G is trivial.

Case 2: G is non-trivial, A is trivial.

If G is non-trivial but A is trivial, then G has cardinality at most cn+1. Choose
g ∈ G any non-trivial element and g0 ∈ GLn+1(K) a lifting of g. Notice that
gk = λ Id for some k ∈ N, λ ∈ K since G is finite, hence g0 is diagonalizable.
The eigenspaces of g0 only depend on g (and not on the choice of g0), hence the
projective eigenspaces of g in Pn

K are well defined. Since g is non-trivial, Pn
K is not

a projective eigenspace.
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Choose 1 ≤ m ≤ n − 1 an integer such that g has m-dimensional projective
eigenspaces, and denote by Z ⊂ Pn

K the union of all m-dimensional eigenspaces of
the elements of G of the form φ(g) for some φ ∈ Aut(G); the irreducible components
of Z are m-dimensional projective subspaces, and their number is at most (n+1) ·
|G| ≤ (n+ 1) · cn+1.

Clearly, Z is distinguished in the sense of [Bre23, §7], hence Z/G ⊂ Pn/G de-
scends to a closed subset Z ⊂ P. Notice that Z/G has at most (n + 1) · cn+1

irreducible components as well. Choose W ⊂ Z an m-dimensional eigenspace of g,
and consider W0 ⊂ Z its image in Z. By construction, W0,K has at most n · cn+1

irreducible components, hence there exists a field extension k′/k of degree at most
(n+1) · cn+1 such that the image W ⊂ Pk′ of W in Pk′ is geometrically irreducible.

Let GW be the subquotient of elements of G mapping W to itself modulo the
elements acting trivially on W ; by construction, WK ≃ W/GK ⊂ P

n
K/G. By

[Bre23, Theorem 2], W is the compression of an algebraic structure on W ≃ Pm

with automorphism group GW . By inductive hypothesis, there exists an extension
k′′/k′ of degree at most Cm ≤ Cn−1 such that Wk′′ has a liftable k′′-rational point
w ∈ Wk′′(k′′). By Proposition 8, there exists a finite extension k′′′/k′′ of degree at
most Cn−1 such that wk′′′ is liftable as a point of Pk′′′ (and not only as a point of
Wk′′′). Since

[k′′′ : k] = [k′′′ : k′′] · [k′′ : k′] · [k′ : k] ≤ Cn−1 · Cn−1 · (n+ 1) · cn+1,

it is sufficient to choose Cn ≥ (n+1)cn+1C
2
n−1 for the case in which G is non-trivial

but A is trivial.
Case 3: A is non-trivial. Since A is diagonalizable, its projective eigenspaces

are well defined. Furthermore, since A is non-trivial, Pn
K is not a projective

eigenspace. Choose 1 ≤ m ≤ n − 1 an integer such that A has m-dimensional
projective eigenspaces, and denote by Z ⊂ Pn

K the union of all m-dimensional
eigenspaces of A. Since A is characteristic, then Z is distinguished in the sense of
[Bre23, §7]. Notice that Z has at most n+ 1 irreducible components. The rest of
the proof of this case is identical to the previous one, with the exception that the
constant (n + 1) · cn+1 is replaced by n+ 1. Hence, choosing Cn ≥ (n + 1) · C2

n−1

is sufficient for the case in which A is non-trivial
To sum up, since clearly (n + 1) · cn+1 · C2

n−1 ≥ (n + 1) · C2
n−1 ≥ n + 1, the

statement holds for

Cn
def
= (n+ 1) · cn+1 · C

2
n−1.

�

Remark 10. It is possible repeat the arguments above more explicitly and obtain
an explicit upper bound for Cn, using estimates for the constants an and bn of
Lemma 3 and Theorem 4 such as [ES34] and [Col07]. However, this upper bound
is going to be wildly large, something similar to

(n+ 1)!(n+1)!(n+1)!

.

We do not claim that this is actually an upper bound, we just want to give an idea
of the result of such a computation.

We think that trying to formalize this upper bound is mostly pointless, for two
reasons. The first reason is that the proofs above do not try in any way to be
optimal, and frequently use larger but simpler bounds instead of smaller and more
complex ones. More importantly, we think that any attempt to obtain a reasonable
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estimate should change strategy completely, rather than trying to optimize the one
given above. Let us explain this.

In the proof of Theorem 1, we used the constants an and bn to take care of
the most complex finite subgroups of PGLn+1(C). However, there is a common,
counterintuitive phenomenon in the study of fields of moduli: for a variety with a
structure (X, ξ), the more Aut(X, ξ) is complex, the more likely it is that (X, ξ) is
defined over the field of moduli, see e.g. [Hug07], [Bre24b], [Brea]. We think that
any attempt to obtain a reasonable estimate should try to leverage this phenomenon
in order to take care of the most complex automorphism groups (instead of simply
blowing up the bounds, as we do), and obtain sharp estimates for the less complex
ones, e.g. the abelian ones.
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