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Costa-Pérez (Senior Member, IEEE), Mérouane Debbah (Fellow, IEEE), Ashutosh Dutta (Fellow, IEEE), and

Hans D. Schotten (Member, IEEE)

Abstract—Open-radio access network (O-RAN) seeks to es-
tablish principles of openness, programmability, automation,
intelligence, and hardware-software disaggregation with inter-
operable interfaces. It advocates for multi-vendorism and multi-
stakeholderism within a cloudified and virtualized wireless in-
frastructure, aimed at enhancing the deployment, operation, and
maintenance of RAN architecture. This enhancement promises
increased flexibility, performance optimization, service innova-
tion, energy efficiency, and cost efficiency in fifth-generation
(5G), sixth-generation (6G), and future networks. One of the key
features of the O-RAN architecture is its support for network
slicing, which entails interaction with other slicing domains
within a mobile network, notably the transport network (TN)
domain and the core network (CN) domain, to realize end-to-
end (E2E) network slicing. The study of this feature requires
exploring the stances and contributions of diverse standards
development organizations (SDOs). In this context, we note that
despite the ongoing industrial deployments and standardization
efforts, the research and standardization communities have yet to
comprehensively address network slicing in O-RAN. To address
this gap, this survey paper provides a comprehensive exploration
of network slicing in O-RAN through an in-depth review of
specification documents from O-RAN Alliance and research
papers from leading industry and academic institutions. The
paper commences with an overview of the ongoing standard-
ization efforts and open-source contributions associated with O-
RAN, subsequently delving into the latest O-RAN architecture
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with an emphasis on its slicing aspects. Further, the paper
explores deployment scenarios for network slicing within O-RAN,
examining options for the deployment and orchestration of O-
RAN and TN network slice subnets. It discusses the slicing of the
underlying infrastructure, encompassing both TNs and compute
resource slicing. Finally, the paper provides a summary of various
use cases related to O-RAN slicing.

Index Terms—5G, 6G, Disaggregation, Management and Or-
chestration, Intelligence, Near-RT RIC, Network Slicing, NFV-
MANO, Non-RT RIC, O-Cloud Site, O-RAN, Open Interfaces,
Openness, RAN Architecture, RAN Slicing, RIC, SMO Frame-
work, TN Slicing

I. INTRODUCTORY REMARKS

THE radio access network (RAN) serves as a critical do-
main within a cellular network, responsible for enabling

wireless connectivity between the user equipment (UE) and
base station across a specified geographical footprint. It em-
ploys heterogeneous radio access technologies (RATs) to en-
sure efficient data transmission both in the upstream and down-
stream directions [1]. The RAN’s architectural evolution was
shaped by several key factors, including the ever-increasing
number of UEs, the growing complexity and diversity of
wireless access technologies, the relentless pursuit of enhanced
network performance (such as higher data rates, lower latency,
broader coverage, etc.), embracing emerging trends such as
virtualization and cloudification, and the escalating demand for
diverse communication and beyond-communication services
over the past decades [2]–[5]. This continuous evolution,
exemplified by its transformation from fourth-generation (4G)
to fifth-generation (5G) and now towards sixth-generation
(6G), has been instrumental in enabling a wide range of
transformative applications, services, and use cases [6]–[8].

Introduced in 4G, the distributed RAN (D-RAN) archi-
tecture proposed a separation of the radio and baseband
processing functionalities into two distinct entities: the base-
band unit (BBU) and remote radio head (RRH) [9]. How-
ever, these components were situated at the same location
within the same cellular network site and connected via an
internal interface within the corresponding base station [2].
Subsequently, the centralized RAN (C-RAN) architecture has
emerged, introducing a significant departure from traditional
RAN architectures by decoupling the BBU and RRH [1],
[2]. In this approach, the BBU is physically relocated to a
centralized data center (DC), enabling centralized control and
optimization of multiple RRHs through a high-speed fronthaul
(FH) interface utilizing the common public radio interface
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(CPRI) technologies [9], [10]. The emergence of D-RAN and
C-RAN architectures marked significant advancements in the
development and deployment of numerous RAN architectures
and RATs, paving the way for further innovations in 4G and
beyond [1], [11].

The advent of 5G heralded a paradigm shift in RAN
architecture, driving substantial transformations to harness the
diverse demands of a wide range of use cases and industrial
applications [2]. The goal was to establish a distributed,
programmable, and adaptable RAN architecture, equipped
to seamlessly accommodate the evolving needs of emerg-
ing vertical markets [12]. Aiming to enhance flexibility and
adaptability, the 3rd Generation Partnership Project (3GPP)
proposed the next-generation RAN (NG-RAN) as the 5G
RAN architecture [13]. The NG-RAN comprises a number
of base stations known as the next generation NodeB (gNB).
The NG-RAN introduces a split of the gNB, placing higher
protocol layers under the control of the centralized unit (CU)
and delegating responsibility for lower protocol stacks to the
distributed unit (DU) [14], [15]. Building upon the 3GPP-
defined gNB, the Open RAN (O-RAN) Alliance proposed
a further distribution of DU functionalities into two distinct
entities: DU and radio unit (RU). With this approach, the gNB
now encompasses CU, DU, and RU [16]. This architectural
improvement introduced significant scalability, enabling a sin-
gle CU to effectively manage multiple DUs, while each DU
could seamlessly connect to multiple RUs, responsible for the
efficient transmission and reception of radio signals to and
from 5G UEs.

One of the features of the NG-RAN is its seamless integra-
tion with cloud-native and virtualized environments, enabling
the deployment of CU and DU on commercial off-the-shelf
(COTS) hardware within a cloudified and virtualized infras-
tructure [16]. Despite the increasing momentum towards virtu-
alization and disaggregation in NG-RAN, the architecture has
predominantly maintained a closed and proprietary approach,
thereby constraining the flexibility and innovation potential it
could otherwise provide [17], [18]. The NG-RAN components
often embody complex proprietary designs developed and tai-
lored by the respective network equipment manufacturers [19].
The interfaces connecting these components are engineered for
peak performance, but they are exclusively compatible with the
proprietary hardware of the specific manufacturer, hindering
the prospects of multi-vendor interoperability [14], [20].

To foster open interfaces and facilitate multi-vendor in-
teroperability, the O-RAN Alliance has proposed a ground-
breaking industry initiative, the O-RAN architecture, aiming
to revolutionize traditional NG-RAN [21]. This initiative seeks
to replace closed and proprietary NG-RAN with open, in-
teroperable, and cloud-driven systems. The O-RAN Alliance
establishes the development of open standards and specifica-
tions, fostering compatibility and innovation amidst a diverse
landscape of network equipment vendors [17]. Simultaneously,
it embraces artificial intelligence (AI) and machine learning
(ML) to revolutionize network automation and optimization
through the RAN intelligent controller (RIC) [22]–[25]. To
achieve an open and intelligent NG-RAN architecture for 5G
and beyond, there is a need to deploy open interfaces between

NG-RAN components as well as to adopt software-defined
networking (SDN) and network function virtualization (NFV)
[26], [27]. In addition, the O-RAN architecture paves the
way for realizing groundbreaking services and applications in
cellular networks, enabling the deployment of network slicing,
dynamic spectrum sharing, and resource sharing [20], [28]–
[30].

Empowered by the O-RAN architecture, network slicing
enables the creation of open slices, effectively partitioning
a physical network into multiple virtualized networks that
can operate simultaneously and independently [17]. Each
virtualized network can be configured to match the specific
requirements of diverse use cases, catering to the unique
demands of 5G and beyond applications [31]. This specifically
means that dedicated virtual network slices can be tailored
to fulfill specific user needs [28], enabling the simultaneous
provisioning of a diverse range of services while dynamically
allocating network resources to match the individualized re-
quirements of each slice [32]. In contrast to the rigid and
inflexible one size fits all architectural solution, network slicing
introduces a paradigm shift towards a more dynamic, flexible,
and efficient approach to network optimization and resource
allocation [33], [34].

Notwithstanding the above features of traditional RANs slic-
ing, O-RAN brings several advantages to slicing. (a) With lim-
ited ability to customize resource allocation for specific slices,
O-RAN’s disaggregated architecture allows for more granular
control. Different vendors can provide special hardware and
software optimized for specific slice requirements. This allows
for a more tailored approach to slicing. (b) Traditionally,
creating slices with specific performance characteristics might
require specific vendor equipment. O-RAN’s open interfaces
make it possible to mix and match components from different
vendors as long as they comply with O-RAN standards. This
allows operators to choose the best-in-breed solutions for each
slice, potentially leading to cost savings and innovation. (c) To
facilitate automated closed-loop control of the RAN, O-RAN
introduces two RICs [22], [35]. The non-real-time RIC (Non-
RT RIC) and near-real-time RIC (Near-RT RIC) in O-RAN
enable the deployment of intelligent applications (rApps and
xApps) tailored for slicing. These applications dynamically
handle resources and enhance performance for slices in real-
time, a task challenging with traditional RAN architectures
[36]. (d) O-RAN facilitates automation in slicing through
its open interfaces and standardized protocols. This allows
for automated slice creation, configuration, and management,
making the process faster and less error-prone compared to
manual configuration in traditional RANs.

In addition, network slicing empowers mobile network op-
erators (MNOs) to deliver services tailored to exacting require-
ments, facilitating the fulfillment of service level agreements
(SLAs) with tenants [46]. This approach specifically addresses
the heterogeneity of performance requirements and network
functionalities by introducing standardized service types, de-
fined by the 3GPP. These standardized service types, as of
this writing, encompass enhanced mobile broadband (eMBB),
ultra reliable low latency communication (URLLC), massive
machine type communication (mMTC), high-performance ma-
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TABLE I
COMPARING THE CONTRIBUTIONS OF OUR PAPER TO THE MOST RECENT STATE-OF-THE-ART OVERVIEW AND SURVEY PAPERS RELATED TO THE O-RAN.

Ref. Year Summary of Key Contributions

[15] 2020 • Overview of architectures for open and programmable 5G networks, with a particular focus on O-RAN
• Extensive collection of recent open-source software and frameworks developed for the O-RAN architecture

[5] 2022 • Evolution of O-RAN through deployments, advancements, current initiatives, and standards activities
• Exploration of O-RAN components, proposal of open-source solutions, and identify research challenges

[37] 2022 • Detailed exploration of O-RAN architecture, outlining its components and interfaces
• Illumination of potential benefits and burgeoning market trends of O-RAN adoption in 5G and beyond

[26] 2022 • Presenting the deployment of O-RAN and the integration of AI/ML models into O-RAN architecture
• Introducing an architecture that enables seamless end-to-end (E2E) data collection and real-time analytics

[38] 2022 • Exploration of AI applications in O-RAN components and interfaces, as well as associated use cases
• Examination of potential AI deployment scenarios and diverse use cases across various sectors

[39] 2022 • Showcasing the deployment of deep learning (DL) in O-RAN architecture by demonstrating two use cases
• Identification of critical challenges, open issues, and future research directions for AI-enabled O-RAN

[20] 2022 • Discussing constraints in O-RAN architecture and exploring technologies to overcome these limitations
• Exploring security, latency, real-time control at the physical layer, and testing of AI-based RAN control

[19] 2023 • Exploring O-RAN design principles, standardization, and RIC’s implementation for O-RAN management
• Discussing experimental platforms, performance optimizations, challenges, and future research in O-RAN

[40] 2023 • Providing a survey and overview on O-RAN architecture, as well as its automation and intelligentization
• Highlighting crucial research areas where ML can provide substantial benefits to O-RAN

[41] 2023 • Conducting a survey on integrating AI/ML in O-RAN and outlining associated standardization activities
• Discussing AI-based modeling, model inference performance, challenges, and future research directions

[42] 2023 • Discussing the security and privacy risks as well as challenges linked to O-RAN’s security
• Exploring potential solutions for enhancing O-RAN security and discussing related standardization efforts

[17] 2023 • Proposing an architecture for the realization of an E2E open network slicing in 6G
• Introducing a standard-compliant O-RAN architecture for 6G, delving into its various layers

[10] 2023 • Delving into O-RAN deployment, examining the disaggregation of its functions and interfaces
• Shedding light on latest standardization efforts spearheaded by the O-RAN Alliance

[43] 2024 • Presenting deployment options and diverse test results encompassing Open FH, cloud platforms, and RIC
• Demonstrating the robustness of O-RAN and sharing insightful perspectives on its future evolution

[44] 2024 • Adopting O-RAN for 6G, emphasizing on increased agility, cost-effectiveness, energy efficiency, etc.
• Discussing O-RAN’s impact in 5G and proposing a system-level approach for integrating O-RAN in 6G

[45] 2024 • Discussing O-RAN architecture, emphasizing on RICs and AI/ML integration for autonomous optimization
• Exploring E2E network slice orchestration architecture for realizing O-RAN use cases

This paper 2024 • Offers a detailed exploration of the latest O-RAN architecture, open-source activities, and standardization
efforts made by various standards development organizations (SDOs), with an emphasize on network slicing

• Provides insights into the deployment scenarios for service management and orchestration (SMO) Framework
to effectively manage and orchestrate O-RAN slice subnets and their corresponding resources

• Explores the underlying infrastructure that hosts O-RAN network functions (NFs) and transport networks
(TNs)

chine type communication (HMTC), and vehicle to everything
(V2X) [16]. The number of these standardized service types
is anticipated to expand significantly with the continuous
advancement and deployment of communication and non-
communication services in 5G, 6G, and beyond [6].

Despite the significant contributions of the 3GPP in RAN
slicing, the O-RAN Alliance has also played a pivotal role
in the intelligentization of open interfaces and components to
support intelligent slicing within O-RAN [47]. The RIC [22],
which serves as a robust platform for hosting slicing-aware
applications, can train, host, and execute the AI/ML models to
achieve intelligent O-RAN slicing. These models can predict
and optimize traffic fluctuations based on a comprehensive
set of defined metrics [12]. To fully realize the potential of
slicing within an O-RAN, it is essential to foster a seamless
unification between O-RAN and 3GPP standards at various
levels [48]. This unification is crucial for addressing the

intricate challenges and complexities associated with RAN
slicing across various domains of the two standards.

It is noteworthy that, while the O-RAN Alliance and 3GPP
frameworks enable slicing in O-RAN, they do not directly
address the virtualization aspects in O-RAN. To holistically
encompass both the virtualized and physical dimensions of
slicing within the O-RAN architecture, it is essential to
establish harmonization among the 3GPP, O-RAN Alliance,
and European Telecommunications Standards Institute (ETSI)
frameworks. This harmonization of these three standardized
frameworks is anticipated to pave the way for unified solutions
for the realization of slicing within the O-RAN [48], enabling
seamless delivery of various types of O-RAN slices.

A. Review of Survey and Overview Papers on O-RAN
Despite the remarkable progress and growing interest in

3GPP-defined RAN architectures and their slicing [49], [50],
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realizing slicing in the O-RAN Alliance-defined architecture
presents escalating challenges due to the stringent require-
ments of supporting open interfaces, seamless interoperability
among components from diverse vendors, and the intricate
interplay of multiple stakeholders within the management and
network domains [17], [51]. Consequently, O-RAN slicing has
recently emerged as a focal point of intense research interest
within both the standardization and research communities.

Within the standardization community, the O-RAN Alliance
is spearheading the role as a leading SDO that has been defin-
ing standards for O-RAN slicing. The specifications related
to the network slicing have been published within the various
working groups (WGs) of the O-RAN Alliance. We will delve
into the pertinent specifications and contributions to O-RAN
slicing in the subsequent chapters. However, the most recent
specifications that lay the groundwork for O-RAN slicing,
published by the WG 1, are accessible in [31], [52].

Within the research community, we have witnessed signifi-
cant contributions to diverse research challenges. This encom-
passes aspects related to the management and orchestration
of O-RAN slicing, designing xApps and rApps for O-RAN
slices, and numerous optimization problems. Furthermore,
several survey and overview papers related to the subject
have been published by leading academic institutions. We
present an up-to-date list of these papers, summarizing their
major contributions to the O-RAN architecture (and, where
applicable, to O-RAN slicing) in Table I.

B. The Primary Survey Gap in the Literature
Notwithstanding the fact that some of the earlier mentioned

papers address network slicing and highlight its impact on
the O-RAN, they lack a thorough analysis of O-RAN slicing.
Specifically, there is a deficiency in presenting an accurate
portrayal of the current scenario, exploring various proposed
deployment options, and offering sufficient information on
tightly integrating the different O-RAN components. In addi-
tion, there is a lack of literature on the seamless unification and
interoperability among the O-RAN’s components to ensure the
successful development and deployment of various types of O-
RAN slices. Therefore, according to our current understanding,
there exists no comprehensive survey or overview paper in the
literature that delves into the intricacies of network slicing in
O-RAN in a comprehensive and thorough manner.
C. Goals and Contributions

To address the identified literature gap, this paper makes
a significant contribution by offering a comprehensive survey
and overview of network slicing in O-RAN. Specifically, the
key contributions of this paper are as follows:

• Exploring open-source initiatives, standardization actives,
and the design of experimental platforms for O-RAN.

• Focusing on the latest O-RAN architecture outlined by
the O-RAN Alliance, with an additional emphasis on
theoretical contributions from academic research and
practical deployment from various leading industries.

• Providing a holistic view of the network slicing paradigm
within O-RAN, we introduce the functional components
and interfaces necessary for implementing network slic-
ing within the O-RAN architecture.

Sec.II

Sec.III

Sec.IV

Sec.V

Sec.VI

O-RAN Standards and Open Source Efforts

O-RAN Slicing-aware Architecture

O-RAN Deployment Scenario

Slicing the Underlying O-RAN Infrastructure

Network Slicing Use Cases in O-RAN

Sec.I

Conclusions and Future Works

Introduction
- Review of Survey Papers
- Survey Gap in Literatures
- Our Goals and Contributions
- The Structure of the Paper 

- Key Feates of O-RAN
- O-RAN Standards and Activities
- Open Source Projects
- Open Access Testbeds

- Major Components of O-RAN
- The O-gNB and Interfaces
- The SMO Framework and Interfaces
- The Underlying Infrastructures

- O-RAN NF Deployment Scenarios
- Network Slicing Deployment Scenarios
- SMO Framework Deployment Options
- 3GPP and NFV-MANO based SMO Deployment
- 3GPP and ONAP based SMO Deployment

- O-RAN Cellular Site
- O-RAN Cloud Platform
- Xhaul Transport Network
- Xhaul Transport Network Slicing
- Mapping of NSIs to Physical Infrastructure

- Slice Subnet Management & Provisioning
- Slice SLA Assurance
- Multi-vendor Slices
- Advantages of Multi-vendor Slices
- NSSI Resource Allocation Optimization

Sec.VII - Background & Concluding Remarks of O-RAN
- Summary of the Content Covered in the Paper
- Future Research Directions

Fig. 1. Overview of the organization and structure of this survey paper. Each
box represents one of the seven chapters of the paper, encapsulating their
respective contributions and themes.

• Delving into the deployment scenarios of O-RAN slicing
and the SMO Framework, we provide insights into a
number of high-level use cases expected to be served by
O-RAN’s slicing-aware architecture.

• Discussing the NFs and TN elements, along with their
management and orchestration, such as FH and mid-
haul (MH), which constitute the O-RAN slice subnet.
Additionally, this paper is addressing the aspects of the
underlying infrastructure associated with TN slicing.

In Table I, we present a comparison between the contribu-
tions made in this article and those found in state-of-the-art
survey articles on the subject.

D. The Organization of the Article
The rest of this survey paper is structured as follows: We

begin with an overview of the open-source projects, activities,
and their contributions, as well as the standardization efforts
associated with O-RAN architecture in Section II. We then in-
troduce the architectural components and open interfaces of O-
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RAN slicing-aware architecture and highlight the features for
O-RAN slicing in Section III. This section further includes dis-
cussions on O-RAN interactions with 3GPP-defined network
components, service management, and service orchestration.
In Section IV, we explain the various deployment scenarios for
O-RAN deployment, O-RAN slicing, and SMO proposed by
the O-RAN Alliance in relation to different use cases. Moving
forward, Section V delves into the underlying infrastructure
slicing within the O-RAN architecture, elaborating on the con-
cepts of O-RAN cloud platform (O-Cloud) slicing, TN slicing,
and TN slice orchestration. Section VI outlines high-level use
cases that are expected to be prioritized and defined with
support from the O-RAN community, particularly in relation
to RAN slicing. Finally, Section VII offers a summary of our
work, draws conclusions, and suggests potential directions for
future research. To improve readability, an overview of the
organization of this survey paper is illustrated in Figure 1.

II. ONGOING STANDARDIZATION EFFORTS AND OPEN
SOURCE CONTRIBUTIONS TO THE O-RAN ARCHITECTURE

In this section, we explore, in detail, the fundamental
features, characteristics, and implications of the O-RAN ar-
chitecture. Additionally, we delve into ongoing open-source
initiatives within the O-RAN ecosystem, alongside openly
accessible experimental platforms specifically designed for de-
veloping the O-RAN components and interfaces. Furthermore,
we provide an overview of state-of-the-art standardization con-
tributions across various de facto and de jure SDOs associated
with the O-RAN architecture. Our primary objective is to
equip the inquisitive reader with a comprehensive understand-
ing of the ongoing advancements associated with O-RAN.

A. Key Features and Principles of O-RAN
The primary motive behind O-RAN architecture for service

providers is to diversify their vendor partnerships and avoid
vendor lock-in, allowing the utilization of non-proprietary
software and hardware components from various vendors
[53]. Traditionally, RAN has been a proprietary and vertically
integrated part of a mobile network, with tightly coupled
hardware and software from a single vendor [17]. O-RAN
seeks to change this paradigm by advocating for open in-
terfaces and interoperability among RAN components. The
O-RAN architecture prioritizes interoperability and flexibility
through open standards, enabling network operators to choose
equipment and software from different suppliers [40], [54].
This flexibility facilitates greater customization in network
configuration, encouraging the involvement of second- and
third-tier equipment manufacturers [53].

O-RAN not only establishes open interfaces but also enables
unrestricted access to NG-RAN through AI-based control
mechanisms, enhancing real-time sensing, proactive manage-
ment, and dynamic responsiveness to radio resources [55],
[56]. It supports programmable, disaggregated, virtualized,
and interoperable tasks [16], enabling service providers to
transition to a fully programmable, intelligent, autonomous,
and multi-vendor RAN architecture for 5G, 6G, and beyond
[53].

The integration of AI/ML models into the O-RAN facilitates
the design of data-driven RICs, supporting service providers,
vendors, and third parties with the onboarding of applications
and use cases in an inteligent manner [48]. These applications
and use cases aid in automating and optimizing O-RAN
operations, reducing the total cost of ownership (TCO) for
mobile carriers, and enhancing the quality of experience (QoE)
and quality of service (QoS) of RAN services [57], [58].

The following bullet points sum up the main principles and
characteristics of the O-RAN that service providers, network
operators, and other stakeholders may find relevant.

• Intelligent and Programmable Network: O-RAN is
designed to be intelligent and programmable, allowing
for dynamic adjustments and optimizations in network
operations. This flexibility enables the network to adapt
to varying demands and scenarios efficiently [59].

• Data Center Economics to RAN: O-RAN brings the
economic principles of DC to RAN, optimizing resource
utilization and operational expenditure (OPEX) [54]. This
approach enhances the efficiency of RAN infrastructure,
aligning it with the cost-effective practices seen in DCs.

• Lower TCO: By leveraging DC economics and promot-
ing efficiency, O-RAN aims to significantly reduce the
overall TCO. This cost-effectiveness is achieved through
streamlined operations and resource utilization [60].

• Automation and Manageability: O-RAN emphasizes
automation and manageability, reducing the manual effort
required for network operations. This not only improves
efficiency but also enhances the reliability and consis-
tency of network management tasks [59].

• Faster Time to Market: O-RAN facilitates a quicker
time to market for deploying network solutions, enabling
operators to roll out new services and features more
rapidly. This speed in implementation is crucial for stay-
ing competitive in the rapidly evolving telecommunica-
tions landscape [61].

• Agility of Innovation: The architecture of the O-RAN
fosters innovation agility, allowing for the swift develop-
ment and integration of new technologies and features.
This adaptability ensures that the network can keep pace
with advancements and changing industry requirements
[61].

• Vendor Diversity: O-RAN promotes vendor diversity,
allowing network operators to choose from a variety
of equipment and service providers. This flexibility en-
hances competition, encourages innovation, and provides
network operators with options to tailor their networks
according to specific requirements and preferences [60].

• Open Source Software: O-RAN leverages open-source
software to provide reference implementations and en-
courage collaboration among industry participants [60].

The O-RAN Alliance – a consortium of telecom operators,
vendors, and academic institutions – plays a crucial role in
developing and promoting O-RAN standards. By adopting
these principles, the industry aims to accelerate innovation,
reduce deployment costs, and create a more dynamic and
competitive marketplace for RAN solutions towards 5G, 6G,
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and beyond mobile communication systems [17].

B. Network Slicing
Network slicing stands as a groundbreaking architectural

solution. It facilitates the creation of multiple distinct virtual
networks, or ”slices,” operating atop a shared physical infras-
tructure. This approach, heralded as a pivotal element of 5G,
6G, and beyond, introduces a wealth of possibilities to address
diverse service demands and fully realize the capabilities of
next-generation communication systems.

At its essence, network slicing involves partitioning the
underlying physical network into discrete virtual networks,
each finely configured to specific service requirements and
performance criteria [62]. Each slice operates autonomously,
offering tailored configurations of bandwidth, latency, security,
and so forth [63]. This departure from traditional mono-
lithic networks to a multi-sliced architecture empowers ser-
vice providers to cater comprehensively, spanning from ultra-
responsive industrial automation to high-throughput mobile
broadband [64], [65].

An E2E network slice seamlessly traverses through all net-
work domains, comprising RAN, TN, and core network (CN)
segments [66]. Each slice is meticulously crafted to address
the distinct needs and attributes of various services, ensuring
logical separation. This isolation safeguards the integrity of
individual network slices, preventing errors or malfunctions
in one slice from impacting communication in others. Such
isolation fosters the autonomy and reliability of each virtual
network [67].

For every network slice, operators confidently commit ded-
icated resources, including computing power, bandwidth, QoS
provisions, and other critical elements, guaranteeing optimal
performance and service quality [68]. This assurance under-
scores the commitment to meeting the diverse demands of
modern communication services while ensuring robustness and
efficiency across the network landscape.

Despite the substantial progress made in E2E network
slicing, persistent challenges remain in NG-RAN slicing [30],
[64]. The complexity of NG-RAN slicing stems from the
intricate task of balancing varying levels of isolation and re-
source sharing while tailoring the user plane (UP) and control
plane (CP) for individual slices [69]. More specifically, these
complexities stem from factors such as the need to balance the
trade-off between utilization ratio and isolation level, establish
harmonization among inter-RAN and intra-RAN slice resource
allocation algorithms, and effectively manage inter-RAN and
intra-RAN slice priorities [16]. In addition, the limited avail-
ability of radio resources demands highly efficient resource
management to optimize network performance. Moreover, the
introduction of features like bandwidth partitioning (BWP) and
physical numerology in 5G new radio (NR) amplifies these
complexities [70].

To address the aforementioned challenges, the 3GPP has
provided guidelines in Release 17 for realizing RAN slicing
in NG-RAN architecture. These guidelines encompass various
aspects, including support for various QoSs, resource segrega-
tion, enforcement of SLA, and more [49]. 3GPP specifications
further enhance flexibility by presenting options such as Layer

1, Layer 2, or medium access control (MAC)-based approaches
for implementing RAN slicing [49], [71]. In addition, they
also specify a management and orchestration framework for
the efficient life cycle management of RAN slices over the
NG-RAN architecture, as well as its interaction with other
standardized frameworks for the realization of E2E network
slicing [16].

C. O-RAN Standards and Activities
As of the present writing, numerous de facto and de jure

organizations are actively engaged in establishing a software
and hardware ecosystem in alignment with the principles
of the O-RAN paradigm. These organizations participate in
collaborative efforts within various SDOs. In this subsection,
we delve into an exploration of these organizations and their
contributions toward the realization of O-RAN.

1) 3GPP: 3GPP does not directly establish standards for
O-RAN. Nevertheless, various architectural components, NFs,
management and orchestration frameworks, functional splits,
interfaces, and other elements within the 3GPP-based RAN
architecture have been extended by other SDOs to formulate
standards for the O-RAN architecture. The 3GPP standards
provide a comprehensive system definition for RAN architec-
ture, distributed across several technical specification groups
(TSGs).

During the 5G evolution, 3GPP considered eight different
split variants and reached a consensus to establish two NG-
RAN split architectures. We discussed these split options
in our previous work in detail [16]. One of the two split
architectures is high layer split (HLS), equivalent to option 2
from the 5G study, which involves dividing the BBU into CU
and DU along with the separation of CP and UP functions
for CU [40]. 3GPP further introduced the F1 interface that
connects the CU to the DUs and the E1 interface to enable
coordination between the CP and UP [72], [73].

The 3GPP-defined functional splits were established to
promote the concept of disaggregating the standard protocol
stack. This involves separating the processing of a specific
layer within the protocol stack from the computing entity.
This movement within the 3GPP framework is seen as the
foundational step toward achieving genuine cellular interface
and processing openness [41]. It has served as a pivotal cata-
lyst for the development of subsequent O-RAN specifications
which will be elaborated upon later in this section.

2) O-RAN Alliance: The O-RAN Alliance, established in
2018, is dedicated to the ambitious task of modernizing RAN
architecture globally. The alliance’s central mission revolves
around steering the wireless communication industry towards
a future characterized by openness, intelligence, virtualization,
and seamless interoperability within the RAN. This transfor-
mative journey is underpinned by a shift towards virtualized
network components, the adoption of white-box hardware,
and the implementation of open interfaces facilitating com-
munication between various RAN’s software and hardware
components [74].

To execute its vision, the O-RAN Alliance employs a struc-
tured approach outlined in the O-RAN specification, which
is meticulously organized into several groups overseen by the



7

technical steering committee (TSC). The TSC plays a pivotal
role in decision-making and provides essential guidance on O-
RAN technical matters. It assumes the crucial responsibility of
approving specifications before they undergo board approval
and subsequent publication. Currently, the TSC comprises
eleven technical WGs, five focus groups (FGs), a research
group, an open-source community, and a minimum viable
plan - committee (MVP-C). These diverse entities within the
TSC collaborate to focus on specific aspects of the O-RAN
architecture, contributing collectively to its development and
deployment. For a concise overview of the objectives and areas
of focus within these divisions, refer to Table II.

3) Telecom Infra Project: The telecom infra project (TIP) is
a global collaboration involving businesses and organizations
dedicated to accelerating the development and implementation
of open, disaggregated, and standards-based technology and
network infrastructure solutions within the telecommunica-
tions sector. The organization has over 500 members, and its
work has resulted in the development of a number of open
standards and specifications. The TIP’s projects have also been
adopted by a number of major operators around the world. The
TIPs work outlines end products that meet specific commercial
use cases that operators need. The TIP organizes multiple
project groups (PGs) that concentrate on products, solutions,
and software across various network domains, including RAN,
TN, and CN, as well as various management layers.

Within the various PGs, the OpenRAN is an initiative for
enabling an open ecosystem for building the 3GPP-defined
NG-RAN architecture based on the principles of open com-
ponents and interfaces for existing 4G, 5G, and beyond mobile
networks. The primary goal of OpenRAN PG within the TIP is
to develop end products and solutions, foster vendor diversity
for network service providers, and introduce innovative plat-
forms for network management. The group collaborates with
operators, vendors, system integrators, and global stakeholders
to align requirements for different components of OpenRAN
networks, including O-RUs, O-DUs, and O-CUs. OpenRAN
PG concentrates on building, testing, and validating Open
RAN products at scale [75]. The solutions developed undergo
thorough testing and validation in laboratory environments
through TIP Community Labs and PlugFest.

The OpenRAN PG is organized into the following two main
work streams [76]:

• Component Subgroups: These subgroups are dedicated
to enhancing the performance of individual OpenRAN
components, encompassing software and hardware such
as RU, DU, CU, radio intelligence automation (RIA),
and OpenRAN orchestration and management automation
(ROMA).

• Segment Subgroups: These subgroups are concentrating
on integrated RAN solutions tailored for specific network
use cases to enhance deployment scenarios, both outdoor
and indoor.

The OpenRAN PG released a technical priorities docu-
ment, Release 3, in April 2023, presenting their prioritized
requirements for Open RAN. This document comprehensively
covers main scenarios, radio configurations, and hardware and
software requirements for each building block within the Open

RAN framework of the TIP. The primary focus of Release 3
is to advance requirements related to SMO and RIC, with
significant enhancements in underlying cloud infrastructure,
O-CU, O-DU, and O-RU.

Notably, this release places a heightened emphasis on se-
curity considerations and challenges, consolidating security
requirements in a dedicated section. It also explores energy
efficiency topics in more detail, identifying new requirements
across various streams. The goal is to accelerate the devel-
opment of competitive Open RAN solutions in Europe and
globally, promoting widespread technology adoption [76]–
[78].

4) Small Cell Forum: The small cell forum (SCF) is
a global organization focused on developing technical and
commercial tools to accelerate the adoption of flexible,
cost-effective, and scalable cellular network infrastructure.
Throughout its existence, SCF has played a key role in stan-
dardizing essential elements of mobile network technology,
including functional API (FAPI), network FAPI (nFAPI), and
the enhancement of the X2 interface. These specifications
enable an open, multi-vendor platform, thereby reducing the
barriers to the densification of stakeholders in the wireless
communication industry [79].

The SCF has established its own Open RAN ecosystem with
a particular emphasis on small cells. The introduction of the
nFAPI protocol by SCF marks the pioneering of split option 6
[59], which divides the MAC layer and physical layer (PHY),
housing the PHY in the small cell RU (S-RU). The SCF
nFAPI is pivotal in empowering the Open RAN ecosystem
by facilitating interoperability, allowing a small cell CU/DU
to connect seamlessly with an S-RU [80].

The SCF promotes openness and interoperability in small
cell networks in order to allow diverse architectures while
maintaining a common platform. To simplify integration,
SCF provides tools, deployment blueprints, and support for
testing, including the SCF disaggregated RAN transport study
(DARTs) [81]. Emphasizing open testing and certification
is crucial to instilling confidence among operators and fa-
cilitating the widespread adoption of Open RAN. SCF, O-
RAN Alliance, and TIP have dedicated considerable efforts
to support standardized testing processes across the industry,
including actively participating in plugfests [79].

The SCF collaborates with O-RAN Alliance, 3GPP, Ope-
nAirInterface (OAI), and many other organizations across
technical, commercial, and regulatory eras. SCF aims to drive
Open RAN adoption in all domains, resulting in significant
growth in the deployment of virtualized open RAN. The
combination of open systems, open-source code, and shared
spectrum has the potential to empower numerous new deploy-
ers, particularly in crucial areas like enterprise and smart city
environments where small cells are indispensable [79], [81].

D. O-RAN-Related Open Source Projects
The software community is dedicated to seamlessly aligning

software reference implementations with the O-RAN archi-
tecture and specifications. In this context, the OSC assumes
various responsibilities, including the development of open-
source software, collaboration with other open-source commu-
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TABLE II
SUMMARY OF CONTRIBUTIONS AND FOCUS AREAS ACROSS MULTIPLE WGS SUPERVISED BY THE TSC WITHIN THE O-RAN ALLIANCE.

Group Title Principal Areas of Focus and Notable Contributions

WG1 Use Cases and Overall
Architecture WG

• Exploring and defining use cases, system-level requirements, deployment scenarios, and a
comprehensive architecture for O-RAN

• Investigation into network slicing within O-RAN, including defining use cases, requirements,
and introducing slicing-aware architecture with interface extensions

• Coordination of proof of concepts to demonstrate O-RAN products to the market

WG2 Non-RT RIC and A1
Interface WG

• Defining an architecture for Non-RT RIC, incorporating the R1 interface to connect the Non-
RT RIC framework with Non-RT RIC applications (rApps)

• Expanding R1 services within Non-RT RIC and integrating interfaces with the management
components of the SMO Framework

• Proposal and coverage of the A1 interface between the Non-RT RIC and the Near-RT RIC,
including associated use cases and applications

WG3 Near-RT RIC and E2
Interface WG

• Specifying E2 interface between the Near-RT RIC and the E2 nodes
• Defining the Near-RT RIC architecture and introducing application programming interfaces

(APIs) for the Near-RT RIC platform and the Near-RT RIC applications (xApps)
• Defining use cases, requirements, and management specifications for the Near-RT RIC, and

contributing to service models for E2 interface and E2 nodes

WG4 Open Fronthaul Inter-
faces WG

• Establishing specifications for an open fronthaul (O-FH) interface between O-RAN DU (O-
DU) and O-RAN RU (O-RU)

• Setting standards for Control, User, Synchronization, and Management Plane protocols with
corresponding YANG models for O-FH link

• Developing specifications for transport interfaces and conducting O-FH interoperability tests

WG5 Open
F1/W1/E1/X2/Xn
Interface WG

• Providing interoperable multi-vendor specifications aligned with 3GPP standards for F1, W1,
E1, X2, and Xn interfaces, enhancing O-RAN architecture

• Defining specifications for O1 interface, covering O-RAN CU (O-CU) and O-DU, including
operations and maintenance (OAM) functions

• Developing open MH and backhaul (BH) interoperability test specifications

WG6 Cloudification and Or-
chestration WG

• Specifying cloud-native and virtualized infrastructure for hosting O-CU and O-DU, focusing
on hardware-software decoupling

• Providing technology and reference designs for leveraging commodity hardware platforms
• Identifying use cases, deployment scenarios, and requirements for cloud resource hosting, and

defining high-level orchestration architecture for SMO Framework and O-Cloud interaction

WG7 White-box Hardware
WG

• Specifying standards for comprehensive reference design of high-performance, spectral efficient
and energy efficient white box base stations

• Promoting decoupled software and hardware platform for O-RAN components
• Addressing outdoor and indoor cells with various split options, along with O-FH interface

WG8 Stack Reference De-
sign WG

• Developing software architecture, design, and release plan for O-CU and O-DU, tailored for
NR protocol stack

• Providing specifications for interoperability testing of O-CU and O-DU deployment scenarios
with other O-RAN components and interfaces

WG9 Open X-haul Transport
WG

• Designing an open TN within O-RAN, meeting FH, MH, and BH service requirements
• Concentrating on the open transport domain, including transport equipment, physical media,

and associated control/management protocols within the TN

WG10 OAM for O-RAN • Specifying OAM architecture for O-RAN and management services for O1 interface, including
unified operation and notification mechanisms

• Developing information models and data models for OAM architecture in O-RAN

WG11 Security WG • Establishing specifications for O-RAN’s security, including its NFs, interfaces, xApps, and
rApps

• Defining requirements, use cases, architectures, and protocols to ensure security and privacy
of stakeholders within the O-RAN paradigm

SDFG Standard Development
Focus Group

• Leading in formulating standardization strategies for the O-RAN Alliance and serve as the
primary interface to other relevant SDOs

• Managing coordination of both incoming and outgoing liaison statements

IEFG Industry Engagement
Focus Group

• Engaging with leading industry players and members of the O-RAN Alliance to drive adoption,
spread, and ongoing innovation of O-RAN-based technologies and solutions

OSFG Open Source Focus
Group

• Managing O-RAN Alliance’s open-source activities, including establishing the O-RAN soft-
ware community (OSC) and developing open-source related strategies

• Collaborating with other open-source communities to drive innovation and adoption of O-RAN

Continued on the next page
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TABLE II
Continued from previous page.

Group Title Principal Areas of Focus and Notable Contributions

TIFG Test & Integration Fo-
cus Group

• Defining testing and integration approaches, coordinating specifications across WGs, including
E2E test specifications and productization profiles

• Planning PlugFests and offering guidelines for third-party open testing and integration centers
(OTICs), facilitating integration and verification processes

SuFG Sustainability Focus
Group

• Focusing on enhancing energy efficiency and reducing environmental impact in O-RAN
• Collaborating with MVP-C to align initiatives across all WGs and FGs

nGRG next Generation Re-
search Group

• Researching intelligent O-RAN principles for 6G and beyond standards
• Driving network evolution towards greater intelligence and performance through new technolo-

gies

MVP-
C

Minimum Viable Plan
– Committee

• Providing roadmap for implementing comprehensive O-RAN solutions in commercial networks
• Managing definition of O-RAN features, including creation, prioritization, and tracking

documents
• Approving feature creation and inclusion in relevant releases; collaborating and coordinating

with all WGs and FGs
OSC O-RAN Software

Community
• Leading the development of open-source software for O-RAN architecture in collaboration

with the linux foundation (LF)
• Focusing on aligning with the open architecture and criteria of the O-RAN Alliance to deliver

a solution suitable for commercial deployment

nities, and promotion of related projects and activities. As of
this writing, multiple open-source platforms compliant with O-
RAN are accessible for use by academics and research institu-
tions, providing valuable tools for their work. In the following
section, we will delve into some of the key contributors and
participants in O-RAN implementations.

1) ONAP: The open network automation platform (ONAP)
is an LF open-source project launched in 2017. It serves as a
comprehensive platform designed for orchestrating, managing,
and automating network and edge computing services. To
address the needs of network operators, cloud providers, and
enterprises, ONAP employs real-time and policy-driven or-
chestration and automation for both physical and virtual NFs.
This capability facilitates swift automation of new services
and the essential lifecycle management crucial for 5G and
next-generation networks [75]. The project uses SDN and
NFV technologies to automate 5G networks. ONAP contains
complete management and orchestration (MANO) layer func-
tionality that is consistent with the NFV architecture of ETSI.
In addition to fault, configuration, accounting, performance,
security (FCAPS) features, ONAP also contains a framework
for designing network services [82].

There exist robust relationships and interdependencies be-
tween ONAP and OSC, deploying a SMO Framework and
incorporating the Non-RT RIC functions [83]. The ONAP is
collaborating with the OSC to enhance coordination, minimize
redundant efforts, and streamline work. A compilation detail-
ing shared areas of interest where ONAP and OSC intersect
are available at [84]. The ongoing study of the use case, “ON-
AP/3GPP & O-RAN Alignment-Standards Defined Notifica-
tions over VES” serves to facilitate alignment between ONAP,
3GPP, and O-RAN. This contribution aims to empower ONAP
to adhere to O-RAN Alliance and 3GPP standards, potentially
encouraging participation from companies aligned with O-
RAN Alliance and 3GPP [85].

The Kohn release of ONAP further focus on O-RAN
integration, cloud-native NF orchestration improvements, and

intent-driven closed-loop autonomous networks [86]. ONAP
includes modeling and orchestration functionality of a slice
including 5G RAN, core, and transport network slice sub-
nets. More specifically, ONAP includes workflows and user
interfaces for the communication service management function
(CSMF) and network slice management function (NSMF) with
an interface to an external network slice subnet management
function (NSSMF). This functionality allows the design, or-
chestration, and termination of an network slice [87].

2) OpenAirInterface: The OpenAirInterface software al-
liance (OSA) is a nonprofit organization founded by a French
research institute, EURECOM, that supports a global commu-
nity of researchers and industry contributors to the develop-
ment of open-source software for the CN and RAN of 3GPP
cellular networks. The Alliance supports the advancement of
the 3GPP 5G cellular stack, which is included in the OAI
software packages and deployed utilizing COTS hardware.
The roadmap creation, quality assurance, and marketing of
the OAI software packages used by the academic and business
communities for various use-cases are all tasks that fall under
the purview of the OSA. The goal of the OSA is to speed up
OAI adoption.

In 5G, the OAI community and software assets are expand-
ing at the quickest rate. Currently, OAI has the following
projects: OAI 5G RAN, OAI 5G CORE, MOSAIC5G, and
CI/CD. The newly created MOSAIC 5G (M5G) PG aims to
transform RAN and CN into agile and open network-service
delivery platforms. The primary emphasis of M5G PG is
producing software implementations of the O-RAN E2 proto-
col, a flexible RIC called FlexRIC, a flexible Core controller
namely FlexCN, an intelligent RAN and CN operator [88].
Northeastern University has also integrated OAI with the OSC
RIC [89].

3) Open Networking Foundation: open networking foun-
dation (ONF) is a consortium led by several network op-
erators, playing a pivotal role in driving radical transfor-
mation within network infrastructure. The ONF’s software-
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defined RAN (SD-RAN) project actively contributes open-
source components to enhance Open RAN, by creating and
testing O-RAN compliant network elements, fostering multi-
vendor RAN solutions, and showcasing the potential of mixing
components for innovation [90].

In close collaboration with the O-RAN Alliance and OSC,
the primary goal of the platform is to develop open-source
components for the O-CU CP, O-CU UP, and O-DU [40].
SD-RAN features a cloud-native uONOS-RIC (pronounced
as micro-ONOS-RIC), a Near-RT RIC, an xApp development
environment, and exemplary xApps for controlling Open RAN
elements [91]. Deutsche Telekom has deployed a fully dis-
aggregated 5G field trial, integrating components from more
than 8 vendors using SD-RAN open-source uONOS-RIC. As
the initial complete realization of the O-RAN architecture,
encompassing O-RU, O-DU, O-DU, RIC, and xApps sourced
from various providers, this marks a significant milestone in
the advancement of the Open RAN movement. On January
9, 2024, ONF officially announced its merger with the LF.
Subsequently, ONF’s work is being introduced as distinct
independent projects under the LF [91].

4) srsRAN: The srsRAN project, developed by software
radio system (SRS), is an open-source RAN solution support-
ing both 4G and 5G technologies, featuring an ORAN-native
gNB. This comprehensive RAN solution adheres to standards
set by both the 3GPP and the O-RAN Alliance, covering the
L1/L2/L3 protocol stack with minimal dependencies [92].

The srsRAN-based gNB offers flexibility for users to deploy
a monolithic gNB on a single machine or distribute RAN func-
tionalities across multiple machines and geographic locations.
This flexibility enables easy integration with third-party RICs,
PHY solutions, and other O-RAN compliant hardware and
software applications and use cases.

The project follows the 3GPP 5G architecture, implement-
ing functional splits between DU and CU, with further dis-
aggregation into CU CP and CU UP. srsRAN supports third-
party Near-RT RIC and xApp through the FlexRIC framework,
with the ultimate goal of fully supporting the E2 interface [93].

5) OpenRAN Gym: OpenRAN Gym, spearheaded by
Northeastern University, is a collaborative open-source initia-
tive crafted to facilitate AI-driven and experimental research
within the Open RAN ecosystem [35], [94]. The primary goal
is to bring together researchers from academia and industry,
creating a dynamic and cooperative environment to advance
cutting-edge solutions and innovations for Open RAN through
vibrant collaboration. OpenRAN Gym builds on frameworks
for data collection and RAN control enabling E2E design and
testing of data-driven xApps by providing an O-RAN compli-
ant Near-RT RIC and E2 termination [35]. Users can conduct
data collection campaigns, prototype, and evaluate solutions
across a variety of wireless environments and deployments
before transitioning them to production networks.

The OpenRAN Gym architecture provided in [94] consists
of following key components:

• The publicly and remotely accessible experimental wire-
less platforms like Colosseum, Arena, and PAWR pro-
gram platforms for data collection, prototyping, and test-
ing solutions in diverse environments [94]–[97].

• A softwarized RAN utilizing open protocol stacks like
srsRAN and OAI for cellular networks.

• A data collection and control framework, such as SCOPE,
providing key performance indicators (KPIs) to extract
key performance measurements (KPMs) from the RAN
and dynamically control it at runtime.

• An O-RAN control architecture like ColO-RAN, capable
of connecting to the RAN through standardized interfaces
like E2 termination, receiving runtime KPMs, and con-
trolling it through AI/ML solutions like xApps/rApps.

E. Open Testbeds
In addition to the aforementioned open-source projects,

several testbeds are available to aid in the implementation of
softwarized 5G networks by leveraging certain open-source
components. We elaborate on some of these testbeds below.

1) Colosseum: Colosseum is an open-access and publicly
available extensive wireless testbed designed for experimental
research, utilizing virtualized and softwarized waveforms and
protocol stacks on a fully programmable ”white-box” platform.
Colosseum, with 256 state-of-the-art software-defined radios
(SDRs) and a substantial channel emulator core, has the
capability to simulate almost any scenario. This allows for the
comprehensive design, development, and testing of solutions
at scale across various deployments and channel conditions. It
achieves high-fidelity reproduction of radio frequency scenar-
ios through FPGA-based emulation employing finite-impulse
response filters. These filters accurately model the taps of
desired wireless channels, applying them to signals generated
by the radio nodes to faithfully replicate real-world wireless
environments [95], [97]. OpenRAN Gym has been intricately
developed within Colosseum, facilitating experimentation with
E2E O-RAN compliant networks, as well as enabling data
collection and AI-driven model development, among other
functionalities [35].

2) POWDER: Platform for Open Wireless Data-driven
Experimental Research (POWDER) is a versatile infrastruc-
ture tailored to support a wide range of software-defined
experiments. It is a city-scale wireless testbed, infrastruc-
ture spanning outdoor areas incorporating multiple SDRs,
an indoor laboratory setup for over-the-air experiments, and
a wired attenuator matrix [97]. The principal objective of
POWDER is to foster experimental research in heterogeneous
technologies, with a particular emphasis on areas such as 5G
cellular technologies and network orchestration. POWDER is
equipped with integrated features that streamline the setup
of an O-RAN, facilitating quick implementation. Conducting
experiments in POWDER involving the Near-RT RIC, xApps,
the O-CU Subsystem, and open software for the SMO is a
straightforward process [98], [99].

3) COSMOS: The Cloud enhanced Open Software defined
MObile wireless testbed for city-Scale deployment (COS-
MOS) testbed is being deployed in West Harlem, New York
City, as a component of the POWDER initiative. The COS-
MOS is focused on creating, developing, and implementing
an advanced wireless testbed at a city-scale level. Its purpose
is to facilitate real-world experimentation with next-generation
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wireless technologies and applications. It has been certified by
the O-RAN Alliance as an OTIC [97], [100].

The COSMOS architecture prioritizes ultra-high bandwidth
and low-latency wireless communication, tightly integrated
with edge cloud computing. Deployed in upper Manhattan,
the COSMOS testbed comprises 40-50 advanced software-
defined radio nodes, complemented by fiber-optic front-haul
and back-haul networks, as well as edge and core cloud
computing infrastructure. Through a web-based portal, re-
searchers can remotely conduct experiments on the COSMOS
testbed, accessing various facilities for experiment execution,
measurements, and data collection [100].

4) Arena: Arena stands as an innovative open-access wire-
less testing platform, revolutionizing research in sub-6 GHz
5G and beyond spectrum exploration. Anchored by a grid
of ceiling-mounted antennas within a spacious office environ-
ment, each antenna seamlessly interfaces with programmable
SDRs. This amalgamation of 12 computational servers, 24
symbol-level synchronized SDRs, and a total of 64 antennas
imbues Arena with unparalleled computational prowess and
scalability, ideal for pioneering technology development within
densely populated spectrum bands [96]. Operating on a metic-
ulously crafted three-tier design, Arena strategically allocates
servers and SDRs within a dedicated room, while antennas
elegantly adorn the office ceiling, linked to radios via extensive
100 ft-long cables. This configuration guarantees a dynamic,
scalable, and reproducible real-time experimental environment,
faithfully replicating real-world wireless scenarios [96], [97].

5) X5G: X5G, a pioneering private 5G network testbed
at Northeastern University, Boston, merges open-source and
programmable components from PHY to CN. Notably, it
stands as the first fully programmable multi-vendor and O-
RAN compliant testbed, a collaborative endeavor involving
Northeastern, NVIDIA, and OAI. Accelerated by NVIDIA
graphics processing units (GPUs) at Layer 1 and built on OAI
for layers 2 and 3, this integration leverages the SCF FAPI
for seamless interaction between the MAC and PHY layers.
Such integration enables the inline acceleration of demanding
PHY tasks on the GPU, fostering scalability and facilitating
AI/ML integration within the RAN. The NVIDIA aerial RAN
CoLab (ARC) platform operates on a specialized multi-vendor
infrastructure, featuring 8 servers for the CU and DU, along
with 4 RUs suitable for lab installations. Additionally, it
incorporates O-RAN 7.2x FH and timing hardware, as well
as a dedicated 5G CN. NVIDIA ARC and OAI collaborate to
provide enhanced performance while upholding the openness
and accessibility characteristic of open-source systems, mark-
ing a significant stride forward in the realm of intelligent 5G
and beyond use cases [101].

6) 5GENESIS: The 5GENESIS initiative, backed by the
European Union, aims to authenticate 5G KPIs across various
applications, spanning controlled environments and large-scale
events. It consolidates insights from multiple European Union
projects and internal research and development efforts of its
partners to establish a unified, E2E 5G infrastructure across
five experimentation platforms in Europe. These platforms,
while possessing unique capabilities, seamlessly interface and
operate cohesively with one another within the 5GENESIS

facility, which serves as a versatile hub for validating KPIs,
conducting additional demonstrations, and evaluating pivotal
5G and beyond use cases. The trials conducted within the
facility focus on confirming essential 5G-PPP KPIs, thereby
inherently assessing the capabilities and performance of each
constituent platform [102].

III. IN-DEPTH ANALYSIS OF O-RAN ARCHITECTURE
WITH A PARTICULAR EMPHASIS ON NETWORK SLICING

The O-RAN architecture is composed of various open
interfaces, protocols, transport links, NFs, and management
functions (MFs); collectively referred to as O-RAN compo-
nents. The grand objective of such an open and programmable
architecture is to decrease the need for proprietary hardware
and software implementations and to create a multi-vendor
and standard-compliant wireless network infrastructure [63].
By employing open interfaces and open-source software, the
control plane is isolated from the user plane within the O-
RAN architecture [44]. The openness also creates a modu-
lar base station software stack that is deployable on COTS
hardware [37]. Through these groundbreaking innovations, the
quintessential goals of the O-RAN Alliance namely, fostering
openness, promoting vendor independence, and enhancing
programmability are not just achievable but exquisitely real-
ized [54], [103]. The openness of the O-RAN components
expedites the provisioning of new services for end-users. The
openness of the interfaces in O-RAN architecture brings ser-
vice agility and cloud-scale economics to smaller vendors and
network operators, allowing them to introduce new services or
customize the network to meet their specific needs [61]. Open
interfaces also enable multi-vendor deployments, making the
supplier ecosystem more competitive and vibrant [104]–[106].

In addition to openness and vendor diversity, certain ML-
based and AI-assisted features, components, and architectural
solutions have been introduced by the O-RAN Alliance [104],
[107]. The goal is to integrate intelligence and automation into
the operations and maintenance of the O-RAN architecture
[48], [108]. The integration of automation and intelligence can
be achieved by the utilization of state-of-the-art ML-assisted
algorithms, including supervised learning, unsupervised learn-
ing, deep learning, reinforcement learning, and many others
[104]. These algorithms can be deployed both at the network
layer and the management layer [108]. The deployment of
these algorithms makes the operation and maintenance of
O-RAN simpler, resulting in a reduction in OPEX [109].
Moreover, the automation and intelligentization of the O-RAN
architecture can also reduce human intervention in the loop
and increase the accuracy to handle the network complexity
[110].

In this section, we will explore the latest O-RAN archi-
tecture in a detailed manner, with a special emphasis on the
network slicing aspects. We will describe its components and
interfaces that comprise the O-RAN architecture and further
study the features designed for network slicing. Additionally,
we will discuss MFs related to network slicing defined by the
3GPP, ETSI, and ONAP. Moreover, we will provide an insight
into the underlying infrastructure, including the O-Cloud sites,
open transport network, and open cellular sites.
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A. Major Components of the O-RAN Architecture
The O-RAN architecture is founded on the disaggregation

paradigm of a cellular base station, featuring multiple logical
and physical units responsible for different components and
interfaces within the radio network protocol stack. Figure 2
illustrates that the O-RAN architecture is composed of four
major components: the O-RAN gNodeB (O-gNB), the RIC,
the SMO Framework, and the underlying infrastructure. The
O-gNB part includes the radio functionalities of an O-RAN
slice. These functionalities perform tasks associated with mod-
ulation, coding, resource scheduling, and many others in both
upstream and downstream directions. The O-gNB consists of
the O-CU, O-DU, and O-RU. The RIC comes in two types:
the Non-RT RIC and the Near-RT RIC, each designed to
handle specific control loop and latency constraints [12]. The
SMO Framework includes the Non-RT RIC, slice MFs, and
other SMO functions [22]. The SMO Framework serves as
an automation platform dedicated for the management and
orchestration of O-RAN radio resources and RAN slices [111].
The underlying infrastructure is responsible for hosting the
components of an O-RAN slice. It includes O-Cloud sites and
transport links.

In the remaining parts of this section, we discuss each of the
three major components in a detailed manner. We also explain
how they contribute to the implementation of network slicing
in the Release 3 O-RAN architecture.

B. O-gNB (E2 Nodes) and its Corresponding Interfaces
Figure 2 illustrates that each O-gNB is divided into several

logical nodes within the O-RAN architecture. These nodes
include the O-CU, the O-DU, and the O-RU, or a combined
O-RAN eNB (O-eNB). They are collectively referred to as
the E2 nodes in O-RAN Alliance terminology [112]. In the
following, we provide their detailed overview, along with a
detailed description of their respective open interfaces.

1) O-RAN Centralized Unit: The O-CU is a logical node
that implements the higher layer protocols of the RAN stack,
including the radio resource control (RRC) layer, which
controls the life cycle of the connection; the service data
adaptation protocol (SDAP) layer, which controls the QoS
of traffic flows of bearers; and the packet data convergence
protocol (PDCP), which, among other things, handles packet
reordering, packet duplication, and encryption for the air
interface [16], [113]. The O-CU terminates the E2 interface
to the Near-RT RIC and the O1 interface towards the SMO
Framework [22]. The O-CU includes one O-CU control plane
(O-CU-CP) and possibly multiple O-CU user plane (O-CU-
UP), which communicate with each other through the E1
interface [44], as shown in Figure 2.

According to the 3GPP specifications, the O-CU shall
support functionalities associated with network slicing. The
O-CU-UP may either be built as a single instance for each
network slice or it can be shared across many slices depending
on the individual requirements of each slice [16]. The O-
RAN architecture extends network slicing functionalities and
features beyond those defined by the 3GPP by leveraging the
E2 interface and dynamic slice optimizations provided by the
Near-RT RIC [114]. Moreover, the O1 interface supports more

configuration parameters related to network slicing in order to
further enhance the capabilities of the O-RAN architecture.
The O-CU is also expected to carry out slice-specific resource
allocation and isolation measures using slice awareness capa-
bilities. These nodes are first configured using the O1 interface
according to the requirements of the individual slices, and
they are subsequently modified for different slicing use-cases
dynamically by the Near-RT RIC through the E2 interface.
The O-CU may need to create and send certain performance
metrics (PMs) across the O1 and E2 interfaces in response to
requests for PMs from the SMO Framework and the Near-
RT RIC. These PMs can be utilized for slice performance
monitoring and slice SLA assurance [52], [115].

2) O-RAN Distributed Unit: The O-DU is a logical node
that hosts the lower layer protocols of the RAN stack and
serves as a baseband processing unit that handles the high
PHY, MAC, and radio link control (RLC) layers [116]. The
O-DU can be provided in the form of a virtualized network
function (VNF) that can be hosted within a virtual machine or
a container at the edge cloud [16]. It terminates the E2, F1,
and O-FH interfaces. In addition, it terminates the RLC, MAC,
and high-PHY functionalities of the radio interface towards the
UE and the O1 interface towards the SMO Framework [22],
[52]. The O-DU is meant to link with numerous O-RUs. It
terminates the Open FH M-Plane interface towards the O-RU,
allowing for hierarchical or hybrid O-RU administration within
O-RAN.

The O-DU supports slice-specific resource allocation strate-
gies in the O-RAN slicing-aware architecture. The MAC layer
needs to allocate and isolate the relevant physical resource
blocks (PRBs) to specific network slices according to the O1
configuration of a PRB allocation along with O-CU directives
over the F1 interface and the dynamic guidance received from
the Near-RT RIC through the E2 interface [117]. Similar to the
O-CUs, the O-DUs must also generate and send specific PMs
through the O1 and E2 interfaces according to the requests
from the SMO Framework and the Near-RT RIC, respectively.
These PM can be used for the purpose of network slice
performance monitoring and slice SLA assurance [52].

3) O-RAN Radio Unit: The O-RU is a physical node
that houses the low-PHY layer and radio frequency (RF)
processing functionalities within an O-gNB, considering the
lower layer functional split option [12]. The O-RU serves as
the endpoint for both the O-FH interface and the low-PHY
functionalities of the radio interface that connect to the UEs.
It also terminates the O-FH M-Plane interface towards the
O-DU and/or the SMO Framework based on the deployment
options. A single O-RU is supposed to serve multiple network
slice instances [118].

4) O-eNB: The O-RAN architecture also incorporates the
ability to integrate long term evolution (LTE) base stations,
referred to as O-eNB within the O-RAN Alliance terminology.
The O-eNB can take the form of either an evolved NodeB
(eNB) or an next generation eNB (ng-eNB). The correspond-
ing interfaces and protocols must also be supported by the
O-RAN architecture. To ensure O-RAN compatibility, it is
essential to support both the E2 and O1 interfaces to the O-
eNB [22].
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Fig. 2. O-RAN Release 3 Slicing-aware Reference Architecture

5) E1 Interface: The E1 interface acts as a control interface,
linking the O-CU-CP and O-CU-UP entities within an O-gNB
or O-eNB [119]. This interface is standardized by the 3GPP
and plays a pivotal role in the O-RAN architecture, promoting
efficient communication and operation. The utilization of
standardized interfaces not only ensures the efficiency of the
O-RAN architecture but also offers flexibility and scalability
for future developments and advancements [120].

6) F1 Interface: The F1 interface is used to connect the O-
CU and O-DU within an O-gNB [119]. The O-RAN employs
the principles and protocol stack defined by the 3GPP for
the F1 interface, as well as the formulation of interoperability
profile specifications. Mirroring the O-CU’s division into user
plane and control plane, the F1 interface also comprises two
distinct components: F1-C and F1-U [22].

a) F1-C: The F1-C interface handles control and sig-
naling functions. It manages the exchange of control infor-
mation between the O-CU-CP and the O-DU. Control plane
functions typically involve activities such as setting up and
releasing connections, managing handovers, and coordinating
radio resource allocation.

b) F1-U: The F1-U interface is responsible for the actual
user data transmission. It handles the transfer of user data
between the O-CU-UP and the O-DU, playing a critical role
in the efficient and reliable transport of user data between the
O-RAN components.

7) W1 Interface: The W1 interface for the functional split
of the eNB is specified in 3GPP Release 15. An ng-eNB com-
prises ng-eNB-CU and ng-eNB-DUs. These components, ng-
eNB-CU and ng-eNB-DU, are linked through the W1 logical
interface, which enables the separation of control plane and
user plane functionalities with W1-C, and W1-U, respectively
[121].

8) X2 Interface: The O-RAN has inherited the X2 interface
from the 3GPP for the definition of interoperability profile
specification and used to connect the O-CU with other eNBs
in an E-UTRA NR dual connectivity (EN-DC) configuration.
The X2-C and X2-U are two parts of the X2 interface for
transmitting the control plane and user plane information,
respectively [22].

9) Xn Interface: The O-RAN has adopted the principles
and protocol stack of Xn interface, defined by 3GPP, for
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the definition of interoperability profile specification. The Xn
interface contains separate components Xn-C and Xn-U to
connect the O-CU-CP and O-CU-UP, respectively, to other
gNBs [22].

10) NG Interface: The NG interface is also an interface
adopted by the O-RAN from the 3GPP to connect the O-
CU and the 5G Core (5GC). The NG interface also has two
components, NG-C and NG-U, for the control and user planes,
respectively. The NG-C interface connects the O-CU-CP with
the access and mobility management function (AMF), while
the NG-U provides a link between the O-CU-UP and the user
plane function (UPF) in the 5GC [22].

11) Uu Interface: The 3GPP designates the interface be-
tween the UE and the e/gNB as the Uu interface. The Uu in-
terface encompasses a comprehensive protocol stack spanning
from Layer 1 to Layer 3, constituting a complete entity that
terminates within the NG-RAN architecture. When the NG-
RAN is decomposed, various protocols conclude at distinct
reference points, none of which has been explicitly defined by
the O-RAN Alliance. Since the Uu messages still continue to
travel from the UE to the targeted e/gNB managed function,
the O-RAN architecture does not represent it as a distinct
interface directed to a specific managed function [22].

12) Y1 Interface: The Near-RT RIC offers RAN analytics
information services through the Y1 service interface to an
authorized third party, called the Y1 consumer. These services
are accessible to Y1 consumers upon mutual authentication
and authorization. To access RAN analytics information, Y1
consumers within a public land mobile network (PLMN)
trusted domain can subscribe to or request services via the Y1
service interface. Entities outside the PLMN trusted domain,
acting as Y1 consumers, can securely utilize Y1 services
through a standardized exposure function. Y1 consumers,
unlike the other network elements as shown in Figure 2, are
not denoted as logical O-RAN functions [22].

13) Open Fronthaul Interface: The O-RAN FH Specifica-
tion outlines the splitting and virtualizing the conventional cell
site, transforming it into an efficient system for the FH, MH,
and BH with enhanced capacity, speed, and latency in the next-
generation cellular networks. The physical layer is separated
into high-PHY and low-PHY components, employing the
functional split to outline the architecture of a disaggregated
and virtualized gNB. The low-PHY resides in the O-RU while
the high-PHY is hosted in O-DU [122]. The Open FH Interface
establishes a connection between the O-DU and O-RU logical
nodes, encompassing both the CUS-Plane and M-Plane [123],
[124].

a) C-Plane: Control Plane specifically refers to the real-
time control interactions between the O-DU and O-RU. C-
Plane messages facilitate the exchange of data-associated
control information necessary for processing user data, such as
scheduling and beamforming commands, if such information
is not supplied via M-Plane. These messages are transmitted
for downlink and uplink commands independently. To enhance
flexibility, C-Plane messages may be sent collectively or
individually, depending on the relevant channel for conveying
the information [124].

b) U-Plane: User Plane pertains to the transfer of in-
phase and quadrature (IQ) sample data between O-DU and O-
RU. To ensure coordination of C-Plane and U-Plane timing,
the FH interface specifies that C-Plane messages must reach
the O-RU ahead of the latest possible time for the first
corresponding U-Plane messages. U-Plane messages will be
encapsulated using a two-layered header approach, where the
first layer includes an evolved CPRI (eCPRI) or IEEE 1914.3
common header indicating the message type, and the second
layer is an application layer containing essential fields for
control and synchronization [122], [124].

c) S-Plane: Synchronization Plane is concerned with the
communication between the O-RU or O-DU and a synchro-
nization controller, typically an IEEE 1588 Grand Master,
that may be integrated into the O-DU. O-RAN encompasses
the synchronization of frequency, phase, and time across all
network elements O-DUs, intermediate switches, and O-RUs
for both time division duplexing (TDD) and frequency division
duplexing (FDD) features [124].

d) M-Plane: Management Plane refers to non-real-time
management operations between the O-DU and the O-RU.
Different modes of network connectivity between the O-RU
and the O-DU, as well as the SMO Framework, are possible
based on the transport topology. The fundamental requirement
for the M-Plane is to establish E2E connectivity between
the O-RU and the entities responsible for its management,
including the O-DU, SMO Framework, or entities referred to
as the O-RU Controllers.

The Open FH M-Plane employs a NETCONF/YANG-based
system to manage various features such as installation, soft-
ware, configuration, performance, fault, and file management
for the O-RU. Two architectural models are supported for this:
First, the hierarchical model, where one or more O-DUs man-
age the O-RU via a NETCONF-based interface. Second, the
hybrid model, which allows direct logical interfaces between
the management systems, such as the SMO Framework and the
O-RU, in addition to the logical interface between the O-DU
and the O-RU. For Multi-Operator O-RU, various architecture
models involving different Shared Resource Operators are
supported. In the hybrid model, the O-RU establishes E2E
connectivity with the SMO, either through the O-DU or with
direct logical communication. Importantly, there is no explicit
signaling indicating hierarchical or hybrid configuration, and
all NETCONF servers supporting the M-Plane specification
must handle multiple sessions, with all the O-RUs capable of
supporting both hierarchical and hybrid deployment [123].

C. RAN Intelligent Controller

The RAN intelligent controller (RIC) stands out as a
significant advancement within the O-RAN architecture [125].
It epitomizes a software-defined NF to handle aspects of the
eNB or gNB functionality, such as mobility management,
traditionally confined to the base stations. By offering real-
time visibility and control over O-RAN resources, the RIC
plays pivotal role in the O-RAN disaggregation strategy,
introducing essential features like multivendor interoperability,
intelligence, agility, and programmability, thereby reshaping
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the O-RAN landscape [125], [126]. Its integration into the O-
RAN architecture empowers network operators to manage and
optimize O-RAN resources in a flexible and intelligent manner
[127], which is also very essential to realize the network
slicing.

In addition, it configures network slices, orchestrates net-
work operations, checks network performance, and instantly
optimizes the RAN resources in real time by utilizing the open
interfaces [126], [128]. As depicted in Figure 2, the RIC mani-
fests in two distinct forms, each meticulously designed to cater
to specific control loop dynamics and latency requirements.
These two variants, namely the Non-RT RIC and the Near-RT
RIC, play critical roles within the O-RAN architecture [122].
In the subsequent sections, an exhaustive exploration of both
types of RIC will be provided, elucidating their functionalities,
applications, and significance within the broader context of
network optimization and management.

1) Near-Real-Time RAN Intelligent Controller: The Near-
RT RIC serves as a logical entity, facilitating precise and
close-to-real-time control and optimization of the E2 nodes
and resources. The Near-RT RIC resides close to the O-gNB
and interacts with them to optimize its functionalities [129].
It achieves this through meticulous data collection and actions
performed via the E2 interface [127]. Operating seamlessly
within a near-real-time control loop, the Near-RT RIC adheres
to a time span ranging from 10 milliseconds to 1 second
[130]. It functions as a software framework tailored for hosting
xApps, which are intelligent, autonomous, and microservice-
based applications [131].

During onboarding, these xApps can identify the data they
collect, process, consume, and provide [22]. The Near-RT RIC
assumes the responsibility of managing and optimizing O-
RAN resources in near-real-time to meet the dynamic and
diverse requirements of various applications and services [17].
This optimization is achieved by integrating xApps, deployable
to the Near-RT RIC as needed, to offer specific functionalities
such as radio resource management (RRM) [60], [131]. These
xApps leverage UE and cell-specific metrics collected through
the E2 interface to optimize O-RAN resources and function-
alities in real time, ensuring efficient utilization of network
resources and an enhanced user experience [112], [132].

Furthermore, the Near-RT RIC gains direct control over the
E2 nodes and their resources through policies and information
transmitted via the A1 interface from the Non-RT RIC [130],
[133]. In specific scenarios, the Near-RT RIC has the authority
to monitor, suspend, stop, override, or control an E2 node
based and its resources on rules associated with a function
exposed in the E2 service model [22], [134].

The Near-RT RIC plays a crucial role in facilitating net-
work slicing within the O-RAN architecture. Specifically, it
empowers near-real-time optimization of O-RAN slice subnets
through the utilization of xApps. This optimization involves
communication with O-CU and O-DU via the E2 interface.
To ensure efficient operation, xApps must possess awareness
of O-RAN slices, allowing them to employ slice-aware al-
gorithms for the assurance of network slice SLA [52]. In
response to this challenge, a growing body of research has
emerged proposing xApps for various optimization problems

within the O-RAN architecture. Several notable examples can
be found in [132], [108], and [135], where authors present an
array of xApps tailored to specific applications.

The xApps leverage AI/ML models guided by A1 policies
and generated by the Non-RT RIC [26], [57]. These policies
serve as a foundation for intelligent decision-making within
the network. When O-RAN slices are operational, slice-
specific PMs are gathered from the E2 nodes and subsequently
transmitted to the Near-RT RIC. The Near-RT RIC integrates
this information with slice configuration data, facilitating dy-
namic optimization of the slices. This collaborative approach
between the Non-RT RIC and Near-RT RIC associated with
AI/ML is aimed at enhancing the overall efficiency of network
slicing within the O-RAN architecture [5], [130].

2) Non-Real-Time RAN Intelligent Controller: The Non-RT
RIC stands as a core component of the O-RAN architecture. It
is responsible for non-real-time management and optimization
of the O-RAN components and resources [112]. As illustrated
in Figure 2, the Non-RT RIC also facilitates the execution
of third-party applications known as rApps. These modular
software applications are designed to use the capabilities
offered by the Non-RT RIC Framework’s R1 interface to
provide additional value services related to O-RAN operation
[54]. Examples include driving the A1 interface and suggesting
values and actions for potential implementation via the O1 and
the O2 interfaces [22].

The Non-RT RIC autonomously configures all O-RAN
components, eliminating the need for network operator inter-
vention. The MNOs can leverage the Non-RT RIC to gain
insights into network operations and optimize them in real-
time [129]. Its functionality is intrinsic to the SMO Framework
within the O-RAN architecture and offers an A1 interface to
the Near-RT RIC. The Non-RT RIC can employ data analytics
and AI/ML model training to develop RAN optimization
actions, leveraging SMO services like data gathering and
provisioning services provided by O-RAN nodes [136]. The
Non-RT RIC distributes trained models to the Near-RT RIC
for runtime execution. The Non-RT RIC is responsible for
applying the AI/ML algorithms to deliver innovative use-cases
within the O-RAN architecture [137]. Therefore, the Non-RT
RIC is a key component in O-RAN, delivering highly complex
functionalities related to the O-RAN slicing.

The Non-RT RIC retrieves slice-specific PM and config-
uration parameters, along with optional internal information,
from the servers. The learning capabilities of AI/ML models
can tackle complex problems, such as applying RRM policies
[112]. Training models enable non-real-time optimization of
slice-specific parameters over the O1 interface. The collected
information and performance metrics are sent to the Near-RT
RIC. The Near-RT RIC can use this PM, configuration, and
other data for dynamic slice optimization to prevent potential
SLA violations between network slices [31]. Furthermore, the
Near-RT RIC controls the network resources through the E2
interface, and the Non-RT RIC controls the cloud resources
through the O2 interface based on decision made by the
collected information [138].

3) R1 Interface: The R1 interface resides within the in-
ternal structure of the Non-RT RIC. Through this interface,
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the Non-RT RIC framework provides services that empower
rApps to access data for initiating intelligent policy decisions
and optimizing O-RAN operations. Additionally, rApps utilize
the R1 interface to exchange authorized enrichment data with
the Near-RT RIC and to share services and analytics within
the Non-RT RIC framework [138], [139].

4) A1 Interface: The A1 interface, defined by the O-RAN
Alliance, serves to link the Near-RT RIC with the Non-RT
RIC. Through the A1 interface, the Non-RT RIC can provide
policy guidance to the Near-RT RIC, referred to as A1 policies
[45]. The Near-RT RIC components communicate with the A1
policy functions implemented over the A1 interface. These
A1 policy functions utilize the A1 interface to facilitate the
provisioning of policies for specific UE or groups of UEs,
monitor policy states, provide basic feedback from the Near-
RT RIC, offer enrichment information as required by the
RICs, and streamline the training, distribution, and inference
of ML models [45], [140]. Slicing use-cases, such as slice SLA
assurance, can utilize these services. For example, the Non-RT
RIC can employ policy management via the A1 interface to
transmit slice-specific policies, guiding the Near-RT RIC in
slice resource allocations and slice-specific control activities,
while also receiving slice-specific policy feedback [52].

5) E2 Interface: The E2 interface serves as the connection
point between the Near-RT RIC and E2 nodes, offering support
for E2 primitives such as Report, Insert, Control, and Policy.
These primitives empower both RICs to manage the services
provided by the E2 nodes, enabling control over procedures
and functionalities. Specifically, the Near-RT RIC, with a
focus on xApps, manages specific operations within E2 nodes,
necessitating the deployment of an E2 agent at the node [130].

E2 nodes communicate information to the Near-RT RIC
via the E2 interface, notifying it about functions that xApps
may handle [31], [133]. Furthermore, the E2 node’s interface
facilitates the collection of measurements from the O-RAN
to the Near-RT RIC, either periodically or in response to
predetermined trigger events. This interface connects one or
more cells, slices, QoS classes, or specific UEs to both control
and data collection operations [141].

Slice-specific xApps utilize these primitives to influence the
configurations and behaviors of E2 nodes related to slices.
Examples include RRM, radio resource allocations, MAC
scheduling policies, and other configuration parameters em-
bedded in various O-RAN protocol stacks. The RIC employs
the E2 interface for configuring and receiving slice-specific
reports and performance data from the E2 nodes [52], [136].

D. The SMO Framework and its Corresponding Interfaces
In alignment with the primary objectives of the O-RAN

Alliance, the 5G RAN architecture is expected to be highly
flexible, reliable, scalable, and interoperable across multiple
vendors for diverse deployment scenarios. It operates on
COTS white box hardware in a cloud-native and virtualized
infrastructure, leveraging automation mechanisms as well as
AI and ML algorithms [104]. Therefore, the automation and
intelligentization of the management and orchestration of the
O-RAN architecture take up the utmost significance [142].
The autonomous management and orchestration of the O-RAN

components are executed by the SMO Framework. The SMO
Framework is a set of integrated MFs and services presented
within the O-RAN architecture [48], as shown in Figure 2.
It encompasses the management systems and functions of
various SDOs. The SMO Framework utilizes standardized
service-based management interfaces to enable interoperability
among the MFs of various SDOs within the SMO Framework
[48]. Operating on the principle of services based architecture
(SBA), the SMO Framework facilitates the provision and
consumption of services such as authentication, authorization,
service registration and discovery, data management, and
trained model sharing, among others [22].

The SMO Framework manages the FCAPS operations for
O-RAN components via the O1 interface. It enables intelligent
optimization and RRM via the Non-RT RIC, administers
O-Cloud functionalities via the O2 interface, and provides
platform resources and workload management. To execute
functionalities associated with FCAPS, particularly from the
SMO Framework to O-RU, an Open FH M-Plane interface is
employed. The interface linking the Non-RT RIC and Near-RT
RIC is denoted as the A1 interface. The Non-RT RIC acquires
data from various components of O-RAN, develops or selects
ML models, and transmits them to the Near-RT RIC via the
A1 interface. The A1 interface is capable of supporting three
service types: policy management, information enhancement,
and ML model management [10], [52], [143].

The design of the SMO Framework, particularly the Non-
RT RIC, allows for flexibility in implementation. This signifies
that operators will have the ability to select which features
to include or exclude in a Non-RT RIC implementation. The
SMO Framework can also be connected to an E2E multi-
domain service orchestrator, which connects domain-specific
modules used by the SMO Framework to coordinate the
network slices in each subnet (e.g., RAN, TN, and CN).
This E2E Framework enables the on-demand creation and
E2E management of network slices across a distributed 5G
infrastructure. The SMO Framework can include and shall also
meet the architectural requirements of the 3GPP, ETSI, and
ONAP for network slicing using a set of MFs based on their
respective specifications.

The MFs of these SDOs within the SMO Framework
perform tasks such as creating, operating, modifying, and
terminating an network slice, as well as scaling the under-
lying resources. The O-RAN Alliance preserves the network
slicing concepts, procedures, and functionality of architectural
components defined by the 3GPP, ETSI, and other related
SDOs. The O-RAN architecture keeps consistency with 3GPP
in terms of the architectural design and positioning of network
functions to the most possible extent but defines some general
principles on top of the network slicing principles of the
aforementioned SDOs. For instance, interface specifications
shall be compatible with 3GPP, standardized management
service interfaces for O-RAN slicing management services
shall be provided, multi-vendor interoperability shall be given,
various network operator deployment options shall be sup-
ported, as well as management of slice subnets in multi-
operator scenarios shall be provisioned.



17

1) O1 Interface: The O-RAN managed elements and the
management entities within the SMO Framework are logically
connected through the O1 interface, as shown in Figure 2. The
goal of utilizing the O1 interface is to guarantee the opera-
tion and management of the O-RAN components, including
FCAPS, software management, and file management, among
many others. The O-CU, O-DU, and Near-RT RIC are among
the major components managed by the O1 interface and enable
the SMO Framework to access O-RAN NFs [144].

In O-RAN slicing, the O1 interface may be used for the
configuration of O-RAN nodes with slice-specific parameters
according to the service requirements of an network slice.
The 3GPP has defined a slice-specific information model
that includes RRM policy attributes to provide the ratio of
PRBs among slices [34]. These models can be extended with
additional information models to capture slice profiles and
slice-specific configuration parameters to support the O-RAN
slicing use-cases that also carry over the O1 interface. The
interface may be further used for the collection of slice-specific
performance metrics and faults from the O-RAN nodes [52].

2) O2 Interface: The O2 interface serves as an open logical
interface that enables secure communication between the SMO
Framework and O-Cloud sites, as introduced in [145]. It
enables the life cycle management of VNFs that operate on
O-Cloud infrastructure. The O-RAN functionalities within the
network are hosted by the O-Cloud infrastructure, utilizing
the O2 interface in SMO Framework to facilitate cloud in-
frastructure management and deployment processes. The O2
interface supports the orchestration of O-Cloud infrastructure
resource management, such as inventory, monitoring, provi-
sioning, software management, and life cycle management. It
also facilitates the deployment of O-RAN NFs, offering logical
services for controlling the deployment life cycle that make use
of cloud resources. While the Non-RT RIC may be instantiated
with other SMO functions as part of the SMO Framework,
the O2 interface is not expected to be utilized for the life
cycle management of the Non-RT RIC. The O2 interface is
designed to be expandable, so new data or features can be
introduced without necessarily altering the protocol or the
processes. This interface supports a multi-vendor environment
and is unaffected by particular SMO Framework and O-
Cloud implementations. By rearranging network components,
updating the system, or upgrading the system, operators who
are linked to the O-Cloud may then manage and run the
network using the O1 or/and O2 interfaces [146].

3) 3GPP Network Slicing MFs within the SMO Framework:
The 3GPP-defined MFs for the management and orchestration
of network slicing are the CSMF, NSMF, NSSMF, and
network function management function (NFMF). These MFs
can be employed within the SMO Framework, considering the
requirements defined by the 3GPP for network slicing. Further-
more, several functional and non-functional requirements for
network slicing architecture have also been defined by the O-
RAN Alliance in [52]. Both sets of requirements defined by the
3GPP and O-RAN Alliance are critical for the realization of
network slicing in O-RAN architecture and the functionalities
of the 3GPP MFs. The provision of management service
(MnS) for a mobile network, which encompasses network

slicing, can be achieved through a collection of functional
blocks as illustrated in Figure 3.
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Fig. 3. 3GPP Management Architecture within the SMO Framework

In the following, we elaborate on the previously mentioned
3GPP MFs and their role in the realization of management
and orchestration of O-RAN slices.

• Communication service management function
(CSMF): This MF translates the communication service
requirements received from third parties – such as
operations support system (OSS)/business support
system (BSS), network slice as a service (NSaaS)
tenants, and others – into network slicing requirements
[147].

• Network slice management function (NSMF): The
NSMF is in charge of managing an E2E network slice
after the CSMF determined its required requirements. It
manages the resources required for hosting the communi-
cation services and interacts with the NSSMFs responsi-
ble for managing the Network Slice Subnet in that domain
[147], [148].

• Network slice subnet management function (NSSMF):
The NSSMF in each network domain (i.e., RAN, trans-
port, and core) instantiates the required resources based
on the instructions of the NSMF. Each NSSMF orches-
trates the domain-specific resources on its subnet to meet
the service requirements in that subnet. For example,
the RAN NSSMF is responsible for orchestrating the
RAN portion of a network slice, such as life-cycle man-
agement, configuration management, performance man-
agement, and fault management of RAN slice subnets.
Furthermore, the RAN NSSMF interfaces with the RIC
for control plane operations related to O-RAN slices
within the O-RAN architecture [147], [148].

• Network function management function (NFMF): The
NFMF offers NF management services within the NF
management model. It manages multiple NFs and handle
the application-level management of both VNF and physi-
cal network function (PNF) [48]. Additionally, it produces
the NF provisioning service, which includes configuration
management, Fault management, and performance man-
agement. At the same time, the NFMF consumes the NF
provisioning service provided by VNFs and PNFs [148].

To provide seamless management and orchestration solu-
tions, the SMO Framework can be customized to incorporate
either all or some of the 3GPP-defined MFs mentioned earlier.
The decision regarding the inclusion of these MFs pertains to
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deployment considerations, which we discuss in Section IV.
4) NFV-MANO within the SMO Framework: The network

functions virtualization management and orchestrierung (NFV-
MANO) Framework is specified by the ETSI industry speci-
fication group (ISG) on NFV. The SMO Framework can also
include the NFV-MANO [27]. Within the context of the SMO
Framework, the NFV-MANO is responsible for the manage-
ment and orchestration of the VNFs and virtual resources of
an O-RAN slice. The NFV-MANO originally consisted of
three functional blocks: the network function virtualization
orchestrator (NFVO), the virtual network functions manager
(VNFM), and the virtualized infrastructure manager (VIM).
It also included an element management (EM). In Release
4, the ETSI ISG NFV added five new MFs in order to
manage the containerized and transport aspects within the
NFV-MANO Framework [149], [150]. Figure 4 illustrates all
these functional blocks as well as the newly added MFs.
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Fig. 4. NFV-MANO Architecture within the SMO Framework

In the following, we discuss these MFs and functional
blocks (FBs), as well as the application within the SMO
Framework, in a detailed manner.

• Network function virtualization orchestrator (NFVO):
The NFVO has two primary responsibilities: Firstly, it
orchestrates NFV infrastructure (NFVI) resources across
multiple VIMs fulfilling resource orchestration functions.
Secondly, it manages the lifecycle of network services
by performing network service orchestration functions,
which include coordinating groups of VNF instances to
collectively achieve a more complex function. The NFVO
facilitates joint instantiation and configuration of these in-
stances, establishes required connections between differ-
ent VNFs, and manages dynamic configuration changes,
such as scaling the capacity of the network service. The
network service orchestration function relies on services
provided by both the VNFM function and the resource
orchestration function. The NFVO uses resource orches-
tration functionality to offer services that allow abstracted
access to the NFVI resources independently of specific
VIMs. Additionally, it governs VNF instances sharing
resources within the underlying NFVI [148], [149].

• Virtual network functions manager (VNFM): The
VNFM is responsible for the lifecycle management of

one or more VNF instances within an network slice [150].
The VNFs can be of the same type or different types. The
VNFM is also responsible for the FCAPS of the VNFs,
and scaling up and down the VNFs in its service region
[149].

• NFV infrastructure (NFVI): The NFV considers soft-
ware or hardware accelerators as supplementary resources
capable of virtualization, which can be exposed as virtual
accelerators within the VNF layer [151]. The NFVI
includes all the underlying components of the infrastruc-
ture, comprising both the hardware and software neces-
sary for hosting VNFs. It presents infrastructure resources
in a virtualized form for utilization by VNFs and network
services, encompassing virtual compute, virtual storage,
and virtual network resources [149]. Nevertheless, it is
essential to note that existing NFV-MANO specifications
do not comprehensively address NFVI management as-
pects, especially concerning the management of physical
infrastructure within the cellular network. As a result,
complete support for full infrastructure management ser-
vice (IMS) functionality is not achievable under the
current specifications [151].

• Virtualized infrastructure manager (VIM): The VIM
is tasked with controlling and managing the computing,
storage, and network resources of the NFVI within the
underlying telecommunication infrastructure [150]. It is
important to note that the actual deployment and mainte-
nance of the VIM falls outside the scope of NFV-MANO.
Nevertheless, the interfaces provided by VIM are within
the scope [149]. Hence, the NFV-MANO utilizes this in-
terface to influence the decisions made regarding the three
types of resources within the underlying infrastructure
layer.

• Element management (EM): The EM, which is equia-
lent to the NFMF within the 3GPP management system,
manages the FCAPS of a VNF from a functional and ap-
plication points of view. It is worth noting that the VNFM
also manages the FCAPS of a VNF, but exclusively from
a virtualization perspective [149].

• Container infrastructure service (CIS): In the
container-based NFV-MANO, the CIS is the execution
environment for a container cluster where the container-
based services run [149]. As ETSI NFV Release 4 pro-
motes enhanced functionalities, CIS is becoming increas-
ingly crucial for efficient and agile containerized network
deployments.

• CIS management (CISM): The CISM is responsible
for the management and orchestration of CIS instances
and CIS archival within the NFV-MANO. It interacts
with other NFV-MANO components like the VNFM and
Orchestrator, providing an abstraction layer for CIS func-
tionalities. Its capabilities encompass container network,
workload, compute, and storage management, along with
container configuration executed by CIS [149].

• CIS cluster management (CCM): The CCM function
is responsible for handling the lifecycle and operation, as
well as configuration, performance, fault, and resource
management, of the CIS cluster within the NFV-MANO
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[149]. It acts as the bridge between the orchestrator
(overall NFV service provisioning) and the underlying
CIS instances within the cluster.

• Container image registry (CIR): The CIR is responsible
for container image management [149]. It is an internal
repository used by the NFV-MANO to store and manage
container images specific to their containerized network
functions (CNFs) deployments. The CIR is also responsi-
ble for implementing security measures to control access
and ensure image integrity, version control and lifecycle
management of container images, and integration with
continuous integration (CI)/continuous deployment (CD)
pipelines for building and pushing new images.

• WAN infrastructure manager (WIM): The WIM pro-
vides management and orchestration services for multi-
site connectivity service (MSCS). It establishes connec-
tivity between the NFVI-point-of-presences (PoPs) using
MSCS which abstracts the details of the connections on
the transport network [149]. The NFVI-PoP is an ETSI’s
terminology, which is a synonym for O-Cloud O-RAN.

5) ONAP Architecture within the SMO Framework: ONAP
provides a comprehensive platform to network operators,
cloud service providers, and businesses for the orchestration,
management, and automation of network and edge computing
services and resources. Faster automation of new services and
full lifecycle management, which are essential for 5G and
beyond, are made possible by real-time, policy-driven orches-
tration and automation of PNFs and VNFs [152]. Figure 5
illustrates a simplified ONAP architecture from a functional
perspective. The ONAP design time environment facilitates
the onboarding of services and resources into ONAP, along
with the design of necessary services. On the other hand, the
ONAP runtime environment operates as a model- and policy-
driven orchestration and control framework, automating the
instantiation and configuration of services and resources.

The components of the ONAP architectural framework are
briefly discussed in the following.
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• ONAP operations manager (OOM): The OOM is re-
sponsible for the complete life cycle management and
orchestration of ONAP components. Furthermore, OOM
contributes to the advancement of ONAP maturity by

introducing scalability and resiliency enhancements to the
components under its management.

• Use case user interface (UUI): The UUI operations
facilitate a broader spectrum of lifecycle management
actions using a simple point-and-click interface, enabling
operators to execute tasks more easily [153].

• Service orchestrator (SO): The SO automates sequences
of activities, tasks, rules, and policies to execute specified
processes required for the on-demand creation, modifica-
tion, or removal of network, application, or infrastructure
services and resources. Operating at a high level, the SO
offers orchestration with a comprehensive view of the
infrastructure, network, and applications [87].

• ONAP optimization framework (OOF): The OOF of-
fers a declarative and policy-driven method for devel-
oping and executing optimization applications such as
homing/placement and change management scheduling
optimization [87].

• Service design and creation (SDC): The SDC offers
tools, methods, and repositories for defining, simulating,
and certifying system assets along with their correspond-
ing processes and policies. These assets are categorized
into four groups: resources, services, products, or offers.
The SDC environment caters to a variety of users through
shared services and utilities. Within the design studio,
designers of products and services can onboard, extend,
or retire resources, services, and products [154].

• Active and available inventory (AAI): The AAI offers
real-time and historical views of a system’s resources, ser-
vices, products, and their interrelationships. It integrates
data from multiple ONAP instances, BSS, OSS, and
network applications, providing a comprehensive ”top to
bottom” view from end-user products to the underlying
resources. AAI serves as a dynamic registry, continu-
ously updated by controllers in real-time to support the
flexibility of SDN/NFV. The metadata-driven nature of
AAI allows for the rapid addition of new inventory types
through SDC catalog definitions, eliminating the need for
lengthy development cycles.

• Common controller software development kit
(CCSDK)/ SDN controller (SDN-C): The CCSDK/
SDN-C handle specific configurations for both the RAN
and transport subnets of a network slice. When requested
by SO from TN NSSMF, it sets up and configures the
new transport network slice subnet instance (NSSI),
including updating the transport network during network
slice instances (NSI) reuse, activation/deactivation, and
termination. Similarly, when invoked by the SO from
RAN NSSMF, it configures/re-configures the existing
RAN NFs for RAN NSSI or NSI reuse. Additionally,
when policy triggers closed loop actions in RAN for
RAN NSSIs, it sends relevant configuration updates to
the Near-RT RICs [87], [154].

• Controller design studio (CDS): The CDS framework
provides blueprint definitions and archives for configu-
ration management processes. It comprises a graphical
user interface (GUI) and run time components. The GUI
manages user input and displays both design time and
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run time activities. It facilitates the creation of controller
blueprints, including selecting design guidelines, incor-
porating artifact templates, and adding components. For
run time, it allows user to direct the system to resolve
the unresolved elements in the blueprint and downloads
the resulting configuration into a VNF. It also enables
the creation of data dictionaries, capabilities catalogs, and
controller blueprints. The primary role of the Controller
Design Studio is to generate and populate a controller
blueprint, create a configuration file, and download it to
a VNF/PNF [153], [154].

• Data collection, analysis and event (DCAE): DCAE, in
collaboration with other ONAP runtime components, pro-
vides closed control loop automation, delivering FCAPS
functionality. DCAE plays a key role in gathering perfor-
mance, usage, and configuration data, conducting analyt-
ics computations, aiding in troubleshooting, and dissem-
inating events, data, and analytics to entities like policy,
orchestration, and the data lake. Working with the policy
framework and closed loop automation management plat-
form (CLAMP), these components detect network issues
and suggest appropriate remediation. Actions can be
automatic or trigger notifications to the SO or controllers
for intervention, as configured by the operator. The policy
framework is expanded to include additional decision
capabilities through adaptive policy execution [153].

• Policy Framework: The Policy Creation component
focuses on handling policies, encompassing rules, con-
ditions, requirements, constraints, attributes, or needs
that require provision, maintenance, and enforcement.
At a granular level, policies involve machine-readable
rules for executing actions based on triggers or requests,
considering specific conditions. This enables the rapid
modification of policies by updating rules, facilitating the
adjustment of technical behaviors without rewriting soft-
ware code. Policy simplifies the management and control
of complex mechanisms through abstraction [153].

• External API: The External API offers northbound
interoperability for the ONAP platform, serving as an
access point for third-party frameworks and facilitating
interactions between operator BSS and relevant ONAP
components. This abstracted view of the platform within
the existing BSS/OSS environment eliminates the need
for lengthy and high-cost infrastructure integration [87].

E. The Underlying O-Cloud and O-Transport Infrastructure
The underlying infrastructure of O-RAN comprises the O-

Cloud sites, the cellular sites (which include the Regional
Cloud and Edge Cloud Sites), and the transport network. The
two cloud sites and cellular sites are used to host the O-
CU, O-DU, and O-RU of an O-RAN slice, respectively. The
transport network is responsible for providing connectivity
between several virtual or physical NF of an O-RAN slice
deployed at cellular and/or cloud sites. In this section, we
provide a brief overview of these major components of the
underlying infrastructure in the O-RAN architecture.

1) Cellular Site: A cellular network site refers to the
locations of O-RUs, which may be colocated on the same

structure as the O-RU or situated at the base. Typically, the
cellular network site is designed to accommodate multiple
sectors, thereby supporting several O-RUs. These sites play a
pivotal role in the O-RAN architecture, serving as the points
of connection between the O-RAN architecture and the core
network infrastructure. They facilitate the transmission of data,
control signals, and synchronization information between the
radio units and the O-DU. The cellular network sites are
distributed uniformly or non-uniformly based on parameters
such user density, network topology, and others. They are
classified as Macro, Micro, Pico, and Nano cellular network
sites.

2) Cloud Site: A Cloud Site denotes a tangible location
equipped with Cloud Infrastructure resources, suitable for
O-Clouds, and possibly accommodating other non-O-Cloud
resources. O-Clouds are deployed at both Regional Cloud and
Edge Cloud locations. These sites serve as centralized points
for hosting VNFs, SDN controllers, and other cloud-native
applications within the O-RAN architecture. The Regional
Cloud provides broader coverage and higher capacity, while
the Edge Cloud brings computational resources closer to
the network edge, enabling low-latency and high-bandwidth
services.

a) Edge Cloud: Edge Cloud refers to a site that facil-
itates virtualized RAN functions for numerous cellular sites,
offering centralized functions for those sites. Depending on the
operators use case, an Edge Cloud may cater to a vast physical
area or a relatively small one in proximity to its cellular sites.
Nevertheless, the sites served by the Edge Cloud must be
sufficiently close to the O-RUs to meet the network latency
requirements of the O-DU functions. This proximity ensures
that communication between the radio units and the O-DUs
occurs with minimal delay, enabling efficient and responsive
network operations and service delivery.

b) Regional Cloud: Regional Cloud designates a site
supporting virtualized RAN functions for numerous cellular
sites across multiple Edge Clouds, offering extensive central-
ization of the functionality. The sites served by the Regional
Cloud need to be sufficiently close to the O-DUs to fulfill the
network latency requirements of both the O-CU and the Near-
RT RIC. This proximity ensures that communication between
the O-CU and O-DU, as well as the Near-RT RIC, occurs
within the required latency thresholds. It enables effective co-
ordination and optimization of RAN resources across a broader
geographical area while maintaining operational efficiency and
responsiveness.

3) O-RAN Cloud Platform: A cloud computing platform
known as O-Cloud consists of physical infrastructure nodes
that are compatible with O-RAN and may host Near-RT RIC,
O-CU, and O-DU, along with supporting software and nec-
essary management and orchestration services. An O-Cloud
node is composed of a group of central processing units
(CPUs), random access memory (RAM), storage, network
interface cards (NICs), basic input and output system (BIOS),
baseboard management controllers (BMCs), and accelerators,
which collectively handle computationally intensive tasks [22].
Depending on the deployment scenario selected within an O-
Cloud instance, the O-Cloud platform can virtualize various
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NFs and thus take over RAN functions within the overall
architecture. Further details on these aspects are provided in
Section V.

4) O-Cloud Notification API: The O-Cloud notification
interface facilitates event subscription for consumers like the
O-DU, deployed within the O-Cloud environment. Through
this interface, event consumers can subscribe to receive notifi-
cations and statuses from the O-Cloud. Additionally, the cloud
infrastructure offers event producers, allowing cloud work-
loads to access notifications and statuses that may otherwise
only be accessible within the infrastructure itself [22], [139].

5) Transport Network: In disaggregated O-RAN deploy-
ments, the O-CU and O-DU may be deployed in two dif-
ferent distributed O-Cloud sites. To enable communication
between O-CU, O-DU and O-RU, networking infrastructure
must extend across the cellular site and distributed O-Cloud
sites through open and highly-reliable transport networks. The
transport network and services encompass a broad spectrum,
involving FH, MH, and BH, as well as NR, legacy LTE, and
legacy universal mobile telecommunications system (UMTS)
technologies. These services span the CP, UP, and manage-
ment plane (MP), and are designed to support the opera-
tional needs of different operators and various E2E services
or applications such as URLLC and eMBB. The transport
network must exhibit high flexibility to accommodate various
use cases and RAN designs. Each segment of the physical
transport network may need to support multiple slices, diverse
5G services, and different 3GPP interfaces based on specific
requirements.

a) Fronthaul: FH in O-RAN is defined as the connec-
tivity in the RAN infrastructure between the O-DU and O-
RU. Mobile interfaces associated for the FH include Control,
User, Synchronization, and Management planes. O-RUs and
the corresponding serving O-DUs are positioned in close
proximity to satisfy the delay criteria linked with FH [155].

b) Midhaul: The MH network represents a logical seg-
ment within the transport network, enabling communication
between O-DU and O-CU and facilitating the transport of
3GPP F1/W1/E1 interfaces. In cases where O-DU and O-CU
function as a unified entity, these interfaces remain inacces-
sible, and the transport network lacks a MH component. Ad-
ditionally, it provides inter O-CU communication supporting
the transport of the 3GPP Xn interface. In situations where
MNOs havent implemented a split O-DU and O-CU RAN
architecture, these interfaces must be supported in the BH.

c) Backhaul: In the O-RAN architecture, the BH con-
nects the O-CU to the 5G mobile core. It has a CP and UP
component to ensure a clear demarcation between customer
user data and the 3GPP 5G CP. The associated CP interfaces
N1, N2, N4 and Xn-c are multipoint interfaces between O-
CU-CP, UPF and other 5G CN components. The UP interface
is provided by N3 between O-CU-UP and UPF, N9 between
UPF and UPF, and Xn-u between O-CU-UP and O-CU-UP.

IV. O-RAN NFS, NETWORK SLICING, AND SMO
DEPLOYMENT OPTIONS

The NFs in the O-RAN architecture can be implemented
as VNFs and/or PNFs that can be hosted by the underlying

O-Clouds and/or cellular network sites. The O-Cloud is an O-
RAN Cloud Platform comprising both hardware and software
components designed for executing O-RAN NFs in cloud
computing environments. The hardware includes compute, net-
working, and storage components, possibly incorporating ac-
celeration technologies to optimize performance for hosting O-
RAN NFs. The software component of the O-Cloud provides
open and well-defined APIs, facilitating the life cycle of an
O-RAN slice and its associated NFs. It is worth noting that the
software is independent of the hardware, allowing flexibility
and openness in vendor selection and ensuring compatibility
with O-RAN NFs from various software suppliers.

In either scenario, whether the NFs are virtual or physical,
they must be mapped onto appropriate hosts within the O-
RAN infrastructure. The mapping of NFs onto underlying
infrastructure is a crucial decision in the implementation of
logical network functionalities of an O-RAN slice, especially
in cloud computing environments. The deployments can range
anywhere from fully distributed to maximally centralized
configurations based on Edge and Regional O-Cloud sites (or
the so-called PoP in ETSI terminology). The decision entails
determining the optimal execution location for each logical
function, with potential impacts on performance, scalability,
cost, and other crucial factors. In this regard, the O-RAN
Alliance has introduced the O-Cloud architecture and outlined
several deployment scenarios for O-RAN NFs within the
cloud-native architecture in [145]. Moreover, the document
highlights numerous considerations essential for deploying
logical NFs across different O-Clouds. The diverse slicing
and NF deployment options within O-RAN require a range
of management and orchestration solutions, leading to the
multiple deployment options for the SMO Framework.

In the subsequent subsections, we delve into multiple de-
ployment alternatives for O-RAN NFs, aligning them with the
underlying infrastructure. Furthermore, we examine diverse
network slicing deployment possibilities within the O-RAN
architecture. Additionally, we shed light on various deploy-
ment choices concerning the SMO Framework, emphasizing
the significance of network slice MFs.

A. O-RAN NF Deployment Scenario

The O-RAN Alliance has considered various options for
virtualizing the O-RAN NFs in Regional and Edge Clouds
proposing different deployment scenarios that can be sup-
ported by the O-RAN specifications. These deployment sce-
narios can be distinguished by a particular grouping of func-
tionality at different key locations, such as cellular sites, edge
clouds, and regional clouds, as well as by an indication of
whether the functionality is provided at a particular location by
an O-RAN PNF based solution, where software and hardware
are tightly integrated and share a single identity, or by cloud
services. In Figure 6, we illustrate several NF deployment
scenarios presented in [145], [156], [157], where on the top,
it shows the NFs and each scenario exhibits how these NFs
are deployed, as cloudified NFs on O-Cloud or as PNFs at
the cellular site. Each of these deployment scenarios will be
explained below in detail.
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a) Scenario A: In this scenario, the Near-RT RIC, O-
CU, and O-DU are deployed at the Edge Cloud as VNFs,
whereas the O-RUs are deployed on cellular network sites.
This scenario is ideal for dense urban deployments with ample
FH capacity, enabling the pooling of BBU functionalities at a
central location. It reduces latency but comes with potentially
higher deployment costs compared to other scenarios.

b) Scenario B: In this deployment scenario, the O-CU
and O-DU are deployed at the edge cloud site in order to
reduce latency, while the Near-RT RIC is deployed at the
regional cloud site in order to gain a wider network perspective
for performance optimization.

c) Scenario C: In this deployment scenario, the O-CU
is co-located with the Near-RT RIC in the Regional O-Cloud
site, and the O-DU is positioned at the Edge O-Cloud site.
This scenario is tailored to support deployments in areas with
limited remote Open FH capacity, imposing restrictions on the
number of O-RUs. Two additional variations, C.1 and C.2,
have been introduced to address the specific requirements of
certain network slice instances [145], [157].

d) Scenario D: This deployment scenario is akin to
Scenario C (see above). However, the O-DU is deployed as
PNF at the Edge O-Cloud site in this scenario.

e) Scenario E: This deployment scenario mirrors Sce-
nario D, with the key distinction that all components, including
both O-DU and O-RU, are fully virtualized within the same
Edge Cloud. This approach is being considered for future use,
acknowledging that the virtualized versions of the low-PHY
layer and other O-RU aspects are not currently available.

f) Scenario F: This deployment scenario involves the
virtualization of both O-DU and O-RU, but they are hosted
on separate O-Cloud sites. Like Scenario E, this scenario is

also considered for future use for a similar reason.
In the context of O-RAN deployment, the Open FH plays

a pivotal role, delineating the separation between VNFs de-
ployed within the O-Cloud and the Cellular network sites.
O-RUs always occupy the Cellular site, while O-DU can be
located at the Edge Cloud site. It is feasible to relocate O-
DU closer to the Cellular site to adhere to maximum delay
requirements, but extending their placement farther from the
Cellular sites could potentially violate RAN internal and/or
RAN service-specific timing constraints [156]. A common
deployment scenario involves moving O-DU instances towards
or even to the Cellular site together with O-RU, especially
when the Edge Cloud site must be closer to the Cellular
Site due to factors like fiber availability or other constraints.
However, such adjustments may compromise the advantages
associated with centralization and pooling [122].

The placement of O-CU and its associated UPF is deter-
mined by the lower latency of the F1 interface or service-
specific constraints. For example, the placement of O-CU-UP
and UPF for URLLC services would have to be limited to
the Edge Cloud site while for eMBB it is viable to place
at Regional Cloud site. Further, for services without specific
latency targets, the corresponding O-CU-UP and UPF can be
situated even in the Core Cloud site [145]. It is observed that
centralizing O-DU proves most beneficial in densely populated
networks where multiple Cellular network sites fall within the
latency limits between O-RU and O-DU. On the other hand,
sparsely populated areas are more likely to be handled by
centralizing the O-CU alone.

B. Network Slicing Deployment Options in O-RAN
The concept of network slicing revolves around establishing

a logical E2E virtual connections between end users or vertical
customers and their desired applications and services [65].
This is achieved by allocating sufficient network resources to
ensure that the services or applications can function properly
and meet the specified QoS and predefined SLA requirements
[67]. Network slicing provides the benefits of flexibility and
scalability, enabling the creation of multiple secure logical
networks that are isolated from each other but utilize the
same physical network infrastructure [158], [159]. By utilizing
the software and hardware disaggregation concepts with NFV
technology, network slicing in O-RAN architecture enables
service providers to maximize the usage of network resources
and service flexibility [160].

The slicing architecture is structured into three distinct
layers: the infrastructure layer (IL), network function layer
(NFL), and service layer (SL) [64], [161]. The IL encompasses
the entirety of the physical network infrastructure, comprising
both RAN, CN, and transport network components. This layer
is responsible for the deployment, control, and management
of the infrastructure, as well as the allocation of computing,
storage, network, and radio resources to network slices. Ad-
ditionally, it manages how these allocated resources are made
available to higher layers. The NFL encompasses all activities
associated with configuring and managing the lifecycle of NFs
including both physical and virtual. These functions are placed
on the virtual infrastructure and interconnected to deliver an
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E2E service that adheres to specific constraints and require-
ments defined in the service design of an network slice. The
SL deals with the description of services and their mapping
onto the underlying network components. It also encompasses
the architectural aspects of slicing managers and orchestrators.
This layer plays a critical role in defining how services
should be articulated and connected to the underlying network
elements, facilitating efficient network slicing operations [10].
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Deciding how to allocate specific logical functions to partic-
ular O-Cloud platforms, and consequently determining which
functions should be co-located with other logical functions, is
essential for the implementation of network slicing in O-RAN
architecture [136]. The O-RAN components that can be shared
with multiple slices are the Near-RT RIC, O-CU-CP, O-DU,
and O-RU. The components which is meant to be dedicated
for each network slice is the O-CU-UP. The method by which
the NF are mapped to the same or distinct cloud platforms
must be taken into consideration in order to build agreements
with requirements for each deployment scenario [31].

One of the many potential deployment methods proposed
by the O-RAN Alliance for O-RAN slicing is represented in
Figure 7, where the O-RU is deployed at a cellular network
site as a PNF. A Regional cloud site virtualizes the Near-RT
RIC. The O-CU, and the O-DU are virtualized on a location-
independent Edge cloud site. The O-CU and the O-DU are
connected to the Near-RT RIC with the E2 interface, and
the O-CU and O-DU are connected through the F1 interface.
The Near-RT RIC, O-CU, and O-DU may be virtualized
in several ways in the Regional and Edge cloud sites, as
shown in Figure 6. For instance, an individual dedicated O-
DU could be created for all network slices instead of sharing
a common O-DU for all network slices in the deployment
scenario illustrated in Figure 7.

It is important to note that the application requirements for
the PNFs, cloudified network services, or O-Cloud platform
might vary depending on the situation. However, the needs
for the logical network functions will always remain the same
[52], [145]. For Example, in this specific scenario, a single
O-CU-CP instance governs the control of both network slices,
while each network slice has its distinct O-CU-UP instance.
If the UE is connected to both network slices, there will be
only one RRC connection responsible for handling handover
procedures and cell assignments through the shared O-CU-
CP. However, each service belonging to a different NSI can

experience personalized QoS management and independent
flow control through an individual SDAP/PDCP stack within
its dedicated O-CU-UP [52].

Within the O-RAN slicing-aware architecture, the SMO
Framework accommodates a Slice MF block containing 3GPP-
defined NSMF, NSSMF, and NFMF. It also incorporates ad-
ditional MFs specified by the ETSI ISG NFV and/or the MFs
from the ONAP. In the following section, we will thoroughly
explore different deployment options for SMO Framework
within the context of network slicing management.

C. SMO Framework Deployment Options
As we discussed in Section III, the SMO Framework is

responsible for the management and orchestration of O-RAN
components and resources [22]. We also discussed in Section
III that the SMO Framework can consist of management
components and systems of various SDOs. To this date,
various SMO Frameworks have been available in the market,
claiming that they are compliant with the latest specifications
of the O-RAN Alliance. However, their internal architectural
frameworks and operational mechanisms are not accessible
to the general public and hence they lack transparency and
openness in terms of their features and functioning [19].

The O-RAN Alliance proposed two open-source solutions,
the ONAP and the NFV-MANO, as comprehensive platforms
intended to autonomously manage and orchestrate tasks as-
sociated with virtualized and software-driven elements and
resources within the O-RAN architecture. The ONAP stands
out as a prominent project that is in development and main-
tenance by the LF. Its association with the LF enables the
ONAP to seamlessly integrate with significant projects like
Kubernetes, Akraino, Acumos, and OpenDaylight [152]. The
ONAP is already in use by the OSC as the preferred SMO
platform for open-source O-RAN code releases [162].

On the flip side, the open source MANO (OSM), based
on the NFV-MANO, is defined by the ETSI and follows the
ISG on NFV specifications. The OSM offers comparable SMO
services in a more lightweight framework than the ONAP.
Additionally, it is notable that in May 2021, the ETSI initiated
a cooperation agreement with the O-RAN Alliance, indicating
the early stages of efforts to integrate the OSM framework
within the O-RAN architecture [163].

In the rest part of this subsection, we examine the deploy-
ment scenarios and their potential effects of NFV-MANO and
ONAP on network slicing architecture, as elaborated in [52].

1) 3GPP and NFV-MANO-based SMO Deployment: The
deployment options of the SMO Framework, in harmonization
with both the 3GPP and NFV-MANO frameworks, emphasize
the fundamental principles and prerequisites of network slic-
ing. This encompasses the virtualization and softwarization
of RAN resources and components, alongside the seamless
integration of AI/ML capabilities and programmability within
the SMO Framework.

This deployment option combines the slice MFs and net-
work MFs defined by the 3GPP with those functional blocks
defined by the ETSI ISG NFV. The NFV-MANO is re-
sponsible for managing and orchestrating VNFs, defining the
processes such as the automation, management, and operation
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of virtualized functions running on top of a virtualization and
multi-tenancy-supporting infrastructure. Figure 8 illustrates
the proposed deployment scenario incorporating 3GPP-defined
slice MFs (such as the NSMF, NSSMF, and NFMF) alongside
the NFVO and VNFM functional blocks defined within the
NFV-MANO. These MFs and functional blocks of both the
3GPP and ETSI have been described in Section III.
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Fig. 8. The 3GPP and NFV-MANO-based SMO deployment option with a
particular emphasis on O-RAN slicing

Furthermore, the O-RAN study group proposed four differ-
ent possibilities in [31] for the deployment of the SMO Frame-
work with respect to network slice management topology and
their possible effects on O-RAN slicing-aware architecture.
These four possible options for the deployment of the SMO
Framework are explained in the following:

• Deployment Option 1: In this option, the network slice
MFs (i.e., the NSMF and NSSMF) are deployed within
the SMO Framework, as shown in Figure 8.

• Deployment Option 2: In this option, both the NSMF and
NSSMF are deployed outside the SMO Framework.

• Deployment Option 3: This deployment option deploys
the NSMF within the SMO Framework and the NSSMF
outside the SMO Framework.

• Deployment Option 4: This deployment option involves
positioning the NSMF out of the SMO Framework, while
the NSSMF is implemented inside the SMO Framework.

The above-mentioned deployment options solely vary in the
placement of the slice MFs as defined by the 3GPP. Within the
scope of the O-RAN architecture, the RAN NSSMF, including
its interactions with the SMO Framework, is the primary focus
of the O-RAN Alliance [31]. During the creation and provi-
sioning of RAN NSSI, the RAN NSSMF, in collaboration with
the SMO Framework, triggers the instantiation of essential O-
RAN functions, such as the Near-RT RIC, O-CU-CP, O-CU-
UP, and O-DU, according to slice requirements. Following
the establishment of RAN NSSI, RAN NSSMF can execute
procedures for NSSI modification and deletion in coordination
with the SMO Framework [52].

Each RAN NSSI is identified through the use of the network
slice selection assistance information (NSSAI). The NSSAI
includes one or a list of single NSSAIs (S-NSSAIs) that
provide a distinct identifier to each RAN slice [164]. A S-
NSSAI is a combination of two values. The first value is
a mandatory slice/service type (SST) field, which identifies
the slice type and consists of 8 bits within the range of 0-
255. The SST may have a standard value such as eMBB,
URLLC, or a network-specific value. The second value is

an optional slice differentiator (SD) field, which differentiates
among slices with the same SST field and consists of 24 bits.
According to [164], the list can include at most 8 S-NSSAIs,
which means a single UE can be connected to at most eight
RAN slice subnet instances at a given time.

2) 3GPP and ONAP-based SMO Deployment: In Sec-
tion III, it is elaborated that the ONAP framework provides the
necessary management, orchestration, and automation capabil-
ities to an E2E network architecture. The OSC employs the
SMO Framework based on ONAP in conjunction with other
OSC components [165]. Particularly noteworthy is the fact that
Non-RT RIC, functioning at a parallel level with SMO, can uti-
lize ONAP components for efficient A1 policy management in
its implementations [83]. The ONAP encompasses workflows
and user interfaces tailored for the network slice orchestration
functions defined by the 3GPP notably CSMF and NSMF,
along with an additional interface to an external NSSMF for
the RAN, CN, and TN subnets. These slice MFs empower the
ONAP framework to allocate an E2E NSI comprising suitable
instances for RAN, CN, and TN NSSIs to meet the service-
specific requirements [87].

The ONAP-based architecture suggests two possible de-
ployment options in the Kohn release, emphasizing enhanced
integration with the O-RAN architecture, improvements in
cloud-native NF orchestration, and the advancement of intent-
driven closed-loop autonomous networks [86].

In the first deployment option, the RAN NSSMF is placed
within the SMO Framework, which is responsible for the
management and orchestration of the RAN network slice
subnet, including the O-RAN NFs and the related O-RAN
TN components. This includes the FH between O-RU and
O-DU and the MH interface between O-DU and O-CU. The
RAN NSSMF determines the slice-specific configuration of O-
RAN NFs based on the slice profile received from the NSMF
and determines the necessary slice-specific requirements for
the FH and MH interface, triggering TN management domain
(MD) to execute the actual configuration of the FH and MH
interface. For TN management and orchestration, the ETSI
zero touch network and service management (ZSM) based MD
approach is adopted [52], [87].

In the second deployment option, the NSMF is responsible
for the determination of a slice profile of the FH, MH,
and RAN NFs. The NSMF is also responsible for stitching
together E2E network slice instances, including the FH and
MH. Additionally, for both deployment options of RAN and
TN subnets, separate RAN network slice subnet templates
(NSSTs) are designed [87].

Figure 9 illustrates an expanded iteration of ONAP, as we
showed in Figure 5 and discussed in Section III, incorporating
O-RAN network slicing functions. The 5G E2E network
slicing scenario requires the integration of several modules
within ONAP, including the SDC, SO, AAI, UUI, EXT-API,
OOF, and Policy Framework. In the following, we provide
detailed explanations for each of these modules.

The UUI offers a range of functionalities to users. In the
CSMF portal, users can create communication service forms
to establish network services that use a network slice, view
these services in a list, and perform operations like activation,
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deactivation, or termination. Within the NSMF portal, network
operators can find and manage slicing-related tasks initiated by
customers, execute appropriate actions based on task status,
and verify or modify slice options suggested by the OOF.
Additionally, the NSMF portal enables users to display and
process existing network slices, NSIs, and NSSIs through its
slicing resource management feature [166].

Ext-API produces a Service Order ID and transmits it
within the response, which can subsequently be utilized to
monitor the order. Following this, Ext-API activates the API
of SO to initiate the service creation process. This action
represents progress in establishing uniform external interfaces
for network slice orchestration [87], [166].
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Fig. 9. 3GPP and ONAP-based SMO Deployment Option with a particular
emphasis on O-RAN Slicing

Within the SO, distinct business process management no-
tation (BPMN) workflows are established for the CSMF and
NSMF. The CSMF workflow manages service requests origi-
nating from the CSMF portal and stores order information in
a communication service instance within the AAI. The CSMF
workflow then interacts with the NSMF workflow to initiate
network slice requests. Subsequently, the NSMF generates
service profiles, NSI, and NSSI. Both the NSI and NSSI can
be shared [87].

The SO interacts with the OOF for the selection of network
slice template (NST) and NSI/NSSI. The OOF may recom-
mend either creating new instances or reusing the existing
ones. Regarding NSI/NSSI selection, the OOF could return
an existing NSI if it is shareable and a suitable one exists, an
existing NSSI if shareable and no NSI exists but a suitable
NSSI does, or a slice profile if the service request is non-
shareable or no suitable NSI or NSSI exists. The recalibration
of NSI and NSSI selection is managed by the orchestration
task, which allows network operators to intervene manually
through the NSMF portal in UUI [166].

An NSSMF adapter incorporated in SO interacts with inter-
nal or external NSSMFs for NSSI orchestration. The NSSMF
functionality includes a common part for subnet capability
queries from SO, invoking domain-specific NSSMF functions

for the RAN, CN, and TN domains. The specialized workflows
of the domain-specific NSSMF handle the essential tasks
involved in creating or updating the NSSI according to the
guidance provided by the OOF, particularly for NSSI creation
or reuse [87].

The AAI module introduces three additional nodes, namely
Communication-service-profile, Service-profile, and Slice-
profile, along with modifications to the service-instance nodes.
Three new nodes have been incorporated as attributes of the
service-instance node. To align with SDC templates such
as communication service template (CST), Service Profile
Template, Slice Profile Template, NST , and NSST, the run-
time instances include communication service instance (CSI),
Service Profile Instance, Slice Profile Instance, NSI, and NSSI.
The Slice Profile Instance for the all three subnets: RAN, CN,
and TN are distinct [86], [87].

The AAI offers query APIs to CSMF and NSMF, enabling
them to retrieve various information such as communication
service instances, service profile instances, NSI, and NSSI.
Additionally, AAI provides creation APIs to SO, allowing the
creation of communication service profiles, service profiles,
slice profiles, and establishing relationships between service
instances [87].

The CCSDK/ SDN-C configures the RAN NFs when in-
voked by RAN NSSMF for RAN NSSI creation or reuse
more details are provided in ONAP architecture subsection
in Section III. The details of RAN configuration are obtained
from the Config DB/configuration persistence service (CPS).

The DCAE introduces two new micro-services [166]:
a) Data exposure service (DES): This micro-service of-

fers a simplified interface for network operators, slice tenants,
or any other ONAP component to query both current and
historical PM/KPI data.

b) Slice Analysis MS: This micro-service carries out
two distinct functions. Analyze PM received from the RAN
through the PM-Mapper micro-service to detect any updates.
When it receives configuration updates, it initiates a Control
Loop by transmitting a suitable data movement as a platform
(DMaaP) message to Policy Framework.

V. SLICING THE UNDERLYING INFRASTRUCTURE IN
O-RAN ARCHITECTURE

The evolving landscape of cellular network architectures,
especially the transition from traditional D-RAN to C-RAN
paradigms, signifies a fundamental shift in how underlying
wireless infrastructures are conceived and deployed within
the context of O-RAN architecture. The emergence of O-
RAN architectures marks a significant departure from the
conventional RAN model, emphasizing a centralized approach
to key processing functions, notably the O-CU [167], which
currently resides within centralized DCs. The decision regard-
ing the placement of the O-DU, whether at the cellular site
or further within a centralized DC, highlights the intricate
considerations driven by network operators’ preferences and
operational needs [22], [42], [168].

At the heart of this architecture’s efficiency lies the TN,
responsible for ensuring seamless connectivity between the
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cellular network site hosting the O-RU and the DCs on O-
Cloud sites housing the VNFs (i.e., O-CU and O-DU) and
service applications such as the RICs. Leveraging a diverse
array of forwarding devices grounded in different technologies
like the segment routing (SR) [169], dense WDM (DWDM),
and microwave, the TN operates across various aggregation
levels [170]. This facilitates the establishment of data paths
encompassing different RAN and CN functions, thereby de-
lineating distinct TN segments such as the FH, MH, and BH
[51].

In this dynamic environment, the concept of network slicing
emerges as a pivotal element within the underlying infrastruc-
ture of O-RAN. Integrated intricately into the disaggregated,
virtualized, and open architecture of O-RAN, network slic-
ing empowers operators to effectively manage resources and
optimize performance in response to evolving demands [171].
Proficiency in network slicing within the O-RAN infrastructure
not only ensures heightened operational efficiency and agility
but also unlocks unprecedented opportunities for innovation
and service differentiation [36]. This places the network op-
erators at the forefront of the ongoing network evolution,
spanning across 5G, 6G, and beyond, driving transformative
changes in the wireless telecommunications industry.

In the rest of this section, we delve into the underlying
infrastructure within the O-RAN architecture, including the
components of the O-RAN cellular network site, the O-Cloud
platform, and the Xhaul TN, examining the network slicing
aspects of these critical elements.

A. O-RAN Cellular Site
In wireless communications networks, a cellular network

site serves as a stationary stronghold where the complex
interplay of radio signals takes place. It serves as a designated
locus for transmitting and receiving radio signals, ensuring
seamless coverage over a specified area. It encompasses two
primary components: firstly, one or more antennas responsible
for transmitting and receiving radio signals, and secondly, a
supply unit housing essential switching and control elements
critical for managing the operation of the antennas [172].

In the usual course of design, cellular network sites are
structured to support numerous sectors, thus inherently associ-
ated with multiple O-RUs. The O-RU serves as a fundamental
element in establishing seamless PHY layer connections with
the UEs [22], [145]. Seamlessly, it brings together antenna
elements and important RF components like transceivers and
amplifiers. In addition, the O-RU also handles lower-level
PHY tasks such as digital beamforming and fast fourier
transform (FFT) operations [61]. The Open FH interface plays
a crucial role in linking the O-RU with the O-DU to ensure
smooth communication within the O-RAN architecture.

As detailed in Section IV, the process of optimizing the
deployment of O-RAN entails navigating a delicate balance
between FH latency and cost considerations. While consoli-
dating all elements of the O-gNB at the cellular site minimizes
latency, it also represents the most financially demanding
option. Conversely, relocating control and connection anchors
towards a centralized edge cloud facilitates resource manage-
ment across multiple sites, all the while preserving the imper-

ative of low-latency data processing. Strategically relocating
processing functions to the edge cloud while retaining only the
O-RU at the cellular site achieves a harmonious equilibrium
between minimizing latency and optimizing cost-effectiveness.

For services with less stringent time requirements, trans-
ferring the Near-RT RIC and O-CU to a regional cloud
may result in increased latency, extending into the range of
50 milliseconds. However, this strategy optimizes resource
processing capabilities across a network’s various cellular
sites. By centralizing these functions, a single Near-RT RIC
can efficiently manage resource allocation while ensuring that
critical processing units remain in closer proximity to users,
enhancing overall network performance and responsiveness.

B. O-RAN Cloud Platform
One of the major objectives of the O-RAN Alliance is to

enhance the flexibility and deployment speed of the RAN
architecture while simultaneously lowering both capital and
operating costs through the implementation of the underlying
cloud architectures. The logical architecture of the O-RAN
with the O-Cloud platform provides a fully open solution
where software is decoupled from hardware.

Decoupling hardware and software within the O-RAN ar-
chitecture entails a three-tiered approach: a hardware layer,
an intermediary layer housing Cloud stack and acceleration
abstraction functions, and a top layer dedicated to virtual
RAN functions. These layers are capable of being supplied
by different vendors, and this decoupling guarantees interoper-
ability between a cloud stack and numerous hardware suppliers
while also accommodating virtualized RAN functions from
various software providers, thus defining it as an O-RAN
Cloud platform or O-Cloud [145].

An O-Cloud platform, can automate and autonomously
manage tasks with a certain level of complexity such as
placing NF Deployment workloads on suitable O-Cloud nodes,
executing self-repair, and auto-scaling based on deployment
artifacts, and policies, without SMO intervention. An O-
Cloud includes O-Cloud Resources, Resource Pools, and O-
Cloud Services across multiple sites. It manages resource
provisioning, Nodes, Clusters, and Deployments for both user-
plan and management services, providing a unified reference
point for all the elements within its boundary.

An O-Cloud Site refers to a collection of O-Cloud Re-
sources at a specific geographical location, ranging from a
single resource to thousands. These resources are intercon-
nected through O-Cloud Site Network Fabrics, which serve as
the demarcation for direct internal switching at the O-Cloud
Site level. Multiple O-Cloud Sites can be interconnected to
form a distributed O-Cloud, that requires bridging, routing,
or stitching at the networking layer between each site and its
respective external transport network attachment point [145].

The O2 interfaces serve as the conduit for connecting to a
range of O-Cloud services offered by the O-Cloud platform
in conjunction with the SMO Framework. These services are
categorized into two main groups, each tailored to address
specific functionalities and requirements within the O-Cloud
ecosystem [128], [145]. Figure 10 depicts the primary com-
ponents that constitute an O-Cloud site within the O-RAN
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architecture. We now elaborate on each components in detail.
1) Infrastructure Management Services: Within the intri-

cate framework of O-Cloud operations, infrastructure man-
agement service (IMS) form a pivotal subset of O2 functions,
entrusted with the deployment and governance of cloud in-
frastructure. The IMS assumes an important role, facilitating
provisioning by meticulously allocating and configuring re-
sources for O-Cloud Node Clusters.

It manages fault and performance aspects, identifying issues
and providing measurements through the O2ims interface.
IMS exposes O-Cloud inventory that includes details on Sites,
Deployment Management Services, Node Clusters, and Re-
sources, aiding SMO in understanding allocation fulfillment
and available capacities. The O-Cloud life cycle management
involves registering, structuring, and configuring infrastructure
services and resources. Additionally, it executes maintenance
operations, such as switching O-Cloud Nodes to maintenance
mode, autonomously or on demand, ensuring seamless com-
munication with SMO Framework.

In the following, we delve into the concepts and perspectives
entwined with O-Cloud IMS and the Cloud Infrastructure as
elucidated in [145]:

a) O-Cloud Resource: This is a defined unit comprising
capabilities such as compute, hardware acceleration, storage,
and gateway within O-Cloud. These resources are provisioned
and utilized for the O-Cloud deployment plane, enabling
efficient allocation and management of computing resources
in cloud-based network infrastructure.

b) O-Cloud Resource Pool: The O-Cloud Resource Pool
consists of a grouping of O-Cloud Resources possessing

similar capabilities and traits within an O-Cloud environment.
It comprises one or more such resources, each equipped
with network connections and, optionally, internal hardware
accelerators and storage devices. Additionally, it may include
standalone servers lacking an associated O-Cloud Site Net-
work Fabric, like infrastructure deployed at a cell site.

c) Unspecified O-Cloud Resource Pool: It refers to a
collection of O-Cloud Resources listed in the O-Cloud IMS
inventory but not yet categorized or allocated to any specific
O-Cloud Resource Pool.

d) O-Cloud Site Network Fabric: It serves as an inter-
connecting resource within O-Cloud, linking various resources
within a site to enable seamless communication and data
exchange between them, enhancing overall functionality and
resource utilization.

e) O-Cloud Site Network: It epitomizes a meticulously
provisioned Network Resource, showcasing its defined capa-
bilities and characteristics derived from an intricately config-
ured O-Cloud Site Network Fabric.

2) Deployment Management Services: The deployment
management service (DMS) efficiently handles various tasks
by leveraging information received over O2dms. These tasks
encompass the strategically placing O-RAN NF Deployment
workloads within O-Cloud Node Clusters. Additionally, DMS
manages the entire lifecycle of these workloads, including re-
source allocation, configuration adjustments, and the executing
essential lifecycle management operations like autonomous
scaling, self-healing, and workload relocation within the same
O-Cloud Node Cluster to meet service level expectation (SLE).
It also supervises the cessation of NF Deployments based
on directives from the SMO. Furthermore, the DMS ensures
the O-Cloud inventory is regularly updated with the latest
status information on resources dedicated to NF Deployment
workloads.

Below are the conceptual insights related to O-Cloud DMS
and its interaction with O-Cloud Resources generated or
modified via IMS provisioning as demonstrated in [145].

a) O-Cloud Deployment Plane: It refers to a conceptual
framework comprising O-Cloud Nodes, O-Cloud Networks,
and O-Cloud Node Clusters, which are pivotal components
in constructing NF Deployments. This framework is estab-
lished by leveraging O-Cloud Resources provisioned via IMS,
derived from O-Cloud Resource Pools and O-Cloud Site
Network Fabrics.

b) O-Cloud NF Deployment: NF Deployment refers to
deploying software on O-Cloud resources to implement cloudi-
fied NFs, either fully or partially, facilitating NFV within cloud
environments.

c) O-Cloud Node: It is a network connected computer
or function, that can be provisioned into O-Cloud Node
Clusters by IMS. The nodes comprises physical and/or logical
components, and expose IMS-assigned resources to form O-
Cloud Deployment Plane constructs. Additionally, an O-Cloud
Node may operate independently as a standalone entity.

d) O-Cloud Node Cluster: It consists of a set of O-Cloud
Nodes operating together via interconnected O-Cloud Node
Cluster Networks. The Operating System and Cluster software
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of these nodes identify their capabilities and characteristics
managed by IMS.

e) O-Cloud Node Cluster Network: It denotes a ded-
icated network infrastructure tailored for an O-Cloud Site
Network allocated to an O-Cloud Node Cluster.

f) O-Cloud Node Group: It refers to a subset of O-Cloud
Nodes in an O-Cloud Node Cluster treated equally, particularly
by the O-Cloud Node Cluster scheduler. These nodes are
interconnected through O-Cloud Node Cluster Networks and
optionally through O-Cloud Node Group Networks.

g) O-Cloud Node Group Network: It refers to the O-
Cloud Site Network designated for a specific grouping of O-
Cloud Nodes within an O-Cloud Node Cluster.

C. Xhaul Transport Network
The Xhaul TN in O-RAN encompasses diverse TN seg-

ments across the RAN and CN functions such as FH, MH, and
BH. The Xhaul acts as the unified TN facilitating connectivity
within and between the RAN and CN components. The
TN, particularly the access TN like FH and MH, possesses
the capability to concurrently handle diverse transport flows,
particularly evident when operators integrate mixed-use cases
into their RAN deployments.

Efficiently managing network resources becomes paramount
due to the varied nature of these transport flows, each present-
ing distinct requirements in terms of latency, throughput, and
transmission reliability [21]. This is essential to mitigate com-
plexity and uphold optimal performance across the network.
An astute strategy entails categorizing these transport flows
into transport slices according to shared service prerequisites,
thereby enabling more methodical and efficient management
of the transport network. Subsequently, these slices may be
subdivided into additional sub-slices as needed, tailored to
accommodate a diverse array of E2E user applications or
specific operator demands pertaining to priority, latency, or
bandwidth allocations [170].

Embarking on the journey of seamless integration, the
discussions within the 5G domain, especially in O-RAN,
focus on incorporating network slicing into existing transport
infrastructures [173]. Key questions arise regarding which
mobile interfacesFH, MH, BH, and N6require slicing, the
forms these slices will take, and the optimal number of slices
needed at the transport level.

In the subsequent sections, we will delve deeper into the
architecture of the TN, exploring the complexities of TN
slicing. This exploration aims to provide insights into the
fundamental principles and practical considerations essential
for the effective deployment and operation of Xhaul TNs in
O-RAN environments.

1) Xhaul Transport Network Architecture: The Xhaul TN
must exhibit a high degree of adaptability, as it needs to
cater to different requirements based on the specific use case
and RAN design. This could involve accommodating multiple
network slices [28], numerous 5G services, and diverse 3GPP
interfaces [170] across various segments of the physical trans-
port network. O-RAN Alliance in WG9 transport requirements
document [174] has meticulously outlined a multitude of
prerequisites for the O-RAN TN, encompassing bandwidth

and delay projections within the 5G network, as well as the
logical transport connectivity needs across FH, MH, and BH
components and even the N6 portions of 5G.

In O-RAN Xhaul TN architecture, FH connects the O-DU
and O-RU with a latency models based on eCPRI reference
points [37]. MH enables communication between O-DU and
O-CU with 3GPP defined F1/W1/E1 interfaces. While the BH
network connects the O-CU to core network [170].

The deployment of an E2E Open Xhaul TN, which relies on
packet switched transport solutions, is influenced by various
factors. These factors encompass the extent of packet switch-
ing components, spanning from cell sites to the transport core,
as well as the potential integration with other technologies
in the FH to establish an E2E network [175]. Considerations
also extend to the nature of the underlying Layer 0/Layer 1
transport, the network protocols implemented at the packet
switching layer, and the framework for constructing overlay
services on the Xhaul transport infrastructure.

Illustrated in Figure 11 is a unified E2E packet switched
infrastructure, structured upon a dual split TN architecture that
spans from cellular sites positioned at the edge of the access
layer to the core of the transport layer. The packet switching
transport network equipments (TNEs) exhibit QoS capabilities,
boasting high capacity and low latency, interconnected via
point-to-point Ethernet interfaces. Additionally, it integrates
strategically distributed DCs throughout the transport network
infrastructure to facilitate both virtual and physical NFs es-
sential for mobile and fixed services. Furthermore, it offers
the potential for hosting Application Functions geared towards
providing value-added services and custom applications tai-
lored to individual customers.

The diagram presents a conceptual depiction of the network,
acknowledging that the actual physical implementation may
vary. For instance, an O-DU could be linked to a single TNE
port yet facilitate two logical connections to a second TNE
in the FH network and a third TNE in the MH network.
In contrast, some operators might opt to utilize packet-based
technology solely in the MH and BH, while employing
straightforward physical networking to connect O-DU ports
with O-RUs. In such scenarios, the physical network between
O-RU and O-DUs might consist of simple dark fiber links,
or alternatively, operators may choose to implement a passive
wavelength division multiplexing (WDM) system for added
simplicity [170], [176], [177].

Within the O-RAN framework, the FH network plays a
pivotal role in facilitating the remote transmission of signals
from O-RU to O-DU. The O-RAN architecture brings forth
novel requirements for FH networks, including considerations
such as FH latency and data rate. WDM has emerged as
a solution for addressing these challenges, offering various
architectural approaches such as passive WDM, active WDM,
and semi-active WDM. For more details on WDM, please refer
to [176]

It is imperative to differentiate between the underlay/fabric
of the transport infrastructure and the services that rely on
it. The primary objective of the underlay is to establish a
scalable environment capable of meeting the diverse service
requirements of a 5G infrastructure. In contrast, the services
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Fig. 11. Packet switched TN for Mobile Xhaul in O-RAN architecture

infrastructure, or overlay, operates above the underlay of the
transport network, facilitating various components of the 5G
infrastructure such as FH, MH, and BH [46], [170].

a) Xhaul TN Underlay/Fabric Technologies: The un-
derlay networks encompass the physical infrastructure of a
network, comprising DWDM equipment, ethernet switches,
routers, and the fiber optic cabling that interconnects these
components into a network topology. To support an Xhaul
transport environment, the packet switched network must
handle both layer 2 (L2) and layer 3 (L3) services. Presently,
L2 underlay networks predominantly rely on Ethernet, often
utilizing virtual LANs (VLANs) for segmentation. Within
O-RAN, following two prevalent packet switched underlay
technologies are explained in [170].

• Multi-protocol label switching (MPLS): MPLS em-
ploys label switching in the data plane with multiple
control plane technologies including SR an extension
to interior gateway protocol (IGP) and border gateway
protocol (BGP). Regardless of the MPLS control plane
used, the service layer is independent and supports native
Ethernet and L3 services [178].

• SR over IPv6 (SRv6): SRv6 is based on the SR archi-
tecture and utilizes an IP version 6 (IPv6) data plane,
where segments are identified by segment IDs (SIDs)
embedded in the IPv6 header [179]. While sharing some
similarities with SR-MPLS, there are key differences in
requirements, especially concerning the critical aspect of
scaling the underlay infrastructure in the context of a 5G
environment.

The underlay is anticipated to offer a comprehensive set of
tools necessary to deliver essential network services, encom-
passing functionalities such as universal connectivity, prioriti-
zation, isolation, scalability, rapid convergence, shortest path

routing, traffic engineering, packet-based QoS, and precise
timing mechanisms [170].

b) Xhaul TN Overlay/Services Infrastructure: Overlay
networks utilize network virtualization principles to create
virtualized networks, consisting of overlay nodes like routers.
These networks leverage technologies such as ethernet VPN
(EVPN) and multi-protocol border gateway protocol (MP-
BGP) based layer 3 VPNs (L3VPNs) for tunneling encap-
sulation within the overlay service layer. This encapsulation,
facilitates the transmission of data packets over the underlying
physical network while maintaining logical separation and
isolation between different virtual networks or segments [170].

Both MPLS and SRv6 packet switched underlays utilize
EVPN for L2 support and MP-BGP for L3VPNs. In the MP-
BGP architecture, the protocol is configured with suitable
address-family support for both EVPN and L3VPN, facilitat-
ing the transmission of service connectivity information among
provider edge (PE) equipment [178].

Ethernet services will be provided by EVPN, where EVPN
virtual private wire service (VPWS) acts as a transport service
for Open FH and radio over ethernet (RoE), ensuring redun-
dancy for Open FH interfaces. BGP L3VPNs support internet
protocol (IP)v4 and IPv6, presenting flexible connectivity
models with default shortest path routing, along with the
option for automatic steering into SR policy [169].

Mobile IP services are set to be facilitated by MP-BGP
based L3VPNs. These L3VPN services serves in establishing
L3 connectivity among various mobile components. With the
BGP L3VPN support, operators gain access to both IPv4 and
IPv6 virtual private networks (VPNs), thereby enabling the
adoption of flexible connectivity models to address a wide
array of network requirements.

2) Xhaul Transport Network Slicing: In packet switched
networks, there exists a robust framework poised to support
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the intricacies of network slicing. Within the Xhaul transport
infrastructure lies the inherent capacity to cater to the diverse
transport demands of various interfaces. This extends not only
to O-RAN but also encompasses interfaces defined by 3GPP,
necessitating bespoke solutions for the control, management,
and user plane interfaces. This entails the implementation of
5G transport segmentation from a mobile standpoint, wherein
slicing at the FH, MH, and BH interfaces becomes indis-
pensable [62], [180]. Slicing allows for the customization of
resources to precisely match the specific latency, bandwidth,
and traffic characteristics associated with each interface [181].

In the domain of TN, the concepts of hard slicing and
soft slicing delineate the degree of isolation between network
slices [182]. Hard slicing entails the allocation of resources
exclusively to a particular NSI, ensuring stringent assignment
and limited resource sharing. Conversely, soft slicing preserves
the attributes of a transport slice but permits shared and
reusable resources across different NSIs [62], [183]. This ap-
proach offers heightened flexibility and efficiency in resource
utilization. Essentially, while hard slicing prioritizes exclusive
dedication to individual slices, soft slicing fosters shared and
reusable resources, thereby enhancing overall flexibility in
resource management.

The functional architecture displayed in Figure 12 illustrates
Xhaul TN slicing, incorporating orchestration infrastructure
and encompassing the RAN, CN, and Xhaul TN. It seamlessly
integrates NSSIs overlay and TN underlays, thus showcasing
the system’s comprehensive design.

Ensuring the flexibility of mapping NSIs to physical or log-
ical transport network instances is paramount. This guarantees
seamless alignment between the transport network and the
unique requirements of each network slice, thus creating a
dynamic and responsive infrastructure. The process of map-
ping NSIs to logical networks within an Xhaul TN heavily
depends on the available deployment options [184]. Below,
we elucidate some of these concepts as outlined in O-RAN
WG9 documents.

a) Transport Plane: Within the O-RAN transport infras-
tructure, both L2 EVPN and L3VPNs leverage MP-BGP to
establish individual NSIs. These VPNs provide exceptional
scalability, supporting numerous instances and endpoints while
offering diverse connectivity models. Additionally, four ap-
proaches are detailed for constructing the underlay transport
plane/planes, each tailored to enhance network performance
and meet specific requirements [170].

• Single transport plane for all slices: In this configu-
ration, a single transport plane serves as the backbone
for all network slices, facilitating a uniform distribution
of traffic paths among them. Consequently, each slice
traverses identical routes between network endpoints,
fostering cohesion and consistency across the network
infrastructure. This strategy is often considered the softest
form of slicing within the underlay transport plane, as it
prioritizes shared resources and harmonious coexistence
among slices.

• Transport plane per 5G service type: Tailoring the
underlay network to accommodate each 5G service type
involves constructing dedicated transport planes, each

customized to suit the distinct forwarding behaviors asso-
ciated with different services. These specialized transport
planes are open for use by multiple customers who
implement VPNs and traffic steering techniques.
Depending on various criteria, such as service require-
ments and network conditions, these transport planes can
adopt unique topologies and optimizations. For instance,
for URLLC service types, the focus may be on relia-
bility, utilizing the most dependable links and selecting
optimal paths based on link delay metrics. In contrast,
eMBB service types may prioritize cost-effective, high-
bandwidth links, determined by paths calculated with IGP
metrics correlated with link capacity. For narrowband IoT
(NB-IoT) service types, which do not necessitate low
latency or high capacity, a separate transport plane could
be designated, with paths established based on traffic
engineering (TE) metrics, favoring links suitable for these
specific services.

• Transport plane per slice customer: In this alternative
approach, rather than allocating a transport plane for each
5G service type, a separate transport plane is assigned
to individual customers. While similar techniques are
employed, scalability is now contingent on the number of
customers utilizing the network, as opposed to the diver-
sity of 5G service types. To tackle scaling challenges, a
combination of mapping per customer and per 5G service
type can be implemented. As an illustration, the primary
approach might entail mapping according to 5G service
types, where only a selected group of premium customers
receive dedicated mappings to individual transport planes.

• Transport plane per 5QI group: In this setup, the TN
allows for the integration of traffic streams characterized
by different 5G QoS identifier (5QI) values into specific
slices. This configuration enables the straightforward al-
location of a significant number of 5QIs to a limited
pool of transport resources, such as queues located within
TNEs. As a result, the network can efficiently manage
and prioritize various types of traffic within these defined
slices.
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Fig. 12. Functional Architecture of TN Slicing

b) Quality of Service: In TN, QoS plays a critical role
in ensuring that different types of traffic receive appropriate
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levels of service, such as bandwidth, latency, and packet
loss, to meet specific performance requirements. When it
comes to slicing a transport infrastructure to accommodate
different types of traffic or services, the significance of QoS
becomes even more pivotal. Just as in the transport plane,
different strategies can be used to provide varying levels of
isolation between slices. These strategies may include traffic
prioritization, bandwidth allocation, traffic shaping, and con-
gestion management techniques [184]. When contemplating
QoS within the context of TN slicing, it’s crucial to consider
both edge QoS solutions and core QoS solutions.

• Edge QoS: Edge interfaces within packet transport net-
works often experience delays and frequent congestion.
In the context of network slicing, it’s essential to enable
traffic conditioning at the network’s edge upon entry
and scheduling upon exit to ensure each slice maintains
its allocated bandwidth. Moreover, when mobile clients
present traffic through VLANs, the PE router needs
hierarchical QoS capabilities to effectively manage both
the overall allocated bandwidth at the VLAN level and
the designated class bandwidth within each VLAN.

• Core QoS: In the core network, various QoS strategies
manage bandwidth allocation and queue sharing among
different network slices, ensuring optimal performance
and resource utilization.

c) Service Models: In addition to the physical compo-
nents of the infrastructure, there is a necessity for establish-
ing separate networks dedicated to managing and controlling
various aspects of the 3GPP and O-RAN frameworks. These
networks, known as management and control plane networks,
play crucial roles in managing and regulating the functionality
and performance of the networks [170]. Within the architecture
designed for transport network slices, certain management
networks operate as independent VPN entities. On the other
hand, there are instances where multiple MFs are integrated
within a single VPN entity. This consolidation allows for more
efficient management and control by centralizing various tasks
and functionalities within a unified network structure.

• TN management network: Each TNE is equipped with
a local network management interface, complete with its
unique IP address, facilitating day-to-day administrative
tasks. This interface serves as the originating point for
management protocols, seamlessly integrated into a trans-
port management network utilizing an MP-BGP L3VPN,
meticulously aligned with the default routing algorithm.
The architecture of the TN management network is
typically configured in an any-to-any topology, enabling
seamless connectivity between all entities within L3VPN
[185]. However, a more prevalent configuration involves
a hierarchical structure where central network MFs main-
tain bidirectional communication with TNEs, while TNEs
themselves are isolated from direct communication with
each other.
Furthermore, Service Providers have the option to estab-
lish an out-of-band network in addition to the primary
in-band management network, providing redundancy in
situations where in-band network connectivity is com-

promised.
• DC management network: Distributed across the trans-

port network, DC necessitate centralized management to
effectively support a plethora of Network Functions and
Application Functions. Some of these functions are intri-
cately tied to the provision of 5G and O-RAN capabilities
and services.
The management network of these DCs aligns with the
O2 interface as defined by O-RAN, catering to a variety
of DC management, monitoring, and orchestration needs.
Each DC seamlessly hands off its management network
to a TNE via a logical Ethernet interface, which is
seamlessly integrated into an MP-BGP L3VPN on the
TNE. This VPN serves as the conduit connecting all DCs
to the central MFs.

• O-RAN FH Management network: The FH M-Plane
interface serves as a specialized VPN spanning the TN,
separate from the O-RAN Management and Control VPN
that supports interfaces like O-RAN A1, E2, and O1.
Mobile elements accessing the M-Plane are directed to
link with the FH Management VPN via a logical Ethernet
interface.

• O-RAN Control and Management network: The A1,
E2, and O1 interfaces are seamlessly integrated into a
singular VPN infrastructure spanning the entire transport
network. Leveraging MP-BGP L3VPN technology, the
O-RAN Control and Management network operates in
alignment with the default routing algorithm of the un-
derlying infrastructure. This network is imperative across
all TNEs, established through VLAN attachment circuits
(ACs), to provide support for O-RAN components utiliz-
ing the A1, E2, or O1 interfaces.

• 3GPP Control Plane network: A consolidated 3GPP
core infrastructure functions within a specialized 3GPP
control plane VPN across the TN. This VPN efficiently
handles all 3GPP control plane traffic concerning MH
and BH operations, incorporating protocols like F1-C, E1,
Xn-C, N1, N2, and N4 across various slices. Accessible
on all TNEs through VLAN ACs, the 3GPP control
plane VPN guarantees seamless connectivity for mobile
components reliant on the 3GPP control plane.

• O-RAN and 3GPP User Plane networks: In the latest
O-RAN slicing scenarios, the transport architecture has
been refined to accommodate slicing in MH, distributed
UPFs, and the relocation of the N6 network nearer to
radio cellular sites. Each slice is now linked with a
dedicated L3VPN, effectively managing both MH and
BH user plane traffic. Moreover, the extension of the
N6 network deeper into the transport infrastructure is
essential to empower distributed and centralized UPFs,
allowing access to shared applications and the utilization
of local breakout functionalities.

• FH C/U Plane network: The FH components of O-
RAN do not yet support slicing, resulting in O-RUs
and O-DUs being utilized universally across all slices.
A dedicated 7.2x eCPRI stream connects the O-RU and
O-DU, overseeing all control and user plane traffic for
each slice. The 7.2x C/U interface must be compatible
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with Ethernet encapsulation and may optionally support
Ethernet/IP encapsulation.

• MH U-Plane network (F1-U, Xn-U): To segregate F1-U
traffic, individual VLANs are assigned to each user plane
slice on both O-DUs and O-CU-UPs. QoS is maintained
by these components, as they allocate a differentiated
services code point (DSCP) value customized to the im-
portance of the user payload within the GPRS tunneling
protocol user plane (GTP-U) packet.
The user plane traffic for MH and BH, linked to a slice,
utilizes a unified MP-BGP L3VPN, offering seamless
any-to-any connectivity. Should an operator prefer to
segregate MH and BH traffic, they have the option to
employ distinct MP-BGP L3VPNs for each slice, ensur-
ing separate routing for both types of traffic

• BH U-Plane networks (N3 and N9): User plane slicing
in the BH network assumes that traffic associated with
distinct slices originates from separate logical Ethernet
interfaces on the BH interfaces of O-CU-UPs and UPFs.
To maintain these slice mappings throughout the TN,
VLAN ACs are allocated to different L3VPNs on the
TNEs or DC-TNEs. Within the TN, MP-BGP L3VPNs
can be established per slice or shared among slices,
depending on how the mobile component presents the
slice traffic to the TN. These L3VPNs are aligned with the
underlay’s default routing algorithm or flex-algo, and TE
can be employed to map L3VPNs to different underlay
transport planes.

• Data Network: The N6 data network, although beyond
the context of RAN, requires consideration for TN slic-
ing, especially as it expands closer to the radio infrastruc-
ture with multiple breakout points. The methodologies
discussed for BH and MH user plane slicing are largely
applicable when establishing data networks over a shared
packet switched transport infrastructure. When incor-
porating multiple breakout points in the data network,
meticulous planning is essential to ensure the traffic exits
and re-enters the network at designated locations. This
entails strategic management of UPF addresses within the
data network, as well as determining how these routes
are externally propagated by routers at peering points,
and how external routes are disseminated within the data
network.

VI. EXPLORING USE CASES RELATED TO NETWORK
SLICING IN O-RAN ARCHITECTURE

The exploration of network slicing within O-RAN encom-
passes deploying network slices for various use cases while
also highlighting the diverse requirements of business cus-
tomers seeking to realize their specific needs. These require-
ments may encompass ultra-reliable services, high-bandwidth
communication, and low latency, among many others. The O-
RAN Alliance has identified specific use cases for network
slicing to showcase its potential in meeting the demands of
business customers. In this section, we delve into several use
cases outlined in O-RAN Alliance specifications, expected
to be supported within the O-RAN slicing-aware architecture
discussed in Section III. The requirements derived from these

use cases will be integrated into O-RAN as network slicing
requirements. Prioritizing and specifying support for these use
cases by the O-RAN community are essential, as not all of
them have been realized in the O-RAN specifications yet.

TABLE III
ACTORS AND THEIR ROLES IN DIFFERENT STAGES OF O-RAN SLICE

SUBNET MANAGEMENT AND PROVISIONING USE CASES
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NSMF Yes Yes Yes Yes Yes Yes

NSSMF Yes Yes Yes Yes Yes Yes

SMO OAM Yes Yes Yes No Yes Yes

NFMF Yes Yes Yes No Yes Yes

Near-RT RIC Yes Yes Yes Yes Yes Yes

O-CU-CP Yes Yes Yes Yes Yes Yes

O-CU-UP Yes Yes Yes Yes Yes Yes

O-DU Yes Yes Yes Yes Yes Yes

O-RU Yes Yes Yes Yes Yes Yes

O-Cloud M&O No Yes No Yes No Yes

Non-RT RIC No Yes No Yes No Yes

A. Slice Subnet Management and Provisioning Use Cases
The aspects related to the management and orchestration of

network slicing, including NSI and NSSI, are provided by the
3GPP. The NSI refers to an instance of an E2E network slice,
while the NSSI represents a part of an NSI, such as NSSI for
the RAN domain or NSSI for the CN domain. For a compre-
hensive detailed discussion on the lifecycle management and
provisioning of both the NSI and NSSI, interested readers may
refer to [186]. In the use cases discussed in this subsection, we
outline the most essential procedures for O-RAN Slice Subnet
Management Provisioning, ensuring alignment with the 3GPP
Slice Management framework and requirements [187]. The use
cases further outline the steps involved in the different stages
of the use case. These steps encompass Creation, Activation,
Modification, Deactivation, Termination, Configuration, and
Feasibility Check for O-RAN architecture. The use cases
encompass a diverse array of actors, including O-RAN NFs
and MFs designated as NFMS provider (NFMS P), NSSMS
provider (NSSMS P), NSSMS cunsumer (NSSMS C) at each
stage with their respective roles [52]. Table III presents a
comprehensive list of actors alongside the specific use cases
requiring their involvement.

a) Creation: The objective of this phase is to establish
the O-RAN NSSI (O-NSSI) or initialize the existing one to
meet the RAN slice subnet requirements. This phase begins
when the request for an NSSI is received by the NSSMS P.
It assesses the feasibility of the request by considering the
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received requirements for the network slice subnet. NSSMS P
decides whether an existing O-NSSI can be used, which may
trigger the modification phase, or a new slice subnet will be
created. The VNFs within O-RAN will then be instantiated
by a service request from NSSMS P to O-Cloud management
& orchestration (M&O). The response will then be forwarded
to O-NSSI, which configures its constituents of O-NSSI using
O-RAN NF provisioning service. After that, the NSSMS P
activates TN Manager to establish necessary links such as
A1, E2, as well as FH and MH connectivity. The network
slice subnet requirements are forwarded to the Non-RT RIC,
and NSSMS C will be informed about the resulting status
of this process. This phase reaches its conclusion upon the
establishment of the necessary O-RAN NFs and O-NSSI,
alongside the configuration of the Non-RT RIC [52].

b) Activation: The goal of this phase is to activate the
O-NSSI. This use-case has the pre-condition that an O-NSSI
has already been created but is an inactive status. This means
that several O-RAN NFs may be contained in the O-NSSI
but not yet have been activated. To begin the procedure,
NSSMS C sends a request to NSSMS P to activate the O-
NSSI. The NSSMS P then identifies and decides to activate
the parts that are inactive. For example, consider the elements
listed in Table IV, where all the NFs are inactive since they
are not shared with other O-NSSI, but Near-RT RIC is only
activated for other services. NFMS P makes sure that all the
constituents of NSSI are installed and activated on request
of NSSMS P. When all are activated, NSSMS P receives a
notification from NFMS P and notifies NSSMS C about the
activation of the O-NSSI. It also changes the administrative
state of the O-NSSI to unlocked. This process ends after the
activation of O-NSSI or if one of the steps fails [52], [186].

c) Modification: The objective of this use case is to
ensure compliance with O-RAN slice subnet requirements by
refining the existing O-NSSI. The only prerequisite of this
phase is that the VNF packages for virtualized O-RAN NFs,
slated for incorporation into the O-NSSI, have been previously
incorporated [52]. The process initiates upon receiving a
request to modify an existing O-NSSI along with new require-
ments by the NSSMS P. Subsequently, feasibility is assessed,
leading to two potential outcomes. Should the requirements
prove unattainable, the NSSMS P informs the NSSMS C of
the status along with O-NSSI details. Conversely, the provided
information is segmented into modification requests for each
constituent of the O-NSSI. If there are additional O-NSSIs
managed by other NSSMS Ps, their respective NSSMS Ps
are notified of the modification via the primary NSSMS P,
thereby activating their O-NSSIs. Additionally, the NSSMS P
can sequentially initiate various required aspects as below:

• A service modification request to O-Cloud M&O, if the
O-NSSI contains virtualized parts.

• NF provisioning service to reconfigure the O-NSSI con-
stituents, if the O-NSSI contains NF instances.

• O-RAN TN Manager coordination, if the NSSI contains
TN part to establish or modify necessary links and
interfaces, such as A1, E2, FH, and MH.

Upon completion of the aforementioned steps, the Non-RT
RIC is informed of the revised network slice subnet require-

ments and O-NSSI details by the NSSMS P. Subsequently,
akin to instances where initial requirements cannot be fulfilled,
it notifies the NSSMS C regarding the process status, along
with pertinent O-NSSI information. This phase culminates
with adjustments made to the O-RAN O-NSSI and associated
O-RAN NFs, alongside the configuration of the Non-RT RIC
with the updated slice requirements and O-NSSI specifics.

TABLE IV
THE O-RAN NFS, ALONG WITH THEIR CURRENT STATE, ARE REQUIRED

TO SATISFY THE PREREQUISITES FOR ACTIVATION

NF Installed Activated

Near-RT RIC Yes Yes

O-CU-CP Yes No

O-CU-UP Yes No

O-DU Yes No

O-RU Yes (as PNF) No

d) Deactivation: This scenario involves deactivating a
currently active O-NSSI. When NSSMS C decides to de-
activate the O-NSSI, it sends a deactivation request to the
NSSMS P, initiating the process. Subsequently, the NSSMS P
identifies the active components of the NSSI and proceeds to
deactivate those components that are not shared. Below are
examples of active, non-shared O-RAN NFs:

• The O-CU-CP NF constituent: To terminate the connec-
tion with the Near-RT RIC, the E2 interface connection
will be deactivated. The E1 interface connection between
the O-CU-CP and the O-CU-UP will be released.

• The O-CU-UP NF constituent: The E2 interface connec-
tion with the Near-RT RIC is scheduled for termination.

• The O-DU NF constituent: The process of terminating the
F1 interface connection with O-CU and the E2 interface
connection with Near-RT RIC has commenced.

• The O-RU constituent: The M-Plane interface connection
with O-DU is initialized for the termination.

Once the NSSMS P identifies the mentioned components,
it requests the NFMS P to deactivate them. The NFMS P
proceeds to set the administrativeState of each item to locked,
thereby deactivating them accordingly. Upon deactivation of
all active, non-shared NSSI constituents, the NSSMS P is
notified. To conclude the process, the NSSMS P sets the
administrativeState of the O-NSSI to locked. The process
concludes with the deactivation of the O-NSSI.

e) Termination: This use case involves ending or dis-
sociating an existing but inactive O-NSSI when it is no
longer required. Upon receiving the termination request, the
NSSMS P has two options: Firstly, if the O-NSSI is shared,
it will be dissociated via the modification use-case described
earlier. Secondly, if the O-NSSI is non-shared, it will be
terminated. If there are constituent NSSIs within the O-NSSI
that are not directly managed by the NSSMS P, it sends a
request to other respective NSSMS Ps, indicating that they are
no longer needed. The NSSMS P also requests termination
from the O-Cloud M&O for the non-shared virtual O-RAN
NFs that are no longer required. Additionally, it initiates the
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coordination procedure with the TN manager and informs the
Non-RT RIC about the termination of the O-NSSI. Finally,
the NSSMS P notifies the NSSMS C of the resulting status,
successfully concluding the termination process.

f) Configuration: This use case involves configuring or
re-configuring an existing O-NSSI. The configuration of the
O-NSSI and its constituents is initiated by the NSSMS C by
triggering the configuration process. Subsequently, the slice
subnet configuration/re-configuration information is sent to the
NSSMS P, which breaks down the reconfiguration data. Each
constituent undergoes configuration management preparation,
and if managed by the NSSMS P directly, it is config-
ured accordingly. If the constituents are managed by other
NSSMS Ps, they get activated. Configuration requests are also
sent through the NFMS Ps for O-NSSI with constituent O-
RAN NFs. The NSSMS P then sends the outcome, which is
based on the results received from configuration management,
to the NSSMS C, which may receive additional results from
other configuration management service providers.

g) Feasibility Check: This use case assesses the pos-
sibility of provisioning an O-NSSI and confirms whether
its requirements are attainable. The precondition is that the
NSSMS C has acquired or received the necessary require-
ments for the network slice subnet. To commence the process,
if an O-NSSI meets the network slice subnet requirements, a
request must be sent to the NSSMS P from the NSSMS C.
The NSSMS P then identifies the involved constituents and
can seek information from the SMO and the Non-RT RIC
regarding the fulfillment of requirements. Subsequently, it
checks the availability of network constituents by submitting
reservation requests to the O-Cloud M&O. The NSSMS P
may also request the TN Manager gather information regard-
ing the feasibility of the TN links. The results, including
information about reserved resources, are then provided to the
NSSMS C and hence conclude the process.

B. RAN Slice SLA Assurance

The 3GPP standards have laid the groundwork for a highly
adaptable 5G infrastructure, facilitating the establishment and
management of bespoke networks tailored to meet specific
service demands across a wide spectrum of applications,
services, and business verticals. These requirements, metic-
ulously outlined through standardization endeavors, encom-
pass critical performance metrics such as throughput, energy
efficiency, latency, and reliability [118]. Network slicing, an
all-encompassing feature that extends across the CN, TN,
and RAN, must consistently uphold these stringent criteria
throughout the entire lifecycle of a network slice, with a
particular emphasis placed on the RAN architecture [160].

However, the dynamic nature of the RAN architecture poses
a considerable challenge in maintaining consistent service
quality for each RAN slice within the complex multi-vendor
O-RAN environment [36], [129]. Addressing this challenge
necessitates further in-depth investigation and rigorous stan-
dardization efforts to establish the requisite mechanisms and
parameters for the RAN slice SLA assurance [115]. The SLA
is a contract between the network service provider and the

customer, defining responsibilities and performance standards
and setting clear service expectations [188].

Leveraging the open interfaces of O-RAN and cutting-
edge AI/ML-assisted architecture offers promising avenues for
implementing these mechanisms, paving the way for network
operators to capitalize on the myriad opportunities presented
by network slicing [187]. This groundbreaking innovation has
the potential to fundamentally reshape how network operators
conduct their business operations and introduce revolutionary
new business models [160]. For instance, the O-RAN archi-
tecture and interfaces empower network operators to optimize
spectrum resource utilization by dynamically allocating spec-
trum resources across slices in response to evolving usage
patterns, thereby maximizing spectrum resource efficiency.
The various stages of the use case are delineated as follows:

a) Creation and Deployment of RAN slice SLA Assurance
Models and Control Apps: In this phase, the training and
deployment of the model begin with the activation of an O-
RAN slice. A prerequisite is that the connection between the
Near-RT RIC and the Non-RT RIC must be established via
the A1 interface, while the O1 interface is configured between
the SMO and the Near-RT RIC. This phase involves multiple
steps executed by the Non-RT RIC. Initially, it retrieves a RAN
slice SLA from the SMO Framework, specifically the NSSMF,
and then proceeds to collect performance measurements and
enrichment information from external applications via the
O1 interface. Following this, the Non-RT RIC performs a
thorough analysis of the accumulated PMs and/or enrichment
information through extended periods of monitoring, which
significantly contributes to the model training process [160].

The Non-RT RIC takes charge of model training and
procures RAN slice SLA assurance models. There exist two
options for model training: either utilizing an AI/ML model or
employing a control app. Should an AI/ML model be selected,
it can be deployed internally for slow loop optimization or
conveyed to the Near-RT RIC via the O2 interface for fast
loop optimization. Conversely, if a control app is opted for,
it can be deployed by the SMO to the Non-RT RIC for slow
loop optimization or transferred to the Near-RT RIC for fast
loop optimization. Finally, the updates to the model or control
apps are implemented upon the Non-RT RIC receiving updates
internally or from the Near-RT RIC via the A1 interface. This
process culminates upon the deactivation of the RAN slice.

b) Slow Loop RAN Slice SLA optimization: The grand
objective of this phase is to achieve slow loop RAN slice SLA
optimization. The preconditions for this phase mirror those of
the Creation and Deployment phases, with the added condition
that the RAN slice SLA assurance model or control apps have
already been deployed.

In this phase, the Non-RT RIC is presented with two
options for slow loop optimization. It may opt to adjust
the RAN configuration in accordance with long-term trends,
utilizing data collected via the O1 interface. Alternatively, it
may choose to develop A1 policies tailored to the specific
requirements of the RAN slice SLA, incorporating inputs such
as A1 feedback, O1 long-term trends, and operator-defined
RAN intents.

In the next step of this phase, the SMO Framework updates
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the slice configuration of the Near-RT RIC or the RAN nodes
based on the instructions received from the AI/ML model
or control app. Following this update, there are two possible
outcomes: either the Near-RT RIC and the RAN nodes proceed
to implement and execute the updated slice configuration, or
the Near-RT RIC receives the updated A1 policies, enabling
it to take control of the RAN nodes and provide feedback via
the A1 interface to the Non-RT RIC.

c) Fast Loop RAN Slice SLA optimization: In this phase,
similar preconditions to those of the slow loop RAN slice
SLA optimization are applicable. The Non-RT RIC evaluates
the necessity of formulating a policy to ensure slice SLA
assurance for the Near-RT RIC slice. This evaluation is based
on the RAN slice SLA requirements and/or operator-defined
RAN intents. It also considers feedback from the Near-RT RIC
via the A1 interface or long-term trends observed through the
O1 interface, as well as enrichment information from external
application servers.

Afterwards, the Near-RT RIC is furnished with slice-specific
O1 configurations from the SMO Framework and A1 policies
from the Non-RT RIC. It proceeds to collect PMs information
via the E2 interface. These gathered PMs, combined with the
A1 policies from the Non-RT RIC, undergo analysis by either
the AI/ML model or the control app to direct the RAN nodes
towards meeting the slice SLA. This sequence concludes upon
the deactivation of the RAN slice subnet.

C. Multi-vendor Slices
This use case involves orchestrating multiple network slices,

each incorporating the RAN components sourced from diverse
vendors. For instance, network slice 1 utilizes O-DU and O-
CU from vendor A, while network slice 2 employs components
from vendor B, with O-RU from vendor C being shared
between both slices [189]. This allows for the utilization
of different slices tailored to distinct application scenarios,
as each component offers unique specifications. While the
implementation of this use case can vary, they all involve the
utilization of a single O-RU, which may be connected to one
or more O-DUs. To support multiple slices, the schedulers of
the virtualized O-DU (vO-DU) and virtualize O-CU (vO-CU)
must manage each NSI individually [129].

The vendor supplying vO-DU and vO-CU functionalities
must possess a robust customized scheduler tailored for spe-
cific services. Moreover, effective coordination between the
vO-DU and vO-CU is essential to allocating radio resources
seamlessly in multi-vendor slices, ensuring conflict-free op-
eration. The necessary coordination can be assessed based
on service objectives and their implications for the O-RAN
architecture [118]. For instance, the following three potential
coordination strategies could be explored:

Case 1: The resource allocation between the vO-DU and
vO-CU is provisioned with loose coordination through the
O1/A1/E2 interface; each pair of the vO-DU and vO-CU
is responsible for allocating radio resources to individual
customers within the radio resources allocated by the Near-
RT RIC and/or the Non-RT RIC.

Case 2: A moderate coordination where the resource allo-
cation can be negotiated among slices or the vO-DU/vO-CUs

via the X2 and F1 interfaces, following provisioning through
the O1/E2/A1 interface. The negotiation period is extended to
several seconds, influenced by the periodic exchange of the
X2 and F1 messages between the vO-CUs.

Case 3: A tight coordination through a new interface
between the vO-DUs for adaptive resource allocation, which
needs a more frequent negotiation.

The utilization of multi-vendor slices is applicable in sce-
narios involving RAN sharing. In such cases, two operators,
labeled A and B, possess their respective vO-DU and vO-CU
components from distinct vendors while jointly utilizing the
O-RU component. However, the scenario involving the use of
O-DU and O-CU components from different vendors within a
single slice requires further examination [189].

Adopting a multi-vendor approach cultivates a resilient and
adaptable network ecosystem, benefiting operators and end-
users alike. Upon the successful implementation of multi-
vendor scenarios, the anticipated benefits include:

a) Flexibility and time-to-market deployment: Numerous
vendors offer virtualized RAN components like the vO-DU,
vO-CU, and schedulers for different network slices. Network
operators can thus select the most suitable components for
each network slice, whether they prioritize high data rates or
low latencies. This flexibility also enables network operators
to introduce new services effortlessly, with the option to
implement additional functions from different vendors without
changing their existing setups and configurations [40].

b) Flexible deployment for RAN equipment sharing: In
scenarios where multiple vendors aim to share RAN equip-
ment and resources, challenges may arise concerning vendor
selection and the placement of RAN functions. However, by
addressing these challenges through collaborative use-cases,
network operators can reach agreements on shared RAN
equipment and resources, thereby optimizing capital expendi-
ture (CAPEX) and OPEX [190] and potentially opening doors
to further business investment opportunities.

c) Supply chain risks reduction: In scenarios where a
vendor discontinues support for certain vO-DU and vO-CU
functions due to business circumstances, network operators
retain the ability to implement substitute vO-DU and vO-
CU functions from different vendors within a multi-vendor
framework. This proactive approach serves to alleviate poten-
tial risks to network operators’ ongoing business operations,
bolstering their resilience amidst market dynamics [189].

D. NSSI Resource Allocation Optimization
The increasing complexity of 5G networks, marked by

the proliferation of millimeter-wave small cells and diverse
services like eMBB, URLLC, and mMTC, poses challenges
in dynamically and efficiently allocating resources among
network nodes [12]. These services, realized as NSIs, exhibit
varying characteristics such as high-speed data, ultra-low
latency, and sporadic traffic patterns influenced by factors such
as time, location, UE distribution, and application types.

To tackle the aforementioned challenges, the optimization
of resources allocated to NSSI is crucial. Various scenarios,
such as internet of things (IoT) applications running during
off-peak hours or weekends and large events causing a surge
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in data flow, are considered. The data collected from the
O-RAN nodes serves as input to train an AI/ML model
embedded within the NSSI, enabling proactive determination
of traffic demand patterns for different times and locations
across network slices. This approach facilitates the automatic
reallocation of resources ahead of network issues, optimizing
resource utilization, and ensuring flexibility in responding to
diverse service requirements [129].

Implementing resource quota policies within RAN NFs,
notably E2 nodes within their respective NSSIs, facilitates
efficient management of resource allocation across diverse
slices [118]. This flexibility enables the prioritization of re-
source distribution based on service importance, fostering
effective resource sharing during periods of both abundance
and scarcity. Premium service slices within an NSSI may
receive a more substantial allocation of resources compared to
standard or best-effort service slices, while emergency services
also benefit from additional resource allocation during critical
situations [68]. Acting as constraints for resource allocation,
these policies aim to optimize resource utilization across slices.
They are adaptable and can be tailored to specific require-
ments, such as analyzing past resource allocation failures
evident in RAN node measurements. This ensures optimal
utilization, mitigates historical trends, and minimizes resource
inefficiencies.

The O-RAN entities involved in this use case are the SMO
Framework, the Non-RT RIC, and the O-RAN nodes. The
SMO Framework establishes the default NSSI resource quota
policy, which acts as a parameter for optimizing resource
allocation. Meanwhile, the Non-RT RIC gathers performance
metrics from the O-RAN nodes, employs the AI/ML models to
analyze historical data, predicts traffic demand patterns, and
determines appropriate resource adjustments for each NSSI
[52], [118]. Subsequently, the Non-RT RIC optimizes the
NSSI resource allocation by adjusting attributes and updating
cloud resources through the O1 and O2 interfaces, respectively.
The O-RAN nodes facilitate performance data collection and
configuration updates regarding the NSSI resource allocation
via the O1 interface. They also facilities management data
collection.

The process of the NSSI Resource Allocation Optimization
on the Non-RT RIC may encompass the following steps:

a) Monitoring: The Non-RT RIC monitors the RAN
to collect data through the O1 interface and gathers RAN
performance measurements from the RAN nodes.

b) Analysis & decision: The Non-RT RIC leverages
an appropriate AI/ML model to analyze measured data and
forecast future traffic demand for each NSSI within a specified
time interval and geographical location. Based on this analysis,
it determines the necessary actions to adjust resources such as
the VNF resources and slice subnet attributes for the RAN
NFs specifically the E2 Nodes within their respective NSSI at
the designated time and location.

c) Execution: The Non-RT RIC executes operations
through two sequential steps guided by model inference.
Firstly, it adjusts slice subnet attributes via the OAM functions
in SMO Framework, utilizing O1 interface to configure the E2
nodes. Secondly, it initiates a request to the O-Cloud M&O for

updating the O-Cloud resources via the O2 interface. The co-
ordination of these steps is managed by the SMO Framework
following recommendations from the Non-RT RIC.

VII. CONCLUDING REMARKS AND FUTURE OUTLOOK

In conclusion, the exploration of O-RAN architecture illu-
minates its transformative potential in the context of wireless
network infrastructure. As the telecommunications landscape
evolves to meet the demands of 5G, 6G, and beyond wireless
systems, O-RAN emerges as a promising paradigm shift,
offering flexibility, interoperability, and cost-efficiency in net-
work deployment and management. Through our analysis in
this survey paper, it becomes evident that O-RAN’s disag-
gregated approach to network elements, enabled by open
interfaces, automation, intelligence, and software-defined net-
working principles, fosters innovation and competition among
vendors while reducing vendor lock-in. This not only spurs
the development of diverse and specialized network functions
but also empowers operators to tailor their networks to specific
use cases and environments with greater agility and granularity
through the deployment of network slicing at both network and
management domains. In essence, while the journey towards
realizing the full potential of network slicing in O-RAN may
be fraught with challenges, the destination promises a network
landscape that is more open, agile, and responsive to the
evolving needs of wireless communication in the next decade.

To explore the topic of network slicing within the O-RAN
architecture in a detailed manner, we presented its several
aspects in this paper, including the architectural framework,
network slice deployment options, management and orchestra-
tion procedures, and underlying infrastructure, among many
others. We began by exploring the ongoing standardization
activities within various SDOs and the efforts of the OSC
with respect to the realization of O-RAN. Then, we discussed
the O-RAN architecture with a special emphasis on network
slicing, covering its SMO Framework, O-gNB functionalities,
and underlying infrastructure. Next, we studied a number of
deployment options for NFs and network slices within O-
RAN, as well as several deployment options for the MFs
and management systems within the SMO Framework. We
then surveyed network slicing associated with the underlying
infrastructure within the O-RAN architecture, covering slicing
in the cellular network sites, O-Cloud sites, and transport
networks. Finally, we addressed several use cases related to
the deployment of O-RAN slicing.

Looking ahead, future research endeavors could extend the
current work by exploring the potential of xApps and rApps
within the O-RAN framework, delving into their capabilities
for enhancing network intelligence, service orchestration, and
resource optimization. The envisioned xApps and rApps may
employ advanced ML algorithms to dynamically allocate
resources, predict traffic patterns, and optimize performance
for each network slice. Additionally, integrating AI and ML
models into various optimization functions within O-RAN
networks presents a promising avenue for improving network
efficiency, performance, and user experience. By harnessing
the power of advanced analytics and automation, future re-
search initiatives can further unlock the transformative poten-
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tial of O-RAN, propelling the evolution of telecommunications
infrastructure into a new era of connectivity and innovation.
We hope that the insights, together with the deep dive into
the O-RAN slicing specifications, architecture, and interfaces,
will provide more flexibility for O-RAN slicing deployment
by using AI and ML models and xApps and rApps.

LIST OF ACRONYMS

3GPP 3rd Generation Partnership Project
4G fourth-generation
5G fifth-generation
5GC 5G Core
5QI 5G QoS identifier
6G sixth-generation
AAI active and available inventory
AC attachment circuit
AI artificial intelligence
AMF access and mobility management function
API application programming interface
ARC aerial RAN CoLab
BBU baseband unit
BGP border gateway protocol
BH backhaul
BIOS basic input and output system
BMC baseboard management controller
BPMN business process management notation
BSS business support system
BWP bandwidth partitioning
C-RAN centralized RAN
CAPEX capital expenditure
CCM CIS cluster management
CCSDK common controller software development kit
CD continuous deployment
CDS controller design studio
CI continuous integration
CIR container image registry
CIS container infrastructure service
CISM CIS management
CLAMP closed loop automation management plat-

form
CN core network
CNF containerized network function
COTS commercial off-the-shelf
CP control plane
CPRI common public radio interface
CPS configuration persistence service
CPU central processing unit
CSI communication service instance
CSMF communication service management func-

tion
CST communication service template
CU centralized unit
D-RAN distributed RAN
DARTs disaggregated RAN transport study
DC data center
DCAE data collection, analysis and event

DES data exposure service
DL deep learning
DMaaP data movement as a platform
DMS deployment management service
DSCP differentiated services code point
DU distributed unit
DWDM dense WDM
E2E end-to-end
eCPRI evolved CPRI
EM element management
eMBB enhanced mobile broadband
EN-DC E-UTRA NR dual connectivity
eNB evolved NodeB
ETSI European Telecommunications Standards In-

stitute
EVPN ethernet VPN
FAPI functional API
FB functional block
FCAPS fault, configuration, accounting,

performance, security
FDD frequency division duplexing
FFT fast fourier transform
FG focus group
FH fronthaul
gNB next generation NodeB
GPU graphics processing unit
GTP-U GPRS tunneling protocol user plane
GUI graphical user interface
HLS high layer split
HMTC high-performance machine type communica-

tion
IGP interior gateway protocol
IL infrastructure layer
IMS infrastructure management service
IoT internet of things
IP internet protocol
IPv6 IP version 6
IQ in-phase and quadrature
ISG industry specification group
KPI key performance indicator
KPM key performance measurement
L2 layer 2
L3 layer 3
L3VPN layer 3 VPN
LF linux foundation
LTE long term evolution
M5G MOSAIC 5G
M&O management & orchestration
MAC medium access control
MANO management and orchestration
MD management domain
MF management function
MH midhaul
ML machine learning
mMTC massive machine type communication
MNO mobile network operator
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MnS management service
MP management plane
MP-BGP multi-protocol border gateway protocol
MPLS multi-protocol label switching
MSCS multi-site connectivity service
MVP-C minimum viable plan - committee
NB-IoT narrowband IoT
Near-RT RIC near-real-time RIC
NF network function
nFAPI network FAPI
NFL network function layer
NFMF network function management function
NFMS P NFMS provider
NFV network function virtualization
NFV-MANO network functions virtualization management

and orchestrierung
NFVI NFV infrastructure
NFVO network function virtualization orchestrator
ng-eNB next generation eNB
NG-RAN next-generation RAN
NIC network interface card
Non-RT RIC non-real-time RIC
NR new radio
NSaaS network slice as a service
NSI network slice instances
NSMF network slice management function
NSSAI network slice selection assistance informa-

tion
NSSI network slice subnet instance
NSSMF network slice subnet management function
NSSMS C NSSMS cunsumer
NSSMS P NSSMS provider
NSST network slice subnet template
NST network slice template
O-Cloud O-RAN cloud platform
O-CU O-RAN CU
O-CU-CP O-CU control plane
O-CU-UP O-CU user plane
O-DU O-RAN DU
O-eNB O-RAN eNB
O-FH open fronthaul
O-gNB O-RAN gNodeB
O-NSSI O-RAN NSSI
O-RAN Open RAN
O-RU O-RAN RU
OAI OpenAirInterface
OAM operations and maintenance
ONAP open network automation platform
ONF open networking foundation
OOF ONAP optimization framework
OOM ONAP operations manager
OPEX operational expenditure
OSA OpenAirInterface software alliance
OSC O-RAN software community
OSM open source MANO
OSS operations support system

OTIC open testing and integration center
PDCP packet data convergence protocol
PE provider edge
PG project group
PHY physical layer
PLMN public land mobile network
PM performance metric
PNF physical network function
PoP point-of-presence
PRB physical resource block
QoE quality of experience
QoS quality of service
RAM random access memory
RAN radio access network
rApp Non-RT RIC application
RAT radio access technology
RF radio frequency
RIA radio intelligence automation
RIC RAN intelligent controller
RLC radio link control
RoE radio over ethernet
ROMA OpenRAN orchestration and management

automation
RRC radio resource control
RRH remote radio head
RRM radio resource management
RU radio unit
S-NSSAI single NSSAI
S-RU small cell RU
SBA services based architecture
SCF small cell forum
SD slice differentiator
SD-RAN software-defined RAN
SDAP service data adaptation protocol
SDC service design and creation
SDN software-defined networking
SDN-C SDN controller
SDO standards development organization
SDR software-defined radio
SID segment ID
SL service layer
SLA service level agreement
SLE service level expectation
SMO service management and orchestration
SO service orchestrator
SR segment routing
SRS software radio system
SRv6 SR over IPv6
SST slice/service type
TCO total cost of ownership
TDD time division duplexing
TE traffic engineering
TIP telecom infra project
TN transport network
TNE transport network equipment
TSC technical steering committee
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TSG technical specification group
UE user equipment
UMTS universal mobile telecommunications system
UP user plane
UPF user plane function
URLLC ultra reliable low latency communication
UUI use case user interface
V2X vehicle to everything
VIM virtualized infrastructure manager
VLAN virtual LAN
VNF virtualized network function
VNFM virtual network functions manager
vO-CU virtualize O-CU
vO-DU virtualized O-DU
VPN virtual private network
VPWS virtual private wire service
WDM wavelength division multiplexing
WG working group
WIM WAN infrastructure manager
xApp Near-RT RIC application
ZSM zero touch network and service management
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