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Abstract

Generative modeling via stochastic processes has
led to remarkable empirical results as well as to
recent advances in their theoretical understand-
ing. In principle, both space and time of the
processes can be discrete or continuous. In this
work, we study time-continuous Markov jump
processes on discrete state spaces and investigate
their correspondence to state-continuous diffusion
processes given by SDEs. In particular, we re-
visit the Ehrenfest process, which converges to an
Ornstein-Uhlenbeck process in the infinite state
space limit. Likewise, we can show that the time-
reversal of the Ehrenfest process converges to the
time-reversed Ornstein-Uhlenbeck process. This
observation bridges discrete and continuous state
spaces and allows to carry over methods from one
to the respective other setting. Additionally, we
suggest an algorithm for training the time-reversal
of Markov jump processes which relies on condi-
tional expectations and can thus be directly related
to denoising score matching. We demonstrate our
methods in multiple convincing numerical experi-
ments.

1. Introduction
Generative modeling based on stochastic processes has led
to state-of-the-art performance in multiple tasks of interest,
all aiming to sample artificial data from a distribution that
is only specified by a finite set of training data (Nichol &
Dhariwal, 2021). The general idea is based on the con-
cept of time-reversal: we let the data points diffuse until
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they are close to the equilibrium distribution of the pro-
cess, from which we assume to be able to sample readily,
such that the time-reversal then brings us back to the de-
sired target distribution (Sohl-Dickstein et al., 2015). In
this general setup, one can make several choices and take
different perspectives. While the original attempt consid-
ers discrete-time, continuous-space processes (Ho et al.,
2020), one can show that in the small step-size limit the
models converge to continuous-time, continuous-space pro-
cesses given by stochastic differential equations (SDEs)
(Song et al., 2021). This continuous time framework then
allows fruitful connections to mathematical tools such as
partial differential equations, path space measures and op-
timal control (Berner et al., 2024). As an alternative, one
can consider discrete state spaces in continuous time via
Markov jump processes, which have been suggested for
generative modeling in Campbell et al. (2022). Those are
particularly promising for problems that naturally operate
on discrete data, such as, e.g., text, images, graph structures
or certain biological data, to name just a few. While discrete
in space, an appealing property of those models is that time-
discretization is not necessary – neither during training nor
during inference1.

While the connections between Markov jump processes
and state-continuous diffusion processes have been stud-
ied extensively (see, e.g., Kurtz (1972)), a relationship be-
tween their time-reversals has only been looked at recently,
where an exact correspondence is still elusive (Santos et al.,
2023). In this work, we make this correspondence more pre-
cise, thus bridging the gap between discrete-state generative
modeling with Markov jump processes and the celebrated
continuous-state score-based generative modeling. A key
ingredient will be the so-called Ehrenfest process, which
can be seen as the discrete-state analog of the Ornstein-
Uhlenbeck process, that is usually employed in the contin-
uous setting, as well as a new loss function that directly
translates learning rate functions of a time-reversed Markov
jump process to score functions in the continuous-state ana-

1Note that this is not true for the time- and space-continuous
SDE case, where training can be done simulation-free, however,
inference relies on a discretization of the reverse stochastic process.
However, see Section 4.2 for high-dimensional settings in Markov
jump processes.
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log. Our contributions can be summarized as follows:

• We propose a loss function via conditional expectations
for training state-discrete diffusion models, which ex-
hibits advantages compared to previous loss functions.

• We introduce the Ehrenfest process and derive the jump
moments of its time-reversed version.

• Those jump moments allow an exact correspondence
to score-based generative modeling, such that, for the
first time, the two methods can now be directly linked
to one another.

• In consequence, the bridge between discrete and con-
tinuous state space brings the potential that one setting
can benefit from the respective other.

This paper is organized as follows. After listing related
work in Section 1.1 and defining notation in Section 1.2,
we introduce the time-reversal of Markov jump processes
in Section 2 and propose a loss function for learning this
reversal in Section 2.1. We define the Ehrenfest process in
Section 3 and study its convergence to an SDE in Section 3.1.
In Section 3.2 we then establish the connection between the
time-reversed Ehrenfest process and score-based generative
modeling. Section 4 is devoted to computational aspects
and Section 5 provides some numerical experiments that
demonstrate our theory. Finally, we conclude in Section 6.

1.1. Related work

Starting with a paper by Sohl-Dickstein et al. (2015), a num-
ber of works have contributed to the success of diffusion-
based generative modeling, all in the continuous-state set-
ting, see, e.g., Ho et al. (2020); Song & Ermon (2020);
Kingma et al. (2021); Nichol & Dhariwal (2021); Vahdat
et al. (2021). We shall highlight the work by Song et al.
(2021), which derives an SDE formulation of score-based
generative modeling and thus builds the foundation for fur-
ther theoretical developments (Berner et al., 2024; Richter
& Berner, 2024). We note that the underlying idea of time-
reversing a diffusion process dates back to work by Nelson
(1967); Anderson (1982).

Diffusion models on discrete state spaces have been con-
sidered by Hoogeboom et al. (2021) based on appropriate
binning operations of continuous models. Song et al. (2020)
proposed a method for discrete categorical data, however,
did not perform any experiment. A purely discrete diffusion
model, both in time and space, termed Discrete Denoising
Diffusion Probabilistic Models (D3PMs) has been intro-
duced in Austin et al. (2021). Continuous-time Markov
jump processes on discrete spaces have first been applied
to generative modeling in Campbell et al. (2022), where,
however, different forward processes have been considered,

for which the forward transition probability is approximated
by solving the forward Kolmogorov equation. Sun et al.
(2022) introduced the idea of categorical ratio matching
for continuous-time Markov Chains by learning the condi-
tional distribution occurring in the transition ratios of the
marginals when computing the reverse rates. Recently, in a
similar setting, Santos et al. (2023) introduced a pure death
process as the forward process, for which one can derive an
alternative loss function. Further, they formally investigate
the correspondence between Markov jump processes and
SDEs, however, in contrast to our work, without identify-
ing a direct relationship between the corresponding learned
models.

Finally, we refer to the monographs Gardiner et al. (1985);
Van Kampen (1992); Brémaud (2013) for a general intro-
duction to Markov jump processes.

1.2. Notation

For transition probabilities of a Markov jump process
M we write pt|s(x|y) := P (M(t) = x|M(s) = y) for
s, t ∈ [0, T ] and x, y ∈ Ω. With pt(x) we denote the
(unconditional) probability of the process at time t. We use
pdata := p0. With δx,y we denote the Kronecker delta. For a
function f , we say that f(x) ∈ o(g(x)) if limx→0

f(x)
g(x) = 0.

2. Time-reversed Markov jump processes
We consider Markov jump processes M(t) that run on the
time interval [0, T ] ⊂ R and are allowed to take values in a
discrete set Ω ∼⊂ Zd. Usually, we consider Ω ∼= {0, . . . , S}d
such that the cardinality of our space is |Ω| = (S + 1)d.
Jumps between the discrete states appear randomly, where
the rate of jumping from state y to x at time t is specified
by the function rt(x|y). The jump rates determine the jump
probability in a time increment ∆t via the relation

pt+∆t|t(x|y) = δx,y + rt(x|y)∆t+ o(∆t), (1)

i.e. the higher the rate and the longer the time increment,
the more likely is a transition between two corresponding
states. For a more detailed introduction to Markov jump
processes, we refer to Appendix B.1. In order to simulate
the process backwards in time, we are interested in the rates
of the time-reversed process ⃗M(t), which determine the
backward transition probability via

pt−∆t|t(x|y) = δx,y + ⃗rt(x|y)∆t+ o(∆t). (2)

The following lemma provides a formula for the rates of the
time-reversed process, cf. Campbell et al. (2022).
Lemma 2.1. For two states x, y ∈ Ω, the transition rates
of the time-reversed process ⃗M(t) are given by

⃗rt(y|x) = Ex0∼p0|t(x0|x)

[
pt|0(y|x0)
pt|0(x|x0)

]
rt(x|y), (3)
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where rt is the rate of the forward process M(t).

Proof. See Appendix A.

Remark 2.2 (Conditional expectation). We note that the ex-
pectation appearing in (3) is a conditional expectation, con-
ditioned on the value M(t) = x. This can be compared to
the SDE setting, where the time-reversal via the score func-
tion can also be written as a conditional expectation, namely
∇x log p

SDE
t (x) = Ex0∼pSDE

0|t (x0|x)

[
∇x log p

SDE
t|0 (x|x0)

]
,

see Lemma A.1 in the appendix for more details. We will
elaborate on this correspondence in Section 3.2.

While the forward transition probability pt|0 can usually be
approximated (e.g. by solving the corresponding master
equation, see Appendix B.1), the time-reversed transition
function p0|t is typically not tractable, and we therefore
must resort to a learning task. One idea is to approximate
p0|t ≈ pθ0|t by a distribution parameterized in θ ∈ Rp (e.g.
via neural networks), see, e.g. Campbell et al. (2022) and
Appendix C.2. We suggest an alternative method in the
following.

2.1. Loss functions via conditional expectations

Recalling that any conditional expectation can be written
as an L2 projection (see Lemma A.2 in the appendix), we
define the loss

Ly(φy) = E

[(
φy(x, t)−

pt|0(y|x0)
pt|0(x|x0)

)2
]
, (4)

where the expectation is over x0 ∼ pdata, t ∼ U(0, T ), x ∼
pt|0(x|x0). Assuming a sufficiently rich function class F , it
then holds that the minimizer of the loss equals the condi-
tional expectation in Lemma 2.1 for any y ∈ Ω, i.e.

argmin
φy∈F

Ly(φy) = Ex0∼p0|t(x0|x)

[
pt|0(y|x0)
pt|0(x|x0)

]
. (5)

We can thus directly learn the conditional expectation. In
contrast to approximating the reverse transition probability
p0|t, this has the advantage that we do not need to model a
distribution, but a function, which is less challenging from
a numerical perspective. Furthermore, we will see that the
conditional expectation can be directly linked to the score
function in the SDE setting, such that our approximating
functions φy can be directly linked to the approximated
score. We note that the loss has already been derived in a
more general version in Meng et al. (2022) and applied to
the setting of Markov jump processes in Lou et al. (2023),
however, following a different derivation. A potential dis-
advantage of the loss (4), on the other hand, is that we may
need to approximate different functions φy for different
y ∈ Ω. This, however, can be coped with in two ways. On

the one hand, we may focus on birth-death processes, for
which r(y|x) is non-zero only for y = x± 1, such that we
only need to learn 2 instead of S − 1 functions φy. In the
next section we will argue that birth-death process are in
fact favorable for multiple reasons. On the one hand, we
can do a Taylor expansion such that for certain processes
it suffices to only consider one approximating function, as
will be shown in Remark 3.3.

3. The Ehrenfest process
In principle, we are free to choose any forward processM(t)
for which we can compute the forward transition probabili-
ties pt|0 and which is close to its stationary distribution after
a not too long run time T . In the sequel, we argue that the
Ehrenfest process is particularly suitable – both from a theo-
retical and practical perspective. For notational convenience,
we make the argument in dimension d = 1, noting, however,
that a multidimensional extension is straightforward. For
computational aspects in high-dimensional spaces we refer
to Section 4.1.

We define the Ehrenfest process2 as

ES(t) :=

S∑
i=1

Zi(t), (6)

where each Zi is a process on the state space Ω = {0, 1}
with transition rates r(0|1) = r(1|0) = 1

2 (sometimes called
telegraph or Kac process). We note that the Ehrenfest pro-
cess is a birth-death process with values in {0, . . . , S} and
transition rates

r(x+ 1|x) = 1

2
(S − x), r(x− 1|x) = x

2
. (7)

We observe that we can readily transform the time-
independent rates in (7) to time-dependent rates

rt(x± 1|x) := λt r(x± 1|x) (8)

via a time transformation, where λ : [0, T ] → R, see Ap-
pendix B.2. Without loss of generality, we will focus on the
time-independent rates (7) in the sequel.

One compelling property of the Ehrenfest process is that we
can sample without needing to simulate trajectories.

Lemma 3.1. Assuming ES(0) = x0, the Ehrenfest process
can be written as

ES(t) = E0,S(t) + E1,S(t), (9)

2The Ehrenfest process was introduced by the Russian-Dutch
and German physicists Tatiana and Paul Ehrenfest to explain
the second law of thermodynamics, see Ehrenfest & Ehrenfest-
Afanassjewa (1907).
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where E0,S(t) ∼ B(S − x0, 1 − f(t)) and E1,S(t) ∼
B(x0, f(t)) are independent binomial random variables
and f(t) := 1

2 (1 + e−t). Consequently, the forward transi-
tion probability is given by the discrete convolution

pt|0(x|x0) =
∑
z∈Ω

P (E0,S(t) = z)P (E1,S(t) = x− z) .

(10)

Proof. See Appendix A.

We note that the sum in (10) can usually be numerically
evaluated without great effort.

3.1. Convergence properties in the infinite state space
limit

It is known that certain (appropriately scaled) Markov jump
processes converge to state-continuous diffusion processes
when the state space size S + 1 tends to infinity (see, e.g.,
Kurtz (1972); Gardiner et al. (1985)). For the Ehrenfest
process, this convergence can be studied quite rigorously.
To this end, let us introduce the scaled Ehrenfest process

ẼS(t) :=
2√
S

(
ES(t)−

S

2

)
(11)

with transition rates

r

(
x± 2√

S

∣∣∣∣x) =

√
S

4
(
√
S ∓ x), (12)

now having values in Ω =
{
−
√
S,−
√
S + 2√

S
, . . . ,

√
S
}

.
We are interested in the large state space limit S → ∞,
noting that this implies 2√

S
→ 0 for the transition steps, thus

leading to a refinement of the state space. The following
convergence result is shown in Sumita et al. (2004, Theorem
4.1).

Proposition 3.2 (State space limit of Ehrenfest process).
In the limit S → ∞, the scaled Ehrenfest process ẼS(t)
converges in law to the Ornstein-Uhlenbeck process Xt for
any t ∈ [0, T ], where Xt is defined via the SDE

dXt = −Xt dt+
√
2 dWt, (13)

with Wt being standard Brownian motion.

For an illustration of the convergence we refer to Figure 1.

Note that the convergence of the scaled Ehrenfest process
to the Ornstein-Uhlenbeck process implies

pt|0(x|x0) ≈ pOU
t|0 (x|x0) := N (x;µt(x0), σ

2
t ) (14)

with µt(x0) = x0e
−t and σ2

t = (1−e−2t). For the quantity
in the conditional expectation (3) we can thus compute

pt|0

(
x± δ

∣∣∣x0)
pt|0(x|x0)

≈ exp

(
∓2(x− µt(x0))δ − δ2

2σ2
t

)
(15a)

≈ exp

(
− δ2

2σ2
t

)(
1∓ (x− µt(x0))δ

σ2
+

((x− µt(x0))δ)
2

2σ4

)
,

(15b)

where we used the shorthand δ := 2√
S

.
Remark 3.3 (Learning of conditional expectation). Note that
the approximation (15b) allows us to define the loss

LGauß(φ) :=

E

[(
φ(x, t)− exp

(
∓2(x− µt(x0))δ − δ2

2σ2
t

))2
]
.

(16)

Further, we can write

Ex0

pt|0
(
x± δ

∣∣∣x0)
pt|0(x|x0)

 ≈ exp

(
− δ2

2σ2
t

)
1∓ (x−Ex0 [µt(x0)])δ

σ2
+
Ex0

[
((x− µt(x0))δ)

2
]

2σ4

 ,

(17)

where x0 ∼ p0|t(x0|x). In consequence, this allows us to
consider the loss functions

LTaylor(φ1) := E

[
(φ1(x, t)− µt(x0))

2
]
, (18)

and

LTaylor,2(φ2) := E

[(
φ2(x, t)− ((x− µt(x0))δ)

2
)2]

,

(19)
where the expectations are over x0 ∼ pdata, t ∼
U(0, T ), x ∼ pt|0(x|x0). We can also only consider the
first order term in the Taylor expansion (15b), such that we
then only have to approximate one instead of two functions.

Since the scaled forward Ehrenfest process converges to
the Ornstein-Uhlenbeck process, we can expect the time-
reversed scaled Ehrenfest process to converge to the time-
reversal of the Ornstein-Uhlenbeck process. We shall study
this conjecture in more detail in the sequel.

3.2. Connections between time-reversal of Markov jump
processes and score-based generative modeling

Inspecting Lemma 2.1, which specifies the rate function
of a backward Markov jump process, we realize that the

4
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time-reversal essentially depends on two things, namely the
forward rate function with switched arguments as well as
the conditional expectation of the ratio between two forward
transition probabilities. To gain some intuition, let us first
assume that the state space size S + 1 is large enough and
that the transition density pt|0 can be extended to R (which
we call pt|0) such that it can be approximated via a Taylor
expansion. We can then assume that

r

(
x± 2√

S

∣∣∣∣x) ≈ r(x∣∣∣∣x∓ 2√
S

)
(20)

as well as

pt|0

(
x± 2√

S

∣∣∣x0)
pt|0(x|x0)

≈
pt|0(x|x0)± 2√

S
∇pt|0(x|x0)

pt|0(x|x0)
(21a)

= 1± 2√
S
∇ log pt|0(x|x0), (21b)

where the conditional expectation of ∇ log pt|0(x|x0) is
reminiscent of the score function in SDE-based diffusion
models (cf. Lemma A.1 in the appendix). This already hints
at a close connection between the time-reversal of Markov
jump processes and score-based generative modeling. Fur-
ther, note that (21a) corresponds to (15b) for large enough
S and pt|0 ≈ pOU

t|0 .

We shall make the above observation more precise in the
following. To this end, let us study the first and second jump
moments of the Markov jump process, given as

b(x) =
∑

y∈Ω,y ̸=x

(y − x)r(y|x), (22)

D(x) =
∑

y∈Ω,y ̸=x

(y − x)2r(y|x), (23)

see Appendix B.3. For the scaled Ehrenfest process (11) we
can readily compute

b(x) = −x, D(x) = 2, (24)

which align with the drift and diffusion coefficient (which
is the square root of D) of the Ornstein-Uhlebeck process
in Proposition 3.2. In particular, we can show the following
relation between the jump moments of the forward and the
backward Ehrenfest processes, respectively.

Proposition 3.4. Let b and D be the first and second jump
moments of the scaled Ehrenfest process ẼS . The first and
second jump moments of the time-reversed scaled Ehrenfest

⃗
ẼS are then given by

⃗b(x, t) = −b(x) +D(x)Ex0∼p0|t(x0|x)

[
∆Spt|0(x|x0)
pt|0(x|x0)

]
+ o(S−1/2),

(25)
⃗D(x) = D(x) + o(S−1/2), (26)

where

∆Spt|0(x|x0) :=
pt|0(x+ 2√

S
|x0)− pt|0(x|x0)

2√
S

(27)

is a one step difference and pt|0 and p0|t are the forward
and reverse transition probabilities of the scaled Ehrenfest
process.

Proof. See Appendix A.

Remark 3.5 (Convergence of the time-reversed Ehrenfest
process). We note that Proposition 3.4 implies that the time-
reversed Ehrenfest process in expected to converge in law
to the time-reversed Ornstein-Uhlenbeck process. This can
be seen as follows. For S → ∞, we know via Proposi-
tion 3.2 that the forward Ehrenfest process converges to
the Ornstein-Uhlenbeck process, i.e. pt|0 converges to pOU

t|0 ,
where pOU

t|0 (x|x0) is the transition density of the Ornstein-
Uhlenbeck process (13) starting at X0 = x0. Together
with the fact that the finite difference approximation op-
erator ∆S converges to the first derivative, this implies
that Ex0∼p0|t(x0|x)

[
∆Spt|0(x|x0)

pt|0(x|x0)

]
is expected to converge

to Ex0∼pOU
0|t (x0|x)

[
∇ log pOU

t|0 (x|x0)
]
. Now, Lemma A.1

in the appendix shows that this conditional expectation
is the score function of the Ornstein-Uhlenbeck process,
i.e. ∇ log pOU

t (x) = Ex0∼pOU
0|t (x0|x)

[
∇ log pOU

t|0 (x|x0)
]
.

Finally, we note that the first and second jump moments
converge to the drift and the square of the diffusion coef-
ficient of the limiting SDE, respectively (Gardiner et al.,
1985). Therefore, the scaled time-reversed Ehrenfest pro-

cess ⃗
ẼS(t) is expected to converge in law to the process Yt

given by

dYt =
(
Yt + 2∇ log pOU

T−t(Yt)
)
dt+

√
2 dWt, (28)

which is the time-reversal of the Ornstein-Uhlenbeck pro-
cess stated in (13). Note that we write (28) as a forward
process from t = 0 to t = T , where Wt is a forward
Brownian motion, which induces the time-transformation
t 7→ T − t in the score function.
Remark 3.6 (Generalizations). Following the proof of Propo-
sition 3.4, we expect that the formulas for the first two jump
moments of the time-reversed Markov jump process, stated

5
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in (25) and (26), are valid for any (appropriately scaled)
birth-death process whose transition rates fulfill

1

S
(r(x± δ|x)− r(x|x∓ δ)) = o(S−1), (29)

where δ is a jump step size that decreases with the state
space size S + 1.

Crucially, Remark 3.5 shows that we can directly link ap-
proximations in the (scaled) state-discrete setting to standard
state-continuous score-based generative modeling via

Ex0∼p0|t(x0|x)

[
pt|0(x± 2√

S
|x0)

pt|0(x|x0)

]
≈ 1± 2√

S
∇ log pOU

t (x),

(30)

see also the proof of Proposition 3.4 in Appendix A. In
particular, this allows for transfer learning between the two
cases. E.g., we can train a discrete model and use the ap-
proximation of the conditional expectation (up to scaling) as
the score function in a continuous model. Likewise, we can
train a continuous model and approximate the conditional
expectation by the score. We have illustrated the latter ap-
proach in Figure 1, where we have used the (analytically
available) score function that transports a standard Gaus-
sian to a multimodal Gaussian mixture in a discrete-state
Ehrenfest process that starts at a binomial distribution which
is designed in such a way that it converges to the standard
Gaussian for S →∞.

Similar to (4), the correspondence (30) motivates to train a
state-discrete scaled Ehrenfest model with the loss defined
by

LOU(φ̃) := E

[(
φ̃(x, t)−∇ log pOU

t|0 (x|x0)
)2]

(31a)

= E

[(
φ̃(x, t) +

(x− µt(x0))

σ2
t

)2
]
, (31b)

where the expectation is over x0 ∼ pdata, t ∼ U(0, T ), x ∼
pt|0(x|x0) and where µt(x0) = x0e

−t and σ2
t = (1−e−2t),

as before. In fact, this loss is completely analog to the
denoising score matching loss in the state-continuous setting.
We later set φ = 1± 2√

S
φ̃∗, where φ̃∗ is the minimizer of

(31), to get the approximated conditional expectation.
Remark 3.7 (Ehrenfest process as discrete-state DDPM).
To make the above considerations more precise, note that
we can directly link the discrete-space Ehrenfest process
to pretrained score models in continuous space, such as,
e.g., the celebrated denoising diffusion probabilistic models
(DDPM) (Ho et al., 2020). Those models usually transport
a standard Gaussian to the target density that is supported
on [−1, 1]d. In order to cope with the fact that the scaled
Ehrenfest process terminates (approximately) at a standard
Gaussian irrespective of the size S + 1, we typically choose
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Figure 1. We display two time-reversed processes from t = 2 to
t = 0 that transport a standard Gaussian (left panels, in green) to
a multimodal Gaussian mixture model (left panels, in orange), or
a binomial distribution to a binomial mixture, respectively, once
using a diffusion process in continuous space (upper panel) and
once a time-reversed (scaled) Ehrenfest process in discrete space
with S = 100 (lower panel). Crucially, in both cases we use
the (state-continuous) score function to employ the time-reversal,
which for this problem is known analytically, see Appendix D.1.
The plots demonstrate that the distributions of the processes seem
indeed very close one another, implying that the approximation
(30) is quite accurate even for a moderate state space size S + 1.

S = 2552 such that the interval [−1, 1] contains 256 states
that correspond to the RGB color values of images, recalling
that the increments between the states are 2√

S
. Further,

noting the actual Ornstein-Uhlenbeck process that DDPM is
trained on, we employ the time scaling λt = 1

2β(t), where
β and further details are stated in Appendix D.2, and choose
the (time-dependent) rates

rt

(
x± 2√

S

∣∣∣∣x) = β(t)

√
S

8
(
√
S ∓ x), (32)

according to (8) and (12).

4. Computational aspects
In this section, we comment on computational aspects that
are necessary for the training and simulation of the time-
reversal of our (scaled) Ehrenfest process. For convenience,
we refer to Algorithm 1 and Algorithm 2 in Appendix C.1
for the corresponding training and sampling algorithms,
respectively.

4.1. Modeling of dimensions

In order to make computations feasible in high-dimensional
spaces Ωd, we typically factorize the forward process, such
that each dimension propagates independently, cf. Camp-
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bell et al. (2022). Note that this is analog to the Ornstein-
Uhlenbeck process in score-based generative modeling, in
which the dimensions also do not interact, see, e.g., (13).

We thus consider

pt|0(x|y) =
d∏

i=1

p
(i)
t|0(x

(i)|y(i)), (33)

where p(i)t|0 is the transition probability for dimension i ∈
{1, . . . , d} and x(i) is the i-th component of x ∈ Ωd.

In Campbell et al. (2022) it is shown that the forward and
backward rates then translate to

rt(x|y) =
d∑

i=1

r
(i)
t (x(i)|y(i))Γx¬i,y¬i , (34)

where Γx¬i,y¬i is one if all dimensions except the i-th di-
mension agree, and

⃗rt(x|y) =
d∑

i=1

E

[
pt|0(y

(i)|x(i)0 )

pt|0(x(i)|x
(i)
0 )

]
r
(i)
t (x(i)|y(i))Γx¬i,y¬i ,

(35)
where the expectation is over x(i)0 ∼ p0|t(x

(i)
0 |x). Equation

(35) illustrates that the time-reversed process does not fac-
torize in the dimensions even though the forward process
does.

Note with (34) that for a birth-death process a jump appears
only in one dimension at a time, which implies that

rt(x± δi|x) = r
(i)
t (x(i) ± δ(i)i |x

(i)), (36)

where now δi = (0, . . . , 0, δ
(i)
i , 0, . . . , 0)⊤ with δ(i)i being

the jump step size in the i-th dimension. Likewise, (35)
becomes

⃗rt(x± δi|x) = E

[
pt|0(y

(i)|x(i)0 )

pt|0(x(i)|x
(i)
0 )

]
r
(i)
t (x(i)|x(i) + δ

(i)
i ),

(37)
where the expectation is over x(i)0 ∼ p0|t(x

(i)
0 |x), which

still depends on all dimensions.

For each dimension i ∈ {1, . . . , d} we can therefore approx-
imate the conditional expectation appearing in (37) via the
loss function (4) with two functions φi,b : Rd × [0, T ]→ R
and φi,d : Rd × [0, T ] → R. Alternatively, we can learn
just two functions φb/d : Rd × [0, T ] → Rd for the entire
space and identify φi,b/d = φ

(i)
b/d.

4.2. τ -leaping

The fact that jumps only happen in one dimension at a time
implies that the naive implementation of changing compo-
nent by component (e.g. by using the Gillespie’s algorithm,

Figure 2. We plot histograms of 500.000 samples from the time-
reversed scaled Ehrenfest process at different times. The processes
have been trained with three different losses.

see Gillespie (1976)) would require a very long sampling
time. As suggested in Campbell et al. (2022), we can there-
fore rely on τ -leaping for an approximate simulation meth-
ods (Gillespie, 2001). The general idea is to not simulate
jump by jump, but wait for a time interval of length τ and
apply all jumps at once. One can show that the number of
jumps is Poisson distributed with a mean of τ ⃗rt (x|y). For
further details we refer to Algorithm 2.

5. Numerical experiments
In this section, we demonstrate our theoretical insights in
numerical experiments. If not stated otherwise, we always
consider the scaled Ehrenfest process defined in (11). We
will compare the different variants of the loss (4), namely
LGauss defined in (16), LTaylor defined in (18) and LOU

defined in (31).

5.1. Illustrative example

Let us first consider an illustrative example, for which the
data distribution is tractable. We consider a process in d = 2
with S = 32, where the (S+1)d = 332 different state com-
binations in pdata are defined to be proportional to the pixels
of an image of the letter “E”. Since the dimensionality is
d = 2, we can visually inspect the entire distribution at any
time t ∈ [0, T ] by plotting 2-dimensional histograms of the
simulated processes. With this experiment we can in par-
ticular check that modeling the dimensions of the forward
process independently from one another (as explained in
Section 4.1) is no restriction for the backward process. In-
deed Figure 2 shows that the time-reversed process, which is
learned with (versions of) the loss (4), can transport the prior
distribution (which is approximately binomial, or, loosely
speaking, a binned Gaussian) to the specified target. Again,
note that this plot does not display single realizations, but
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entire distributions, which, in this case, are approximated
with 500.000 samples. We realize that in this simple prob-
lem LGauß performs slightly better than LOU and LTaylor.
As expected, the approximations work sufficiently well even
for a moderate state space size S + 1. As argued in Sec-
tion 3.1, this should get even better with growing S. For
further details, we refer to Appendix D.3.

5.2. MNIST

For a basic image modeling task, we consider the MNIST
dataset, which consists of gray scale pixels and was resized
to 32 × 32 to match the required input size of a U-Net
neural network architecture3, such that d = 32 × 32 =
1024 and S = 255. As before, we train our time-reversed
Ehrenfest model by using the variants of the loss introduced
in Section 2.1. In Figure 3 we display generated samples
from a model trained with LOU. The models with the other
losses look equally good, so we omit them. For further
details, we refer to Appendix D.4.

Figure 3. MNIST samples obtained with the time-reversed scaled
Ehrenfest process which was trained with LOU.

5.3. Image modeling with CIFAR-10

As a more challenging task, we consider the CIFAR-10 data
set, with dimension d = 3 × 32 × 32 = 3072, each tak-
ing 256 different values (Krizhevsky et al., 2009). In the
experiments we again compare our three different losses,
however, realize that LGauß did not produce satisfying re-
sults and had convergence issues, which might follow from
numerical issues due to the exponential term appearing in
(16). Further, we consider three different scenarios: we
train a model from scratch, we take the U-Net model that
was pretrained in the state-continuous setting, and we take
the same model and further train it with our state-discrete
training algorithm (recall Remark 3.7, which describes how
to link the Ehrenfest process to DDPM).

We display the metrics in Table 1. When using only transfer

3Taken from the repository https://github.com/
w86763777/pytorch-ddpm.

learning, the different losses indicate different ways of incor-
porating the pretrained model, see Appendix D.2. We real-
ize that both losses produce comparable results, with small
advantages for LOU. Even without having invested much
time in finetuning hyperparameters and sampling strategies,
we reach competitive performance with respect to the al-
ternative methods LDR (Campbell et al., 2022) and D3PM
(Austin et al., 2021). Remarkably, even the attempt with
transfer learning returns good results, without having ap-
plied any further training. For further details, we refer to
Appendix D.5, where we also display more samples in Fig-
ures 6-9.

Figure 4. CIFAR-10 samples
from the Ehrenfest process
with a pretrained model, further
finetuned with LOU.

Figure 5. CIFAR-10 samples
from the Ehrenfest process
with a pretrained model, further
finetuned with LTaylor.

IS (↑) FID (↓)
Ehrenfest LOU 8.75 11.57

(transfer learning) LTaylor 8.68 11.72
Ehrenfest LOU 9.50 5.08

(from scratch) LTaylor 9.66 5.12
LTaylor2 9.40 5.44

Ehrenfest LOU 9.14 6.63
(pretrained) LTaylor 9.06 6.91

τ -LDR (0) 8.74 8.10
Alternative τ -LDR (10) 9.49 3.74

methods D3PM Gauss 8.56 7.34
D3PM Absorbing 6.78 30.97

Table 1. Performance in terms of Inception Score (IS) (Salimans
et al., 2016) and Frechet Inception Distance (FID) (Heusel et al.,
2017) on CIFAR-10 over 50.000 samples. We compare two losses
and consider three different scenarios: we train a model from
scratch, we take the U-Net model that was pretrained in the state-
continuous setting (called “transfer learning”) or we take the same
model and further train it with our state-discrete training algorithm
(called “pretraining”).

6. Conclusion
In this work, we have related the time-reversal of discrete-
space Markov jump processes to continuous-space score-
based generative modeling, such that, for the first time, one
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can directly link models of the respective settings to one
another. While we have focused on the theoretical connec-
tions, our numerical experiments demonstrate that we can
already reach competitive performance with the new loss
function that we proposed. We suspect that further tuning
and the now possible transfer learning between discrete and
continuous state space will further enhance the performance.
On the theoretical side, we anticipate that the convergence
of the time-reversed jump processes to the reversed SDE
can be generalized even further, which we leave to future
work.
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A. Proofs and additional statements
In this section, we provide the proofs of the statements in the main text and state some additional lemmas, which are helpful
for our arguments.

Proof of Lemma 2.1. First, we note that the derivation of the backward rates is known, see, e.g., Campbell et al. (2022). For
convenience, we repeat the essential part of the proof. Starting with the identity

⃗rt(y|x)pt(x) = rt(x|y)pt(y), (38)

we can compute

⃗rt(y|x) =
pt(y)

pt(x)
rt(x|y) (39a)

=

∑
x0∈Ω pt|0(y|x0)p0(x0)

pt(x)
rt(x|y) (39b)

=
∑
x0∈Ω

pt|0(y|x0)
pt(x|x0)

pt|0(x|x0)p0(x0)
pt(x)

rt(x|y) (39c)

=
∑
x0∈Ω

pt|0(y|x0)
pt|0(x|x0)

p0|t(x0|x)rt(x|y) (39d)

= Ex0∼p0|t(x0|x)

[
pt|0(x|x0)
pt|0(y|x0)

]
rt(x|y), (39e)

which shows the identity.

Lemma A.1 (Score function as conditional expectation). Consider the diffusion process Xt defined by the SDE

dXt = b(Xt, s)dt+ σ(t)dWt, X0 ∼ pdata, (40)

with suitable drift function b : Rd × [0, T ] → Rd and diffusion coefficient σ : [0, T ] → Rd×d, let pSDE
t be its marginal

density and let pSDE
t|s (x|y) := P(Xt = x|Xs = y) for t > s ≥ 0 be a transition probability. It then holds

∇x log p
SDE
t (x) = Ex0∼pSDE

0|t (x0|x)

[
∇x log p

SDE
t|0 (x|x0)

]
. (41)

Proof. Noting the identity pSDE
t (x) =

∫
Rd p

SDE
t|0 (x|x0)pdata(x0)dx0, we can compute

∇ log pSDE
t (x) =

∇xp
SDE
t (x)

pSDE
t (x)

(42a)

=

∫
Rd ∇x log p

SDE
t|0 (x|x0)pSDE

t|0 (x|x0)pdata(x0)dx0∫
Rd pSDE

t|0 (x|x0)pdata(x0)dx0
(42b)

= Ex0∼pSDE
0|t (x0|x)

[
∇x log p

SDE
t|0 (x|x0)

]
, (42c)

where it holds pSDE
0|t (x0|x) =

pSDE
t|0 (x|x0)pdata(x0)∫

Rd pSDE
t|0 (x|x0)pdata(x0)dx0

by Bayes’ formula.

Lemma A.2 (Conditional expectation as L2 projection). Let A ∈ Rd and B ∈ R be two random variables and let
φ ∈ C(Rd,R). Then the solution to

φ∗ = argmin
φ∈C(Rd,R)

E

[
(φ(A)−B)

2
]

(43)

is given by
φ∗(a) = E[B|A = a]. (44)
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Proof. Let φC(a) = E[B|A = a]. We compute

E
[
(φ(A)−B)2

]
= E

[
(φ(A)− φC(A) + φC(A)−B)2

]
(45a)

= E
[
(φ(A)− φC(A))2

]
+ E

[
(φC(A)−B)2

]
− 2E

[
(φ(A)− φC(A))(φC(A)−B)

]
, (45b)

which is minimized by φ = φC since the last term is equal to4

EA

[
EB|A

[
(φ(A)− φC(A))(φC(A)−B)

]]
= EA

[
(φ(A)− φC(A))EB|A

[
(φC(A)−B)

]]
= 0. (46)

Therefore φ∗ = φC .

Proof of Lemma 3.1. We consider the Ehrenfest process as defined in (6), assuming that it starts at ES(0) = x0. We can
write the process as

ES(t) =

S∑
i=1

Zi(t) =
∑

Zi(0)=0

Zi(t) +
∑

Zi(0)=1

Zi(t) =: E0,S(t) + E1,S(t), (47)

where E1,S is a sum of x0 independent Bernoulli random variables Zi with

f(t) := P(Zi(t) = 1|Zi(0) = 1) =
1

2

(
1 + e−t

)
, (48)

and where E0,S is the sum of S − x0 random variables Zi with P(Zi(t) = 1|Zi(0) = 0) = 1− f(t) = 1
2 (1− e

−t). Thus,
both E0,S and E1,S are binomial random variables distributed as

E0,S(t) ∼ B(S − x0, 1− f(t)), E1,S(t) ∼ B(x0, f(t)). (49)

Proof of Proposition 3.4. We first recall the scaled Ehrenfest process from (11),

ẼS(t) :=
2√
S

(
ES(t)−

S

2

)
, (50)

and note that ẼS ∈
{
−
√
S,−
√
S + 2√

S
, . . . ,

√
S
}

, where the birth-death transitions transform from ±1 in ES to ± 2√
S

in

its scaled version ẼS . Accordingly, the reverse rates from Lemma 2.1 translate to

⃗rt

(
x± 2√

S

∣∣∣∣x) = Ex0∼p0|t(x0|x)

pt|0
(
x± 2√

S

∣∣∣x0)
pt|0(x|x0)

 r(x∣∣∣∣x± 2√
S

)
. (51)

Let us introduce the notation (which slightly deviates from the notation in Proposition 3.4)

∆δpt|0(x|x0) :=
pt|0(x+ δ|x0)− pt|0(x|x0)

δ
(52)

and note the identity

pt|0(x+ δ|x0) = p(x|x0) + δ∆δpt|0(x|x0), (53)

4Here the notation EA refers to the expectation over A, whereas EB|A refers to the expectation over B conditional on A.
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which is sometimes called Newton’s series for equidistant nodes and can be seen as a discrete analog of a Taylor series,
where, however, terms of order higher than one vanish. We can now compute the first jump moment

⃗b(x) :=
∑

δ∈
{
− 2√

S
, 2√

S

} δ ⃗r(x+ δ|x) =
∑

δ∈
{
− 2√

S
, 2√

S

} δEx0∼p0|t(x0|x)

[
pt|0(x+ δ|x0)
pt|0(x|x0)

]
r(x|x+ δ) (54a)

=
∑

δ∈
{
− 2√

S
, 2√

S

} δEx0∼p0|t(x0|x)

[
1 +

δ∆δpt|0(x|x0)
pt|0(x|x0)

]
r(x|x+ δ) (54b)

=
∑

δ∈
{
− 2√

S
, 2√

S

} δ r(x|x+ δ) +
∑

δ∈
{
− 2√

S
, 2√

S

} δ2Ex0∼p0|t(x0|x)

[
∆δpt|0(x|x0)
pt|0(x|x0)

]
r(x|x+ δ) (54c)

=
∑

δ∈
{
− 2√

S
, 2√

S

} δ r(x|x+ δ) +Ex0∼p0|t(x0|x)

[
∆δ̄pt|0(x|x0)
pt|0(x|x0)

] ∑
δ∈

{
− 2√

S
, 2√

S

} δ2 r(x|x+ δ) + o(δ̄) (54d)

= −b(x) +D(x)Ex0∼p0|t(x0|x)

[
∆δ̄pt|0(x|x0)
pt|0(x|x0)

]
+ o(δ̄), (54e)

where for δ̄ := 2√
S

we have used that ∆δ̄p0|t(x|x0) = ∆−δ̄p0|t(x|x0) + o(δ̄) since

p(x|x0)− p(x− δ̄|x0)
δ̄

=
p(x+ δ̄|x0)− p(x|x0)

δ̄
+

2 p(x|x0)− p(x+ δ̄|x0)− p(x− δ̄|x0)
δ̄

(55a)

=
p(x+ δ̄|x0)− p(x|x0)

δ̄
+ o(δ̄), (55b)

as well as ∑
δ∈

{
− 2√

S
, 2√

S

} δ r(x|x+ δ) = −
∑

δ∈
{
− 2√

S
, 2√

S

} δ r(x+ δ|x) + o(S−1/2), (56)

and ∑
δ∈

{
− 2√

S
, 2√

S

} δ2r(x|x+ δ) =
∑

δ∈
{
− 2√

S
, 2√

S

} δ2r(x+ δ|x) + o(S−1), (57)

since

r

(
x

∣∣∣∣x± 2√
S

)
=

√
S

4

(√
S ±

(
x± 2√

S

))
=

√
S

4

(√
S ± x

)
± 1

2
(58a)

= r

(
x∓ 2√

S

∣∣∣∣x)± 1

2
. (58b)

B. Background on time-continuous Markov jump processes
In this section we will provide some background on continuous-time, discrete-space Markov jump processes.

B.1. A brief introduction to Markov jump processes

In this section we will give a brief introduction to time-continuous Markov processes on a discrete state space, which is
based on a summary in Metzner (2008, Section 2.2). We refer the interested reader to Gardiner et al. (1985); Van Kampen
(1992); Brémaud (2013) for further details.

We denote with Xt an Ω-valued stochastic process on a discrete (countable) state space Ω with a continuous time parameter
0 ≤ t <∞. The process is called a Markov process if for all times tk+1 > tk ≥ · · · ≥ t0 = 0 and for any xk+1, . . . , x0 ∈ Ω

13
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it holds
P
(
Xtk+1

= xk+1

∣∣Xtk = xk, · · · , Xt0 = x0
)
= P

(
Xtk+1

= xk+1

∣∣Xtk = xk
)
. (59)

The process is called homogeneous if the transition probability only depends on the time increment tk+1 − tk. We denote
with

pt|s(x|y) = P(Xt = x|Xs = y) (60)

the transition probability for times t > s > 0 and define the matrix

P (t) :=
(
pt|0(x|y)

)
x,y∈Ω

. (61)

P (t) is a stochastic matrix, i.e.
pt|0(x|y) ≥ 0,

∑
y∈Ω

pt|0(x|y) = 1, (62)

for each time t ≥ 0 and each x, y ∈ Ω. The family of transition matrices {P (t)}t≥0 is called transition semi-group since it
obeys the Chapman-Kolmogorov equation

P (t+ s) = P (t)P (s) (63)

for s, t ≥ 0 with P (0) = Id.

A local characterization of the transition semigroup of a Markov jump process can be obtained by considering the infinitesimal
changes of the transition probabilities. One can show that the limit

R = lim
t→0+

P (t)− Id

t
(64)

exists (entrywise), which is sometimes written as

pt+∆t|t(x|y) = δx,y + rt(x|y)∆t+ o(∆t), (65)

cf. equation (1) in Section 2. The matrix R = (r(x|y))x,y∈Ω is called infinitesimal generator of the transition semigroup
{P (t)}t≥0 because it “generates” the transition semigroup via the relation

P (t) = etR =

∞∑
n=0

tn

n!
Rn. (66)

One can show that
0 ≤ r(x|y) <∞,

∑
y∈Ω

r(x|y) = 0, (67)

for all x, y ∈ Ω with x ̸= y, and we can interpret r(x|y) as a transition rate from state y to x, measuring the average number
of transitions per unit time. The diagonal elements of R are defined as

r(x|x) = −
∑
y ̸=x

r(x|y) (68)

for each x ∈ Ω. Analog to the state-continuous case, it holds the backward Kolmogorov equation for the conditional
expectation ψ(t) = (E [f(Xt)|X0 = x])

⊤
x∈Ω for an observable f : Ω→ R, namely

d

dt
ψ(t) = Rψ(t), ψ(0) = (f(x))⊤x∈Ω. (69)

Further, for the vector of state probabilities p(t) := (pt(x))x∈Ω, recalling the notation pt(x) := P(Xt = x), it holds the
forward Kolmogorov equation, also known as Master equation, namely

d

dt
p(t) = p(t)R. (70)

For the transition densities we have
d

dt
pt|0(x|y) =

∑
z∈Ω

pt|0(z|y)R(z, x), (71)
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or in matrix notation
d

dt
P (t) = P⊤(t)R. (72)

It can be solved as (
pt|0(x|y)

)
x,y∈Ω

= exp

(∫ t

0

(rs(x|y))x,y∈Ω ds

)
, (73)

where exp is the matrix exponential.

B.2. Time-transformation of Markov jump processes

Note that we can always transform a Markov jump process with a time dependent rate rt into one with a time independent
rate r using a time transformation. This can be seen by looking at the master equation defined in (72), namely

d

dt
P (t) = P⊤(t)Rt, (74)

where now the rate matrix Rt is time-dependent. For simplicity, let us assume Rt = λtR, where λ : [0, T ]→ R and R is
time-independent. We can now introduce the new time τ = τ(t) and compute

d

dt
P (τ(t)) =

dP (τ)

dτ

dτ

dt
= P⊤(τ(t))λtR. (75)

Now, choosing dτ
dt = λt and thus τ(t) =

∫ t

0
λsds (where we have assumed τ(0) = 0), yields the equation

d

dτ
P (τ) = P⊤(τ)R, (76)

where now the rate matrix does not depend on time anymore.

B.3. Convergence of Markov jump processes

The convergence of Markov jump processes to SDEs in the limit of large state spaces (with appropriately scaled jump sizes)
has formally been studied via the Kramers-Moyal expansion (Gardiner et al., 1985; Van Kampen, 1992). For more rigorous
results, we refer, e.g., to (Kurtz, 1972; 1981).

One can get some intuition by looking at the first two jump moments of the Markov jump process. The first jump moment is
defined as

b(x) := lim
∆t→0

1

∆t
E [M(t+∆t)−M(t)|M(t) = x] (77a)

= lim
∆t→0

1

∆t

∑
y∈Ω

y pt+∆t|t(y|x)− x
∑
y∈Ω

pt+∆t|t(y|x)

 (77b)

= lim
∆t→0

1

∆t

 ∑
y∈Ω;y ̸=x

(y − x)pt+∆t|t(y|x)

 (77c)

=
∑

y∈Ω;y ̸=x

(y − x)r(y|x). (77d)

Similarly, the second jump moment is defined as

D(x) := lim
∆t→0

1

∆t
E

[
(M(t+∆t)−M(t)) (M(t+∆t)−M(t))

⊤ |M(t) = x
]

(78a)

=
∑

y∈Ω;y ̸=x

(y − x)(y − x)⊤r(y|x). (78b)

Note that the drift and diffusion coefficient for SDEs are defined analogously.
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Algorithm 1 Approximation of conditional expectation for the Ehrenfest process.

input Batch size K, gradient steps M , two neural networks φb and φd with initial parameters θ(0)b and θ(0)d , respectively,
approximations p̃0|t ≈ p0|t (typically either by (10) or (14)).

output Approximations of the conditional expectations appearing in (3).
for m← 0, . . . ,M − 1 do

Sample data points x(1)0 , . . . , x
(K)
0 ∼ pdata.

Sample terminal times t1, . . . , tK ∼ U(0, T ).
Simulate x(k)tk

for each k ∈ {1, . . . ,K} according to the forward (scaled) Ehrenfest process (11). Note that every
dimension can be sampled independently and simulation-free as binomial random variables, see Lemma 3.1.
Compute two losses:

L̂b(θ
(m)
b ) =

1

Kd

K∑
k=1

d∑
i=1

φ(i)
b (x

(k)
tk
, tk)−

p̃
(i)
tk|0

(
x
(i),(k)
tk

+ 2√
S

∣∣x(i),(k)0

)
p̃
(i)
tk|0

(
x
(i),(k)
tk

∣∣x(i),(k)0

)
2

(79a)

L̂d(θ
(m)
d ) =

1

Kd

K∑
k=1

d∑
i=1

φ(i)
d (x

(k)
tk
, tk)−

p̃
(i)
tk|0

(
x
(i),(k)
tk

− 2√
S

∣∣x(i),(k)0

)
p̃
(i)
tk|0

(
x
(i),(k)
tk

∣∣x(i),(k)0

)
2

(79b)

Do gradient descent:

θ
(m+1)
b ← step

(
θ(m),∇L̂b(θ

(m)
b )

)
(80a)

θ
(m+1)
d ← step

(
θ(m),∇L̂d(θ

(m)
d )

)
(80b)

end for

C. Computational aspects
In this section we comment on computational aspects of the time-reversal of Markov jump processes.

C.1. Approximation of the conditional expectation

For the approximation of the conditional expectation appearing in the backward rates from Lemma 2.1 we propose
Algorithm 1 and for sampling from a time-reversed process with approximated backward rates we propose Algorithm 2.

C.2. Learning the reversed transition probability

An alternative way to approximate the backward rates specified in Lemma 2.1 is to approximate the reversed transition
probability p0|t(x0|x) with a tractable distribution pθ0|t(x0|x). To this end, one can consider the loss

L(θ) := −Et∼U(0,T ),x0∼pdata,x∼pt|0(x|x0)

[
log pθ0|t(x0|x)

]
. (87)

The following lemma motivates this loss (cf. Proposition 8 in Campbell et al. (2022)).

Lemma C.1. It holds

L(θ) = Et∼U(0,T ),x∼pt(x)

[
DKL

(
p0|t(x0|x)|pθ0|t(x0|x)

)]
+ C, (88)

where C is a constant that does not depend on θ.
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Algorithm 2 Sampling from data distribution pdata.
input Rate of the forward process rt, approximation of the conditional expectations in (3) via φb and φb for the birth and

death transitions, respectively, approximation of terminal distribution pref ≈ pT , leaping time τ > 0.
output Data sample that is approximately distributed according to pdata.

Sample xT ∼ pref .
Set t← T .
while t > 0 do

for i = 1, . . . , d do
Compute backward rates:

⃗r
(i)
t

(
x(i) +

2√
S

∣∣∣∣x(i)) = φ
(i)
b (x, t) r

(i)
t

(
x(i)
∣∣∣∣x(i) + 2√

S

)
(81)

⃗r
(i)
t

(
x(i) − 2√

S

∣∣∣∣x(i)) = φ
(i)
d (x, t) r

(i)
t

(
x(i)
∣∣∣∣x(i) − 2√

S

)
(82)

Draw Poission random variable:

ρ
(i)
b ∼ Pois

(
τ ⃗r

(i)
t

(
x(i) +

2√
S

∣∣∣x(i))) (83)

ρ
(i)
d ∼ Pois

(
τ ⃗r

(i)
t

(
x(i) − 2√

S

∣∣∣x(i))) (84)

Do leaping step:

x
(i)
t−τ ← x

(i)
t + ρ

(i)
b

2√
S
− ρ(i)d

2√
S

(85)

x
(i)
t−τ ← Clamp(x

(i)
t−τ ,−

√
S,
√
S) (86)

end for
t← t− τ

end while
Return x0.

Proof. Let C be a constant that does not depend on θ. We can compute

Et∼U(0,T ),x∼pt(x)

[
DKL

(
p0|t(x0|x)

∣∣∣pθ0|t(x0|x))] (89a)

= Et∼U(0,T ),x∼pt(x)

[
Ex0∼p0|t(x0|x)

[
log

p0|t(x0|x)
pθ0|t(x0|x)

]]
(89b)

= Et∼U(0,T ),x∼pt(x),x0∼p0|t(x0|x)

[
log

p0|t(x0|x)
pθ0|t(x0|x)

]
(89c)

= −Et∼U(0,T ),x0∼pdata,x∼pt|0(x|x0)

[
log pθ0|t(x0|x)

]
− C, (89d)

where we used the tower property of conditional expectations and the identity pt(x)p0|t(x0|x) = pdata(x0)pt|0(x|x0).
Noting the definition of L in (87) concludes the proof.

The above guarantees that pθ0|t(x0|x) = p0|t(x0|x) if and only if L(θ) = 0.

We therefore can use Algorithm 3 for approximating the backward rates and Algorithm 4 for sampling the time-reversed
process.

Note that all probabilities are probabilities on the discrete set Ω ⊂ Z, fulfilling e.g.
∑

x0∈Ω p0|t(x0|x) = 1 for all x ∈ Ω

and t ∈ [0, T ]. Specifically, (p0|t(x0|x))x0,x∈Ω ∈ [0, 1](S+1)×(S+1) is a (stochastic) matrix for all t ∈ [0, T ]. In practice,
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Algorithm 3 Approximation of reverse transition probability

input Batch size K, gradient steps M , parametrization pθ
(0)

0|t with initial parameters θ(0).

output pθ
(M)

0|t ≈ p0|t.
for m← 0, . . . ,M − 1 do

Sample data point x(1)0 , . . . , x
(K)
0 ∼ pdata.

Sample terminal times t1, . . . , tK ∼ U(0, T ).
Simulate x(k)tk

for each k ∈ {1, . . . ,K} according to the forward process.
Compute L̂(θ(m)) = − 1

K

∑K
k=1 log p

θ(m)

0|t (x
(k)
0 |x

(k)
tk

)

θ(m+1) ← step
(
θ(m),∇L̂(θ(m))

)
end for

Algorithm 4 Sampling from data distribution pdata.
input Rate of the forward process rt, approximation of forward transition probabilities p̃t|0 ≈ pt|0, approximation of

reverse transition probabilities pθ0|t ≈ p0|t, approximation of terminal distribution pref ≈ pT .
output Data sample that is approximately distributed according to pdata.

Sample xT ∼ pref .
Simulate birth-death process from time t = T to t = 0 with backward rates

⃗rt(x± 1|x) =
∑
x0∈Ω

pθ0|t(x0|x)
p̃t|0(x± 1|x0)
p̃t|0(x|x0)

rt(x|x± 1). (95)

Return x0.

however, we often model p0|t(x0|x) with a continuous distribution, parametrized by a neural network, e.g.

p̃θ0|t(x0|x) := N (x0;µ
θ(x, t),Σθ(x, t)), (90)

where mean and covariance are learned with a neural network φ : R× [0, T ]→ R2, i.e.

φθ(x, t) = (µθ(x, t),Σθ(x, t))⊤. (91)

In order to recover probabilities on a discrete set, we use the cumulative distribution function

Φ(z;x, t) :=

∫ z

−∞
p̃θ0|t(x0|x)dx0, (92)

which is analytically available for a Gaussian. For a discrete state x0 ∈ Ω we then approximate the probability via

p0|t(x0|x) ≈ pθ0|t(x0|x) := Φ(x0;x, t)− Φ(x0 − 1;x, t) (93)

for x0 ∈ Ω \ {0, S}. For x0 = 0 we consider pθ0|t(x0|x) := Φ(x0;x, t) and for x0 = S we consider pθ0|t(x0|x) :=

Φ(−∞;x, t)− Φ(x0 − 1;x, t).

For the forward probabilities pt|0, we can either compute the matrix

(
pt|0(x|x0)

)
x0,x∈Ω

= exp

(∫ t

0

(rs(x|x0))x0,x∈Ω ds

)
, (94)

where exp is the matrix exponential, or we can approximate pt|0(x|x0) with Gaussians due to the convergence properties of
the Ehrenfest process.

D. Numerical details
In this section we elaborate on numerical details regarding our experiments in Section 5.
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D.1. A tractable Gaussian toy example

In order to illustrate the properties of the Ehrenfest process, we consider the following toy example. Let us start with the
SDE setting and consider the data distribution

pdata(x) =

M∑
m=1

γmN (x;µm,Σm), (96)

where
∑M

m=1 γm = 1 and µm ∈ Rd,Σm ∈ Rd×d. Further, for the inference SDE we consider the Ornstein-Uhlenbeck
process

dXt = −AXtdt+B dWt, X0 ∼ pdata, (97)

with matrices A,B ∈ Rd×d. For simplicity, let us consider A = α1 and B = β1 with α, β ∈ R. Conditioned on an initial
condition x0, the marginal densities of X are then given by

pSDE
t (x;x0) = N

(
x;x0e

−αt,
β2

2α

(
1− e−2αt

)
1

)
. (98)

We can therefore compute

pSDE
t (x) =

∫
Rd

pSDE
t (x;x0)pdata(x0)dx0 (99a)

=

M∑
m=1

γm

∫
Rd

N
(
x; y0e

−αt,
β2

2α

(
1− e−2αt

)
1

)
N (x0;µm,Σm)dx0 (99b)

=

M∑
m=1

γmN
(
x; e−αtµm,

β2

2α

(
1− e−2αt

)
1+ e−2αtΣm

)
. (99c)

We can now readily compute the score∇ log pSDE
t (x).

D.2. Connecting the Ehrenfest process to score-based generative modeling

As we have outline in Section 3.2, we can directly link the Ehrenfest process to score-based generative modeling in
continuous time and space. In particular, we can use any model that has been trained in the typically used setting for our
state-discrete Ehrenfest process. For instance, we can rely on DDPM models, which typically consider the forward SDE

dXt = −
1

2
β(t)Xt +

√
β(t)dWt (100)

on the time interval [0, 1], where β : [0, 1]→ R is a function that scales time. This can be see by looking at the Fokker-Planck
equation. For the process (100) conditioned at the initial value X0 = x0 it holds

Xt ∼ N
(
exp

(
−1

2

∫ t

0

β(s)ds

)
x0, 1− exp

(
−
∫ t

0

β(s)ds

))
. (101)

In practice, we choose β(t) := βmin + t(βmax − βmin) with βmin = 0.1, βmax = 20, as suggested in Song et al. (2021).
Note that this typically guarantees that X1 is approximately distributed according to N (0, 1), independent of x0. For our
experiments we use a model provided by the Diffuser package. Note that this model is actually not the score, but the scaled
score s̃ and one needs the transformation

∇ log pSDE
t (x) = − s̃(x, 1000 t)√

1− exp
(
−
∫ t

0
β(s)ds

) . (102)

The DDPM framework implicitly trains a model φ̃(x, t) on

LOU(φ̃) = E

[(
φ̃(x, t)−∇ log pOU

t|0 (x|x0)
)2]

= E

[(
φ̃(x, t) +

(Xt − µt(x0))

σ2
t

)2
]
, (103)
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which in an alternative formulation simplifies to predicting the noise εt of

Xt = x0 exp

(
−1

2

∫ t

0

β(s)ds

)
︸ ︷︷ ︸

µt(x0)

+εt

√
1− exp

(
−
∫ t

0

β(s)ds

)
︸ ︷︷ ︸

σt

. (104)

Since the terms µt(x0) and σt cancel, we arrive at the simplified loss

LOU(φ̃) = E

[(
φ̃(x, t)−∇ log pOU

t|0 (x|x0)
)2]

= E

[(
φ̃(x, t) +

εt
σt

)2
]
. (105)

The Orstein-Uhlenbeck forward rates can be thus substituted by

Ex0∼p0|t(x0|x)

[
pt|0(x± 2√

S
|x0)

pt|0(x|x0)

]
≈ 1± 2√

S
∇ log pOU

t (x) = 1± 2√
S
φ̃(x, t). (106)

Similarly, the Taylor rates can be computed with

Ex0

pt|0
(
x± δ

∣∣∣x0)
pt|0(x|x0)

 ≈ exp

(
− δ2

2σ2
t

)(
1∓ (x−Ex0

[µt(x0)])δ

σ2

)
(107)

= exp

(
− δ2

2σ2
t

)(
1∓ φ̃(x, t)δ

σt

)
. (108)

D.3. Illustrative example

As an illustrative example we choose a distribution which is tractable and perceivable. We model a two dimensional
distribution of pixels, which are distributed proportionally to the pixel value of an image of a capital “E”. The visualization
of the data distribution is governed by its 33× 33 pixels and a single sample from the distribution is a black pixel indexed
by its location (x, y) on the 33× 33 pixel grid. The diffusive forward process acts upon the coordinate and diffuses with
progressing time the black pixels into a two dimensional (approximately) binomial distribution at time t = 1.

We use the identical architecture as (Campbell et al., 2022), used for their illustrative example. Subsequently, the architecture
incorporates two residual blocks, each comprising a Multilayer Perceptron (MLP) with a single hidden layer characterized
by a dimensionality of 32, a residual connection that links back to the MLP’s input, a layer normalization mechanism,
and ultimately, a Feature-wise Linear Modulation (FiLM) layer, which is modulated in accordance to the time embedding.
The architecture culminates in a terminal linear layer, delivering an output dimensionality of 2. The time embedding is
accomplished utilizing the Transformer’s sinusoidal position embedding technique, resulting in an embedding of dimension
32. This embedding is subsequently refined through an MLP featuring a single hidden layer of dimension 32 and an output
dimensionality of 128. In order to generate the FiLM parameters within each residual block, the time embedding undergoes
processing via a linear layer, yielding an output dimension of 2.

We test our proposed reverse rate estimators by training them to reconstruct the data distribution at time t = 0. For evaluation,
we draw 500.000 individual pixels proportionally to the approximated equilibrium distribution and plot their respective
histograms at time t = 0 in Figure 2.

For training, we sample 1.000.000 pixel values proportional to the gray scale value of the ’E’ image serving as the true data
distribution. We perform optimization with Adam with a learning rate of 0.001 and optimize for 100.000 time steps with a
batch size of 2.000.

D.4. MNIST

The MNIST experiments were conducted with the scaled Ehrenfest process. The MNIST data set consists of 28× 28 gray
scale images which we resized to 32 × 32 in order to be processable by use our standard DDPM architecture We used
S = 2562 states to ensure 256 states in the range of [−1, 1] with a difference between states of of 2√

S
. For optimization, we
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resorted to the default hyperparameters of Adam (Kingma & Ba, 2014) and used an EMA of 0.99 with a batch size of 128.
For the rates we chose the continuous DDPM schedule proposed by Song and we stopped the reverse process at t = 0.01
due to vanishing diffusion and resulting high variance rates close to the data distribution.

D.5. Image modeling with CIFAR-10

We employ the standard DDPM architecture from Ho et al. (2020) and adapt the output layer to twice the size when required
by the conditional expectation and the Gaussian predictor. The score and first order Taylor approximations did not need to
be adapted. For the ratio case, we adapted the architecture by doubling the final convolutional layer to six channels such that
the first half (three channels) predicted the death rate and the second three channels predicted the birth rate. For the time
dependent rate λt we tried the cosine schedule of (Nichol & Dhariwal, 2021) and the variance preserving SDE schedule of
(Song et al., 2021). The cosine schedule ensures the expected value of the scaled Ehrenfest process to converges to zero with
Ex0 [xt] = cos

(
π
2 t
)2
x0 and translates to a time dependent jump process rate of λt = 1

4 π tan
(
π
2 t
)
, which is unbounded

close to the equilibrium distribution and therefore has to be clamped. We choose λt ∈ [0, 500] in our case. Due to numerical
considerations regarding the exploding rates due to diminishing diffusion close to t = 0, we restricted the reverse process to
times t ∈ [0.01, 1]. In general, we can transform any deliberately long sampling time T to T = 1 via the time transformation
of the master equation in B.2.

We use the standard procedure for training image generating diffusion models (Loshchilov & Hutter, 2016). In particular,
we employ a linear learning rate warm up for 5.000 steps and a cosine annealing from 0.0002 to 0.00001 with the Adam
optimizer. The batch size was chosen as 256 and an EMA with the factor 0.9999 was applied for the model used for
sampling. For sampling we ran the reverse process for 1.000 steps and employed τ -Leaping as showcased in Campbell
et al. (2022) with a resulting τ = 0.001. We also utilized the predictor-corrector sampling method starting at t = 0.1 to the
minimum time of t = 0.01. Whereas Campbell et al. (2022) reported significant gains performing corrector sampling, we
observe behavior close to other state-continuous diffusion models which only apply few or no corrector steps at all.

Figure 6. Samples from the reverse scaled Ehrenfest process ob-
tained by finetuning the DDPM architecture with LTaylor (18).

Figure 7. Samples from the reverse scaled Ehrenfest process ob-
tained by finetuning the DDPM architecture with LTaylor (18).
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Figure 8. Samples from the reverse scaled Ehrenfest process ob-
tained by finetuning the DDPM architecture with LOU (31).

Figure 9. Samples from the reverse scaled Ehrenfest process ob-
tained by finetuning the DDPM architecture with LOU (31).
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