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#### Abstract

We prove the period-index conjecture for unramified Brauer classes on abelian threefolds. To do so, we develop a theory of reduced Donaldson-Thomas invariants for 3dimensional Calabi-Yau categories, with the feature that the noncommutative variational integral Hodge conjecture holds for classes with nonvanishing invariant. The period-index result is then proved by interpreting it as the algebraicity of a Hodge class on the twisted derived category, and specializing within the Hodge locus to an untwisted abelian threefold with nonvanishing invariant. As a consequence, we also deduce the integral Hodge conjecture for generically twisted abelian threefolds.
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## 1. Introduction

The goal of this paper is to introduce a new approach to the period-index and integral Hodge conjectures based on Donaldson-Thomas theory, and to use this perspective to prove the unramified case of the period-index conjecture for abelian threefolds. As an important ingredient, we develop a general theory of reduced Donaldson-Thomas invariants for 3-dimensional Calabi-Yau categories.
1.1. The period-index conjecture. Let $K$ be a field. The Brauer group $\operatorname{Br}(K)$ is a fundamental invariant of $K$ with numerous applications in geometry and arithmetic. The most elementary definition is in terms of central simple algebras over $K$, which are unital, associative $K$-algebras with finite dimension over $K$, center $K$, and no nontrivial two-sided ideals. Two such algebras $A$ and $B$ are called Morita equivalent if there exists an isomorphism of matrix algebras $\mathrm{M}_{r}(A) \cong \mathrm{M}_{s}(B)$ for some positive integers $r$ and $s$. Then $\operatorname{Br}(K)$ is the abelian group of central simple algebras over $K$ modulo Morita equivalence, with group operation induced by tensor product over $K$. Any central simple algebra over $K$ is Morita equivalent to a central division algebra over $K$ which is unique up to isomorphism, so $\operatorname{Br}(K)$ can be thought of as a group classifying central division algebras.

The complexity of a Brauer class $\alpha \in \operatorname{Br}(K)$ can be measured by two integer invariants. The first is the period $\operatorname{per}(\alpha)$, equal to the order of $\alpha$ in $\operatorname{Br}(K)$; this is a positive integer because $\operatorname{Br}(K)$ is a torsion group. The second is the index $\operatorname{ind}(\alpha)$, equal to the $\sqrt{\operatorname{dim}_{K} D}$ where $D$ is the unique central division algebra of class $\alpha$; this is a positive integer because, more generally, any central simple algebra $A$ satisfies $A \otimes_{K} \bar{K} \cong \mathrm{M}_{n}(\bar{K})$ and hence has square dimension over $K$.

It is an elementary result that $\operatorname{per}(\alpha) \mid \operatorname{ind}(\alpha)$ (where for integers $a, b$ we use the standard notation $a \mid b$ to mean $a$ divides $b$, and that $\operatorname{per}(\alpha)$ and $\operatorname{ind}(\alpha)$ share the same prime factors. The period-index problem is to determine an integer $e$ such that $\operatorname{ind}(\alpha) \mid \operatorname{per}(\alpha)^{e}$. This problem plays a central role in the study of Brauer groups and has drawn much attention over the past century; see $[A B G V 11, \S 4]$ or below for a partial survey of results. In particular, the following folklore conjecture has emerged.

Conjecture 1.1 (Period-index conjecture). Let $K$ be a field of transcendence degree $d$ over an algebraically closed field $k$. For any $\alpha \in \operatorname{Br}(K)$, we have

$$
\operatorname{ind}(\alpha) \mid \operatorname{per}(\alpha)^{d-1}
$$

To our knowledge, Conjecture 1.1 was first raised in print by Colliot-Thélène [CT01] (see also [CT06, Lie08]). Despite an abundance of work, the number of known cases is still quite sparse:

- For $d \leq 1$ the conjecture is vacuous, as $\operatorname{Br}(K)=0$ by an easy argument when $d=0$ and by Tsen's theorem when $d=1$.
- For $d=2$ the conjecture is true by work of de Jong [dJ04] when $\operatorname{per}(\alpha)$ is prime to the characteristic of $k$, and building on this, by Lieblich [Lie08] and de Jong-Starr [SdJ10] in general.
- For $d \geq 3$ the conjecture is not known for any field $K$ whatsoever.

For arbitrary $d$, Matzri [Mat16] proved that ind $(\alpha)$ divides $\operatorname{per}(\alpha)^{e}$ for an exponent $e$ that can be bounded by a polynomial in $\operatorname{per}(\alpha)$ (depending on $d$ ); however, the bound falls far short of the conjectural one in that $e$ it is not uniform in $\operatorname{per}(\alpha)$ and is very large even for small $\operatorname{per}(\alpha)$. Finally, we note that Conjecture 1.1 is sharp, with examples achieving the bound going back to 1935 [Nak35] (see also [CT02, Hot22, dJP22]).

It is natural to consider Conjecture 1.1 for classes $\alpha \in \operatorname{Br}(K)$ that come from a global model of $K$, where more structure is available. Namely, by Grothendieck [Gro68] there is an extension $\operatorname{Br}(X)$ of the Brauer group to any scheme $X$, classifying Azumaya algebras on $X$ up to Morita equivalence. If $X$ is a smooth projective variety over $k$ with function field $K$, then the restriction map $\operatorname{Br}(X) \rightarrow \operatorname{Br}(K)$ is injective, with image independent of the chosen model $X$. The classes in $\operatorname{Br}(K)$ arising in this way are said to be unramified. They are the crucial classes to consider for the period-index problem, as work of de Jong-Starr [SdJ10] implies that for a fixed $d$, Conjecture 1.1 for every $K$ is equivalent to the following a priori weaker conjecture for every $X$ :

Conjecture 1.2 (Unramified period-index conjecture). Let $X$ be a smooth projective variety of dimension $d$ over an algebraically closed field $k$. For any $\alpha \in \operatorname{Br}(X)$, we have

$$
\operatorname{ind}(\alpha) \mid \operatorname{per}(\alpha)^{d-1}
$$

where the period and index are defined as those of the class over the generic point.
In this paper, we prove the conjecture for abelian threefolds, under a mild assumption on the characteristic.
Theorem 1.3. Let $X$ be an abelian threefold over an algebraically closed field $k$. For any $\alpha \in \operatorname{Br}(X)$ with $\operatorname{per}(\alpha)$ prime to the characteristic of $k$, we have

$$
\operatorname{ind}(\alpha) \mid \operatorname{per}(\alpha)^{2}
$$

This appears to be the first nontrivial case of the unramified period-index conjecture established in dimension greater than 2. Note that the Brauer group of an abelian threefold $X$ is indeed far from trivial; over the complex numbers, $\operatorname{Br}(X) \cong(\mathbf{Q} / \mathbf{Z})^{15-\rho}$ where $\rho$ is the Picard number of $X$ (Lemma 2.1). By an elementary argument one can show that ind $(\alpha) \mid \operatorname{per}(\alpha)^{3}$ holds in the situation of the theorem (Lemma 23.3), but the improvement to exponent 2 seems to lie much deeper. In fact, in the analytic setting this improvement fails: by [Hot23] for a general complex torus of dimension 3 there exist Brauer classes with ind $(\alpha)=\operatorname{per}(\alpha)^{3}$.

Remark 1.4. We expect the hypothesis that $\operatorname{per}(\alpha)$ is prime to the characteristic of $k$ can be removed in Theorem 1.3. It would be enough to show that when the characteristic of $k$ is positive, then every twisted abelian threefold lifts to characteristic 0 (see Remark 17.3).

Our proof of Theorem 1.3 places it in a larger framework that we explain in the rest of the introduction.
1.2. Hodge theory of categories. Let $\mathcal{C} \subset \mathrm{D}_{\text {perf }}(X)$ be a semiorthogonal component of the category of perfect complexes on a smooth proper complex variety $X$. By [Per22], there is a canonically associated finitely generated abelian group $\mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C})$ (equal to $\pi_{0}$ of Blanc's topological K-theory [Bla16]) equipped with a weight 0 Hodge structure. There is a natural map $\mathrm{K}_{0}(\mathcal{C}) \rightarrow \mathrm{K}_{0}^{\text {top }}(\mathcal{C})$ from the Grothendieck group of $\mathcal{C}$; classes in the image are called algebraic, and they lie in the subgroup $\operatorname{Hdg}(\mathcal{C}, \mathbf{Z}) \subset \mathrm{K}_{0}^{\text {top }}(\mathcal{C})$ of integral Hodge classes. This motivates the statement of the integral Hodge conjecture for $\mathcal{C}$, which asserts that the map $\mathrm{K}_{0}(\mathcal{C}) \rightarrow \operatorname{Hdg}(\mathcal{C}, \mathbf{Z})$ is surjective. Similarly, the Hodge conjecture for $\mathcal{C}$ asserts surjectivity after tensoring with $\mathbf{Q}$.

In the geometric case when $\mathcal{C}=\mathrm{D}_{\text {perf }}(X)$, the construction $\mathrm{K}_{0}(\mathcal{C}) \rightarrow \operatorname{Hdg}(\mathcal{C}, \mathbf{Z})$ rationally recovers the usual cycle class map $\mathrm{CH}^{*}(X) \otimes \mathbf{Q} \rightarrow \operatorname{Hdg}^{*}(X, \mathbf{Q})$, where the target denotes the group of rational Hodge classes on $X$; in particular, the Hodge conjecture for $\mathrm{D}_{\text {perf }}(X)$ is equivalent to the usual Hodge conjecture for $X$ in all degrees. There is also a close relationship between the integral Hodge conjectures for $\mathrm{D}_{\text {perf }}(X)$ and $X$, explained in [Per22].

The connection to the period-index conjecture arises when $\mathcal{C}=\mathrm{D}_{\text {perf }}(X, \alpha)$ is the derived category of $\alpha$-twisted sheaves for a Brauer class $\alpha \in \operatorname{Br}(X)$, in which case we write $\mathrm{K}_{0}^{\mathrm{top}}(X, \alpha)$, $\operatorname{Hdg}(X, \alpha, \mathbf{Z})$, and $\mathrm{K}_{0}(X, \alpha)$ for the above invariants applied to $\mathrm{D}_{\text {perf }}(X, \alpha)$. Indeed, since the index of $\alpha$ can be computed as the minimal positive rank of an element of $\mathrm{K}_{0}(X, \alpha)$ (Lemma 2.9), the period-index conjecture for $\alpha$ may be divided into two steps:
Step 1. Construct a Hodge class $v \in \operatorname{Hdg}(X, \alpha, \mathbf{Z})$ of rank $\operatorname{per}(\alpha)^{\operatorname{dim} X-1}$.
Step 2. Show that $v$ is algebraic.
In [Hot22], the Hodge structure $\mathrm{K}^{\mathrm{top}}(X, \alpha)$ was described explicitly when $\alpha$ is topologically trivial and used to solve Step 1 for $\operatorname{per}(\alpha)$ prime to $(\operatorname{dim} X-1)$ !. In some cases, like when $X$ is an abelian variety, this method refines to a solution to Step 1 for all $\alpha$.

In this paper, we introduce a method to solve Step 2 above, or more generally to show that a given Hodge class on a category is algebraic. The method is variational in nature, and depends on the notion of an $S$-linear category $\mathcal{C}$ over a base space $S$ (discussed in $\S 4$ ), which formalizes the idea of a family of categories parameterized by $S$. There is a base change operation for such categories, giving rise to a fiber category $\mathcal{C}_{s}$ for every $s \in S$. When $\mathcal{C}$ is smooth and proper of geometric origin over $S$, meaning it arises as an $S$-linear semiorthogonal component of $\mathrm{D}_{\text {perf }}(X)$ for a smooth proper morphism $X \rightarrow S$, then by [Per22] there is a local system $\mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C} / S)$ on $S$ underlying a weight 0 variation of Hodge structures, with fibers $\mathrm{K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$ for $s \in S(\mathbf{C})$.

Conjecture 1.5 (Noncommutative variational integral Hodge conjecture). Let $\mathfrak{C}$ be a smooth proper $S$-linear category of geometric origin, where $S$ is a complex variety. Let $v$ be a section of the local system $\mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C} / S)$ on $S$. Assume that there exists a point $0 \in S(\mathbf{C})$ such that the fiber $v_{0} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(\mathfrak{C}_{0}\right)$ is algebraic. Then $v_{s} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$ is algebraic for every $s \in S(\mathbf{C})$.

Like the (variational) integral Hodge conjecture for varieties, this statement is false in general, but in keeping with tradition we still refer to it as a "conjecture". Nonetheless, one can hope to prove that Conjecture 1.5 holds in special situations.

For instance, by [Per22, Proposition 8.1] it holds when $v_{0}$ is not only algebraic, but can be realized as class of an object $E_{0} \in \mathcal{C}_{0}$ at which the morphism $\mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S) \rightarrow S$ is smooth, where $\mathcal{M}_{\mathrm{gl}}(\mathcal{C} / S)$ is the relative moduli space of gluable objects in $\mathcal{C}$ (reviewed in §7.1). As shown in [Per22], this criterion can be effectively applied when $\mathcal{C}$ is a CY2 category over $S$, which roughly means that it has the same homological properties as the derived category of a family of Calabi-Yau surfaces (see Definition 6.1 for the precise meaning of a CYn category in general). There are two key ingredients:
(1) A general version of Mukai's smoothness theorem, asserting that the moduli space $s \mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S, v)$ of simple gluable objects of class $v$ is smooth over $S$.
(2) The existence of many simple gluable objects on K3 and abelian surfaces, which follows from nonemptiness of moduli spaces of Bridgeland stable objects.
The upshot is that Conjecture 1.5 holds essentially whenever $\mathcal{C}$ is a CY2 category over $S$ and $\mathcal{C}_{0} \simeq \mathrm{D}^{\mathrm{b}}(T)$ for a K3 or abelian surface $T$ [Per22, Theorem 1.1]. In particular, this leads to a proof of the integral Hodge conjecture for CY2 categories that can be suitably specialized to the derived category of a K3 or abelian surface.

The above method fails badly in higher dimensions. Namely, for CYn categories of dimension $n \geq 3$, moduli spaces of objects are rarely smooth and nonemptiness of moduli spaces of stable objects is far from understood, even when $\mathcal{C}=\mathrm{D}_{\text {perf }}(X)$ is geometric. We develop a new approach in the CY3 case, which is roughly to count the number solutions to $v_{0}=\left[E_{0}\right]$ with $E_{0} \in \mathfrak{C}_{0}$ a stable object, and to show that Conjecture 1.5 holds when it is nonzero. The precise meaning of this count depends on new foundations for Donaldson-Thomas theory.
1.3. Donaldson-Thomas theory. Let $X$ be a smooth projective complex threefold which is Calabi-Yau in the sense that $\omega_{X} \cong \mathcal{O}_{X}$. Let $v \in \mathrm{~K}_{0}^{\text {top }}(X)$ be a topological class and $H$ a polarization on $X$ such that Gieseker $H$-semistability and $H$-stability coincide for sheaves on $X$ of class $v$. The expected dimension of the moduli space $M_{H}(v)$ of such semistable sheaves at a point $E$ is $\operatorname{dim} \operatorname{Ext}^{1}(E, E)-\operatorname{dim} \operatorname{Ext}^{2}(E, E)$, which vanishes by Serre duality and the Calabi-Yau assumption. The actual dimension of $M_{H}(v)$, however, is often much larger. To remedy this, Thomas [Tho00] showed that $M_{H}(v)$ carries a symmetric perfect obstruction theory in the sense of Behrend-Fantechi [BF97, BF08], which gives rise to a cycle of the expected dimension, the virtual fundamental class

$$
\left[M_{H}(v)\right]^{\mathrm{vir}} \in \mathrm{CH}_{0}\left(M_{H}(v)\right) .
$$

The degree of this 0 -cycle is the Donaldson-Thomas (DT) invariant of $M_{H}(v)$, which plays a central role in modern enumerative geometry. There are also important extensions of these invariants to other settings, for instance to moduli spaces $M_{\sigma}(v)$ of stable objects with respect to a stability condition $\sigma$ on $\mathrm{D}^{\mathrm{b}}(X)$ [JS12, KS08].

DT invariants are typically studied on Calabi-Yau threefolds which are strict in the sense that $h^{1}\left(\mathcal{O}_{X}\right)=0$. Indeed, when $h^{1}\left(\mathcal{O}_{X}\right)>0$ then there are extra symmetries which often force the DT invariants to vanish. In such cases, one can instead hope to construct interesting reduced $D T$ invariants by suitably modifying the space $M_{H}(v)$ and its obstruction theory. This was done by Gulbrandsen [Gul13] for abelian threefolds and by Oberdieck [Obe18] for
the product of a K3 surface and elliptic curve; their constructions, however, are ad hoc and depend on the geometry of the specific situation.

In this paper, we develop a general theory of reduced DT invariants for CY3 categories. The main construction is summarized in the following theorem.

Theorem 1.6. Let $\mathcal{C}$ be a CY3 category of geometric origin over $\mathbf{C}$. Let $\sigma$ be a stability condition on $\mathcal{C}$ over $\mathbf{C}$ with respect to a topological Mukai homomorphism. Let $v \in \mathrm{~K}_{0}^{\mathrm{top}}(\mathcal{C})$ be a class for which no strictly $\sigma$-semistable objects of class $v$ exist. Let $\operatorname{Aut}^{0}(\mathbb{C})$ denote the identity component of the group of autoequivalences of $\mathfrak{C}$.

Then if the quotient stack $M_{\sigma}(v) / \operatorname{Aut}^{0}(\mathrm{C})$ is Deligne-Mumford, it carries a canonical symmetric perfect obstruction theory and hence virtual fundamental class

$$
\left[M_{\sigma}(v) / \operatorname{Aut}^{0}(\mathcal{C})\right]^{\mathrm{vir}} \in \mathrm{CH}_{0}\left(M_{\sigma}(v) / \operatorname{Aut}^{0}(\mathcal{C})\right)
$$

If moreover $\operatorname{Aut}^{0}(\mathcal{C})$ is proper, then so is $M_{\sigma}(v) / \operatorname{Aut}^{0}(\mathcal{C})$, and thus the virtual class can be integrated to define a reduced DT invariant

$$
\operatorname{DT}_{\sigma}(v):=\int_{\left[M_{\sigma}(v) / \operatorname{Aut}^{0}(\mathcal{C})\right]^{\mathrm{vir}}} 1
$$

Remark 1.7. We have chosen to denote the reduced DT invariant by $\mathrm{DT}_{\sigma}(v)$, without any adornment, as we believe it is the "true" DT invariant in general. Indeed, for $\mathcal{C}=\mathrm{D}_{\text {perf }}(X)$ it recovers the classical DT invariant when $X$ is a strict Calabi-Yau threefold and the previously studied reduced DT invariant when $X$ has an abelian factor.

In the formulation of Theorem 1.6, we use the notion of a stability condition relative to a base developed in $\left[\mathrm{BLM}^{+} 21\right]$; in particular, this guarantees that a proper moduli space $M_{\sigma}(v)$ of $\sigma$-semistable objects of class $v$ does indeed exist. The Mukai homomorphism of $\sigma$ being topological is always satisfied in practice, and means that its value on any class in $\mathrm{K}_{0}(\mathcal{C})$ is determined by its image in $\mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C})$ (Definition 11.2). The construction and properties of the group algebraic space of autoequivalences $\operatorname{Aut}(\mathcal{C})$ and its identity component $\operatorname{Aut}^{0}(\mathcal{C})$ are discussed in $\S 8$; in particular, the assumption that $\operatorname{Aut}^{0}(\mathcal{C})$ is proper is mild, and holds automatically for twisted derived categories of Calabi-Yau varieties (Lemma 8.14).

In the body of the text, we prove a more general version of Theorem 1.6 that applies to suitable quotients of substacks of the moduli stack of all objects in $\mathcal{C}$ (Theorem 14.4 and Definition 15.1). In particular, we also obtain an analog of Theorem 1.6 for moduli spaces of Gieseker semistable sheaves (Definition 15.6). Our general result also works in families, leading to the constancy of our DT invariants under deformations of $\mathcal{C}$.

Theorem 1.8. Let $\mathcal{C}$ be a CY3 category of geometric origin over a smooth complex variety $S$. Let $\sigma$ be a stability condition on $\mathcal{C}$ over $S$ with respect to a topological Mukai homomorphism. Let $v$ be a section of the local system $\mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C} / S)$ such that for every $s \in S(\mathbf{C})$, the fiber $v_{s} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$ is a Hodge class and there are no strictly $\sigma_{s}$-semistable objects in $\mathcal{C}_{s}$ of class $v_{s}$. Let $\mathrm{Aut}^{0}(\mathcal{C} / S)$ denote the identity component of the group of $S$-linear autoequivalences of $\mathcal{C}$.

Then if the quotient stack $M_{\sigma}(v) / \operatorname{Aut}^{0}(\mathrm{C} / S)$ is Deligne-Mumford, it carries a canonical symmetric perfect obstruction theory over $S$. If moreover $\operatorname{Aut}^{0}(\mathrm{C} / S) \rightarrow S$ is proper, then the reduced DT invariants $\mathrm{DT}_{\sigma_{s}}\left(v_{s}\right)$ of the fibers are independent of $s \in S(\mathbf{C})$.

We construct the obstruction theory in Theorem 1.8 in terms of the "cohomology" of a natural 3-term "complex of complexes" (14.4) on the moduli stack of $\sigma$-semistable objects,
involving the action of Hochschild cohomology on the endomorphisms of the universal object. To do so, we use derived algebraic geometry - in particular a derived enhancement of the quotient stack $M_{\sigma}(v) / \operatorname{Aut}^{0}(\mathrm{C} / S)$ - combined with Pridham's semiregularity results [Pri22]. Our method should also be useful for constructing reduced obstruction theories in other settings; see $\S 1.6 .2$ for an upcoming example.

Now we can state our criterion in terms of DT invariants for the validity of the noncommutative variational integral Hodge conjecture.

Theorem 1.9. Let $\mathcal{C}$ be a CY3 category of geometric origin over a smooth complex variety $S$. Let $\sigma$ be a stability condition on $\mathcal{C}$ over $S$ with respect to a topological Mukai homomorphism. Let $v$ be a section of $\mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C} / S)$ whose fibers $v_{s} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$ are Hodge classes for all $s \in S(\mathbf{C})$. Assume there exists a point $0 \in S(\mathbf{C})$ such that:
(1) There do not exist strictly $\sigma_{0}$-semistable objects of class $v_{0}$.
(2) $M_{\sigma_{0}}\left(v_{0}\right) / \operatorname{Aut}^{0}\left(\mathfrak{C}_{0}\right)$ is Deligne-Mumford.
(3) $\mathrm{DT}_{\sigma_{0}}\left(v_{0}\right) \neq 0$.

Then for every $s \in S(\mathbf{C})$ the moduli space $M_{\sigma_{s}}\left(v_{s}\right)$ is nonempty, and in particular, the class $v_{s} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$ is algebraic.

Again, in the body of the text we prove a more general version of Theorem 1.9 that applies to suitable quotients of substacks of the moduli stack of all objects in $\mathcal{C}$ (Theorem 16.1). In particular, we also obtain an analog of Theorem 1.9 for moduli spaces of Gieseker semistable sheaves (Corollary 16.3). The key input for the proof of the above criterion is the deformation invariance of reduced DT invariants from Theorem 1.8.
1.4. The period-index conjecture for abelian threefolds. Now we can complete the sketch of our proof of Theorem 1.3, the period-index conjecture for abelian threefolds. By a lifting argument, the theorem reduces to the case where the base field is the complex numbers. As explained in $\S 1.2$, given any complex abelian threefold $X_{1}$ and Brauer class $\alpha_{1} \in \operatorname{Br}\left(X_{1}\right)$, it suffices to construct a Hodge class $v_{1} \in \operatorname{Hdg}\left(X_{1}, \alpha_{1}, \mathbf{Z}\right)$ of rank $\operatorname{per}\left(\alpha_{1}\right)^{2}$ such that $v_{1}$ is algebraic. To do so, we construct: a family $X \rightarrow S$ of abelian threefolds with a Brauer class $\alpha \in \operatorname{Br}(X)$; a stability condition $\sigma$ on $\mathcal{C}=\mathrm{D}_{\text {perf }}(X, \alpha)$ over $S$, a section $v$ of $\mathrm{K}_{0}^{\text {top }}(\mathcal{C} / S)$, and a point $0 \in S(\mathbf{C})$ satisfying the hypotheses of Theorem 1.9; and a point $1 \in S(\mathbf{C})$ such that ( $X_{1}, \alpha_{1}$ ) is the fiber of $(X, \alpha)$ over 1 and $v_{1}$ has rank per $\left(\alpha_{1}\right)^{2}$. Then by Theorem 1.9 the class $v_{1}$ is algebraic.

The construction of the data ( $X, \alpha, S, \sigma, v, 0,1$ ) is quite intricate, but the main idea is that by specializing $X_{1}$ into a suitable Hodge locus in the moduli space of polarized abelian threefolds, we are able to choose the family $(X, \alpha) \rightarrow S$ so that $\alpha_{0} \in \operatorname{Br}\left(X_{0}\right)$ vanishes, and thus reduce to computing a classical invariant $\mathrm{DT}_{\sigma_{0}}\left(v_{0}\right)$ on an abelian threefold $X_{0}$. There is still the issue that $v_{0}$ is a higher rank class, whose DT invariant is difficult to access directly, but by using results from [OPT22] on the behavior of DT invariants under the action of derived equivalences and wall-crossing, we are able to further reduce to the case of a curve class. For a very careful choice of $v$, we are able to ensure the DT invariant of the resulting curve class is computable and nonzero, using results from [OS20, BOPY18]. This argument illustrates a powerful, and somewhat surprising, feature of our theory of DT invariants for CY3 categories: it allows one to deduce algebraicity results for a priori inaccessible "noncommutative" objects from purely geometric arguments, like curve counting.

The above summary elided a number of subtleties in the proof of Theorem 1.3. For instance, in order to construct $\sigma$ we generalize the known constructions of stability conditions on varieties, and in particular on abelian threefolds [BMS16], to the twisted setting. To ensure that strictly $\sigma_{0}$-semistable objects of class $v_{0}$ do not exist, we use the deformation theorem for relative stability conditions from [ $\left.\mathrm{BLM}^{+} 21\right]$; in fact, the ability to make such an argument dictated our use of stability conditions, as it is not possible to arrange the analogous condition only using a relative polarization and Gieseker stability. For a more detailed discussion of Theorem 1.3 and its proof, we refer to $\S 17$.
1.5. The integral Hodge conjecture for twisted Calabi-Yau threefolds. In $\S 1.2$ we explained that for a smooth proper complex variety $X$ and a Brauer class $\alpha \in \operatorname{Br}(X)$, the period-index conjecture can be regarded as an instance of the integral Hodge conjecture for $(X, \alpha)$. As a complement to the above results, when $X$ is a Calabi-Yau threefold we show that conversely the integral Hodge conjecture for $(X, \alpha)$ is completely controlled by the index of $\alpha$.

More precisely, consider the Voisin group

$$
\mathrm{V}(X, \alpha)=\operatorname{coker}\left(\mathrm{K}_{0}(X, \alpha) \rightarrow \operatorname{Hdg}(X, \alpha, \mathbf{Z})\right),
$$

which measures the failure of the integral Hodge conjecture for $(X, \alpha)$, and the Hodge-theoretic index

$$
\operatorname{ind}_{\mathrm{Hdg}}(\alpha)=\min \{\operatorname{rk} v \mid v \in \operatorname{Hdg}(X, \alpha, \mathbf{Z}), \operatorname{rk} v>0\},
$$

which is the Hodge-theoretic incarnation of the formula for $\operatorname{ind}(\alpha)$ in terms of the ranks of objects in $\mathrm{D}_{\text {perf }}(X, \alpha)$. The Hodge-theoretic index was introduced in [Hot22], where it is observed that in general $\operatorname{ind}_{\mathrm{Hdg}}(\alpha) \mid \operatorname{ind}(\alpha)$ and the integral Hodge conjecture for $(X, \alpha)$ implies equality. When $X$ is a Calabi-Yau threefold, we show that conversely the only possible obstruction to the integral Hodge conjecture for $(X, \alpha)$ is whether $\operatorname{ind}_{\mathrm{Hdg}}(\alpha)=\operatorname{ind}(\alpha)$.

Theorem 1.10. Let $X$ be a complex Calabi-Yau threefold and let $\alpha \in \operatorname{Br}(X)$. Then

$$
\# \mathrm{~V}(X, \alpha)=\frac{\operatorname{ind}(\alpha)}{\operatorname{ind}_{\mathrm{Hdg}}(\alpha)} .
$$

The proof builds on the fact that the usual integral Hodge conjecture holds for CalabiYau threefolds [Voi06, Gra04, Tot21]. Since in general per $(\alpha)\left|\operatorname{ind}_{\text {Hdg }}(\alpha)\right| \operatorname{ind}(\alpha)$ [Hot22, Lemma 5.8], by combining Theorem 1.3 and Theorem 1.10 we deduce the integral Hodge conjecture for many twisted abelian threefolds.

Corollary 1.11. Let $X$ be a complex abelian threefold and let $\alpha \in \operatorname{Br}(X)$. Then

$$
\# \mathrm{~V}(X, \alpha) \mid \operatorname{per}(\alpha) .
$$

Moreover, if $\operatorname{ind}_{\mathrm{Hdg}}(\alpha)=\operatorname{per}(\alpha)^{2}$, then the integral Hodge conjecture holds for $(X, \alpha)$.
When $(X, \alpha)$ is sufficiently generic, the equality $\operatorname{ind}_{\mathrm{Hdg}}(\alpha)=\operatorname{per}(\alpha)^{2}$ holds (see Lemma 22.7 and Example 22.8); the only remaining case of the integral Hodge conjecture for twisted abelian threefolds is thus along the special loci where $\operatorname{ind}_{H d g}(\alpha)=\operatorname{per}(\alpha)$. As an interesting consequence of Corollary 1.11, we give an example of a Severi-Brauer variety $P$ for which the classical integral Hodge conjecture fails, but the integral Hodge conjecture for $\mathrm{D}_{\text {perf }}(P)$ holds (Corollary 22.9).
1.6. Further directions. Our work suggests several further directions.
1.6.1. Derived enhancements. Many obstruction theories are known to arise from derived algebraic geometry in the following sense: given a derived enhancement $i: \mathcal{X} \rightarrow \mathfrak{X}$ of an algebraic stack $\mathcal{X}$, the induced morphism between cotangent complexes provides an obstruction theory for $\mathcal{X}$ (Remark 13.4). A natural question is whether the obstruction theory from Theorem 1.8 arises from a derived enhancement of $M_{\sigma}(v) / \operatorname{Aut}^{0}(\mathcal{C} / S)$.

In a sequel to this paper, we will provide a positive answer to this question. In fact, our proof of Theorem 1.8 already provides some of the ingredients for the construction of the desired derived enhancement (see Remark 14.7).
1.6.2. Dimension 4. It is natural to wonder whether our approach to the period-index conjecture can be extended to higher dimensions. The main missing ingredient is a suitable version of DT theory. In dimension 4, a theory of DT invariants for Calabi-Yau varieties was recently developed by Borisov and Joyce [BJ17] from a differential geometric perspective, and subsequently by Oh and Thomas [OT23] from an algebraic one. More recently, Bae, Kool, and Park [BKP22] observed that these DT invariants typically vanish for classes not supported on curves, and constructed a reduced theory to obtain nontrivial invariants.

In a sequel to this paper, we will extend our theory of reduced DT invariants to the setting of CY4 categories; in fact, some of the necessary ingredients are already contained in this paper. In particular, we will construct a generalization of the DT theory from [BKP22] which allows a CY4 category $\mathcal{C}$ in place of a Calabi-Yau fourfold and incorporates an additional reduction when $\operatorname{Aut}^{0}(\mathcal{C})$ is nontrivial. This opens a potential route to proving the unramified period-index conjecture for abelian fourfolds, along the lines of our proof of Theorem 1.3.
1.6.3. Other threefolds. Theorem 1.3 can be regarded as a proof of concept for the use of DT theory in the study of the period-index problem for threefolds. In principle, our method could be applied directly to the period-index conjecture for unramified topologically trivial Brauer classes on a threefold $X$ with the following properties:
(1) $X$ is Calabi-Yau.
(2) $X$ admits stability conditions.
(3) $X$ admits deformations along which any topologically trivial Brauer class can be killed.
(4) $X$ has computable reduced DT invariants for sufficiently many higher rank classes.

We have formulated the last two properties loosely, since the precise form in which they are needed could depend subtly on the geometry of the situation, as indicated in §1.4.

The most restrictive condition above is that $X$ is Calabi-Yau. Without it, we do not know how to define DT invariants for higher rank classes, so our approach to the period-index conjecture cannot get off the ground.

Question 1.12. Does there exist a theory of DT invariants for higher rank classes on smooth projective threefolds which are not necessarily Calabi-Yau?

More precisely, one might hope for the existence of a natural virtual fundamental class (not necessarily of degree 0 ) on moduli spaces of stable objects on any smooth projective threefold $X$, which could then be used to define enumerative invariants. Another possibility is to pass to the local Calabi-Yau fourfold $Y=\operatorname{Tot}\left(K_{X}\right)$, and then to study DT invariants on $Y$.
1.6.4. The integral Hodge conjecture for CY3 categories. If $X$ is a complex Calabi-Yau threefold, then the usual integral Hodge conjecture holds for $X$ [Voi06, Gra04, Tot21]. It follows
that the integral Hodge conjecture holds for $\mathrm{D}_{\text {perf }}(X)$. This is the special case of Theorem 1.10 when $\alpha=0$. This suggests:
Question 1.13. Does the integral Hodge conjecture hold for any CY3 category of geometric origin over $\mathbf{C}$ ?

Categories of the form $\mathrm{D}_{\text {perf }}(X, \alpha)$ for a Calabi-Yau threefold $X$ and Brauer class $\alpha \in \operatorname{Br}(X)$ provide an interesting source of test cases for Question 1.13. As mentioned above, in this paper we reduce the question to the equality $\operatorname{ind}_{H d g}(\alpha)=\operatorname{ind}(\alpha)$, and provide a positive answer for generically twisted abelian threefolds.

Another interesting source of test cases for Question 1.13 come from Kuznetsov components of certain Fano varieties [Kuz19]. For these examples, it seems that one can often provide a positive answer by elementary geometric means. For instance, in Lemma 6.6 we explain that the integral Hodge conjecture holds for the Kuznetsov component of any cubic sevenfold (as well as for the cubic sevenfold itself).
1.7. Organization of the paper. Part I, consisting of $\S 2-\S 6$, concerns preliminaries on noncommutative algebraic geometry. We develop the theory in the correct generality for the rest of the paper, and prove some auxiliary results for which we could not find a suitable reference, like Lemma 5.12 describing the dual of a Chern character valued in Hochschild homology, or Lemmas 5.6 and 5.17 computing the Hochschild (co)homology of a Brauertwisted scheme.

Part II, consisting of $\S 7-\S 9$, concerns moduli spaces of objects in smooth proper categories. In $\S 7$ we recall general existence results for such moduli spaces and their derived enhancements. In $\S 8$ we study the structure of the group of autoequivalences of smooth proper categories. In $\S 9$ we study quotients of (open subspaces of) the moduli space of objects by (open subgroups of) the group of autoequivalences; in particular, we describe the cotangent complex of a derived version of this quotient.

Part III, consisting of $\S 10-\S 12$, concerns notions of stability. Except for notation, it is independent from Part II. In $\S 10$ we review the theory of stability for twisted sheaves. In $\S 11$ we discuss the theory of stability conditions on linear categories; along the way, we introduce the notion of a topological Mukai homomorphism and study the action of the identity component of the group of autoequivalences on stability conditions. In $\S 12$ we extend the previously known constructions of stability conditions to the twisted setting.

Part IV, consisting of $\S 13-\S 16$, develops reduced Donaldson-Thomas theory for CY3 categories, combining ingredients from Parts II and III. In $\S 13$ we cover preliminaries on obstruction theories and virtual fundamental classes. In $\S 14$ we construct a reduced symmetric perfect obstruction theory on a suitable quotient of the moduli space of objects in a CY3 category. We use this in $\S 15$ to define reduced DT invariants that are preserved under deformations, completing in particular the proofs of Theorems 1.6 and 1.8. In $\S 16$ we deduce the criterion of Theorem 1.9 for the validity of the noncommutative variational integral Hodge conjecture.

Part V, consisting of $\S 17-\S 21$ and Appendix A, is devoted to the proof of Theorem 1.3. A reader primarily interested in the period-index conjecture may wish to skip directly to Part V, referring back to the material from Parts I-IV as necessary. In $\S 17$ we explain how Theorem 1.3 reduces to the case of complex abelian threefolds, and outline the proof in this case. The rest of Part V consists of assembling the ingredients to complete this outline. In $\S 18$ we discuss the Hodge structure $\mathrm{K}_{0}^{\mathrm{top}}(X, \alpha)$ associated to a twisted abelian variety and construct Hodge classes of the rank predicted by the period-index conjecture, compatibly in
families. In $\S 19$ we discuss a quartic form, known as Igusa's discriminant, on the rational even cohomology of an abelian threefold, which is invariant under autoequivalences and plays an important technical role in our analysis of DT invariants. In $\S 20$ we prove the nonvanishing of many curve class DT invariants on abelian threefolds. Finally, in $\S 21$ we prove Theorem 1.3 along the lines sketched in $\S 1.4$ above; this relies on some technical auxiliary results about abelian threefolds, gathered in Appendix A.

Part VI, consisting of $\S 22-\S 24$, contains several complements to Theorem 1.3. In $\S 22$ we discuss applications to the integral Hodge conjecture, and in particular prove Theorem 1.10 concerning the conjecture for twisted Calabi-Yau threefolds. In $\S 23-\S 24$ we explain why naive approaches based on symbol length or twisted Fourier-Mukai partners do not suffice to prove Theorem 1.3.
1.8. Conventions. A variety over a field $k$ is an integral scheme which is separated and of finite type over $k$. A variety is Calabi-Yau if it is smooth, proper, and $\omega_{X} \cong \mathcal{O}_{X}$. We follow [Sta24] for our conventions on algebraic stacks.

We suppress the analytification of varieties over $\mathbf{C}$. For instance, given a variety $X$ over $\mathbf{C}$ and a sheaf of abelian groups $A, \mathrm{H}^{*}(X, A)$ refers to the sheaf cohomology of $A$ in the analytic topology. Similarly, if $f: X \rightarrow S$ is a morphism, then the higher pushforwards $\mathrm{R}^{*} f_{*} A$ are taken in the analytic topology.

Our conventions on derived algebraic geometry are laid out in $\S 3$; in particular, our fiber products are derived (Convention 3.2). All functors between derived categories are also derived by convention; in particular, for a morphism $f: X \rightarrow Y$ we write simply $f_{*}$ and $f^{*}$ for derived pushforward and pullback, and we write $\otimes$ for the derived tensor product of complexes. For a morphism $\alpha: E \rightarrow F$ in a stable $\infty$-category $\mathcal{C}$, we write $\operatorname{fib}(\alpha)$ and $\operatorname{cofib}(\alpha)$ for its fiber and cofiber; in particular, we apply this convention when $\mathcal{C}$ is a derived category, in which case fib $(\alpha)$ and $\operatorname{cofib}(\alpha)$ are classically denoted cone $(\alpha)[-1]$ and cone $(\alpha)$. Given a morphism $X \rightarrow Y$ and a complex $E$ on $Y$, we sometimes denote its pullback to $X$ by $E \otimes \mathcal{O}_{X}$, to avoid a proliferation of names of morphisms.
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## Part I. Noncommutative algebraic geometry

## 2. Twisted sheaves

The derived category of twisted sheaves is a motivating example for noncommutative algebraic geometry, which plays a central role in our results on the period-index conjecture later in the paper. In this section, we give a concise account of the theory tailored to our applications. This material has been extensively developed by Lieblich [Lie07], to which we refer for further details.
2.1. Brauer groups. For a scheme $X$, the Brauer group

$$
\operatorname{Br}(X):=\mathrm{H}_{\text {êt }}^{2}\left(X, \mathbf{G}_{m}\right)_{\text {tors }}
$$

is the torsion subgroup of the étale cohomology group $\mathrm{H}_{\hat{e} \mathrm{t}}^{2}\left(X, \mathbf{G}_{m}\right)$. In the literature $\operatorname{Br}(X)$ is sometimes called the cohomological Brauer group, to distinguish it from the Brauer-Azumaya group $\operatorname{Br}_{\mathrm{Az}}(X)$ defined as the group of Azumaya algebras on $X$ modulo Morita equivalence. However, when $X$ admits an ample line bundle, as will be the case for the examples of interest in this paper, the natural map $\operatorname{Br}_{\mathrm{Az}}(X) \rightarrow \operatorname{Br}(X)$ is an isomorphism [dJ].

The $n$-torsion in the Brauer group can be described by étale cohomology with finite coefficients. Namely, if $n$ is an integer invertible on $X$, then there is an exact sequence

$$
\begin{equation*}
0 \rightarrow \operatorname{Pic}(X) / n \rightarrow \mathrm{H}_{\text {et }}^{2}\left(X, \boldsymbol{\mu}_{n}\right) \rightarrow \operatorname{Br}(X)[n] \rightarrow 0, \tag{2.1}
\end{equation*}
$$

obtained by taking cohomology of the Kummer sequence. Taking limits and comparing to usual cohomology, we obtain the following topological description of the Brauer group for complex varieties.

Lemma 2.1. Let $X$ be a complex variety. Then there is an exact sequence

$$
0 \rightarrow \frac{\mathrm{H}^{2}(X, \mathbf{Z})}{\operatorname{Pic}(X)} \otimes \mathbf{Q} / \mathbf{Z} \rightarrow \operatorname{Br}(X) \rightarrow \mathrm{H}^{3}(X, \mathbf{Z})_{\mathrm{tors}} \rightarrow 0
$$

Proof. Using $\boldsymbol{\mu}_{n} \cong \mathbf{Z} / n$ and the comparison with singular cohomology, by taking the colimit of the sequences (2.1) we obtain the exact sequence

$$
0 \rightarrow \operatorname{Pic}(X) \otimes \mathbf{Q} / \mathbf{Z} \rightarrow \mathrm{H}^{2}(X, \mathbf{Q} / \mathbf{Z}) \rightarrow \operatorname{Br}(X) \rightarrow 0
$$

On the other hand, the exact sequence $0 \rightarrow \mathbf{Z} \rightarrow \mathbf{Q} \rightarrow \mathbf{Q} / \mathbf{Z} \rightarrow 0$ gives an exact sequence on cohomology

$$
0 \rightarrow \mathrm{H}^{2}(X, \mathbf{Z}) \otimes \mathbf{Q} / \mathbf{Z} \rightarrow \mathrm{H}^{2}(X, \mathbf{Q} / \mathbf{Z}) \rightarrow \mathrm{H}^{3}(X, \mathbf{Z})_{\text {tors }} \rightarrow 0 .
$$

The two sequences fit together in a commutative diagram

which gives the result.
Definition 2.2. Let $X$ be a complex variety, and let $\alpha \in \operatorname{Br}(X)$. Then $\alpha$ is topologically trivial if it lies in the kernel of the morphism to $\mathrm{H}^{3}(X, \mathbf{Z})_{\text {tors }}$.

Remark 2.3. When $X$ is a scheme and $\ell$ is a prime invertible on $X$, then there is a similar sequence describing the $\ell$-power torsion in $\operatorname{Br}(X)$ :

$$
0 \rightarrow \frac{\mathrm{H}_{\text {et }}^{2}\left(X, \mathbf{Z}_{\ell}(1)\right)}{\operatorname{Pic}(X) \otimes \mathbf{Z}_{\ell}} \otimes \mathbf{Q}_{\ell} / \mathbf{Z}_{\ell} \rightarrow \operatorname{Br}(X)\left[\ell^{\infty}\right] \rightarrow \mathrm{H}_{\text {ett }}^{3}\left(X, \mathbf{Z}_{\ell}(1)\right)_{\text {tors }} \rightarrow 0
$$

The following useful observation says that Brauer classes can be killed after passage to a finite cover.

Lemma 2.4. Let $X$ be a smooth projective variety and $\alpha \in \operatorname{Br}_{\mathrm{Az}}(X)$. Then there exists a smooth projective variety $Y$ and a surjective finite flat morphism $f: Y \rightarrow X$ such that $f^{*}(\alpha)=0$.

Proof. Let $p: P \rightarrow X$ be a Severi-Brauer variety of class $\alpha$. Then $p^{*}(\alpha)=0$, so it suffices to construct a smooth subvariety $Y \subset P$ such that the map $Y \rightarrow X$ is surjective and finite. This can be done by taking $Y$ to be a sufficiently generic complete intersection of very ample divisors in $P$ (see [Lie07, Lemma 3.2.2.1]).
2.2. Categories of twisted sheaves. Given a scheme $X$ and a class $\alpha \in H_{\text {ett }}^{2}\left(X, \mathbf{G}_{m}\right)$, there are several models for the category of $\alpha$-twisted sheaves, each depending on an auxiliary choice:
(1) One can choose a $\mathbf{G}_{m}$-gerbe $\mathcal{X} \rightarrow X$ of class $\alpha$, and consider sheaves on $\mathcal{X}$ for which the inertial action is given by the standard character [Lie07]. When $\alpha$ is $n$-torsion, one can instead choose a $\boldsymbol{\mu}_{n}$-gerbe $\mathcal{X} \rightarrow X$ whose class maps to $\alpha$ under the map $\mathrm{H}_{\text {ett }}^{2}\left(X, \boldsymbol{\mu}_{n}\right) \rightarrow \mathrm{H}_{\text {ett }}^{2}\left(X, \mathbf{G}_{m}\right)$, and consider sheaves on $\mathcal{X}$ for which the inertial action is given by the standard character.
(2) One can choose a (hyper)covering and a cocycle $a$ representing $\alpha$, and consider sheaves on the cover satisfying an $a$-twisted cocycle condition [C0̆0].
(3) When $\alpha$ is represented by an Azumaya algebra $\mathcal{A}$ (which is automatic, for instance, if $X$ is a smooth quasi-projective variety), one can consider sheaves of $\mathcal{A}$-modules.

All of these models result in equivalent theories of $\alpha$-twisted sheaves, which are independent of the choices involved (see [Lie07]). For concreteness, in this paper we adopt the first approach.

Definition 2.5. Given a $\mathbf{G}_{m}$-gerbe or $\boldsymbol{\mu}_{n}$-gerbe $\pi: \mathcal{X} \rightarrow X$ over a scheme and an integer $k \in \mathbf{Z}$, we define $\mathrm{D}_{\text {perf }}^{k}(\mathcal{X})$ as the full subcategory of $\mathrm{D}_{\text {perf }}(\mathcal{X})$ spanned by complexes whose cohomology sheaves have inertial action given by $\chi^{k}$, where $\chi$ is the standard character of $\mathbf{G}_{m}$ or $\boldsymbol{\mu}_{n}$. We refer to an object of $\mathrm{D}_{\text {perf }}^{k}(\mathcal{X})$ as a $k$-twisted perfect complex, or simply a twisted perfect complex when $k=1$. We similarly define $\mathrm{D}_{\mathrm{qc}}^{k}(\mathcal{X})$ and, when $X$ is locally noetherian, $\operatorname{Coh}^{k}(\mathcal{X})$ and $\mathrm{D}^{\mathrm{b}, k}(\mathcal{X})$.

If $\alpha \in \operatorname{Br}(X)$, then we may choose a $\mathbf{G}_{m}$-gerbe or $\boldsymbol{\mu}_{n}$-gerbe $\pi: \mathcal{X} \rightarrow X$ of class $\alpha$, and consider the twisted categories defined above. By abuse of notation, we shall often suppress the choice of $\mathcal{X}$ in our notation and write simply $\mathrm{D}_{\text {perf }}(X, \alpha)$ for $\mathrm{D}_{\text {perf }}^{1}(\mathcal{X})$, and use similar abbreviations for $\mathrm{D}_{\mathrm{qc}}^{k}(\mathcal{X}), \operatorname{Coh}^{k}(\mathcal{X})$, and $\mathrm{D}^{\mathrm{b}, k}(\mathcal{X})$.
Remark 2.6. We will typically use the model for $\alpha$-twisted sheaves in terms of a $\boldsymbol{\mu}_{n}$-gerbe $\pi: \mathcal{X} \rightarrow X$, instead of a $\mathbf{G}_{m}$-gerbe. The advantage is that $\mathcal{X}$ is then a Deligne-Mumford stack. Note, however, that while the representation of $\alpha$ as a $\mathbf{G}_{m}$-gerbe is unique, the representation as a $\boldsymbol{\mu}_{n}$-gerbe is not. The nonuniqueness is measured by those $\boldsymbol{\mu}_{n}$-gerbes $\pi: \mathcal{X} \rightarrow X$ with
class $[\mathcal{X}] \in \operatorname{ker}\left(\mathrm{H}_{\mathrm{ett}}^{2}\left(X, \boldsymbol{\mu}_{n}\right) \rightarrow \mathrm{H}_{\mathrm{ett}}^{2}\left(X, \mathbf{G}_{m}\right)\right)$. Such a $\boldsymbol{\mu}_{n}$-gerbe is called essentially trivial, and can be geometrically characterized as follows [Lie07, Lemma 2.3.4.2].

Lemma 2.7. A $\boldsymbol{\mu}_{n}$-gerbe $\mathcal{X} \rightarrow X$ over a scheme $X$ is essentially trivial if and only if there exists an invertible twisted sheaf on $\mathcal{X}$.

Twisted sheaves satisfy the expected functoriality. Concretely, let $f: X \rightarrow Y$ be a morphism of schemes, let $\alpha \in \operatorname{Br}(X)$ be a Brauer class represented by a $\mu_{n}$-gerbe $\pi: \mathcal{X} \rightarrow X$, and form the pullback diagram


The class $\beta=f^{*}(\alpha) \in \operatorname{Br}(Y)$ is represented by the $\boldsymbol{\mu}_{n^{-}}$-gerbe $\pi^{\prime}: \mathcal{Y} \rightarrow Y$. The pullback and pushforward functors

$$
f^{\prime *}: \mathrm{D}_{\mathrm{qc}}(\mathcal{X}) \rightarrow \mathrm{D}_{\mathrm{qc}}(\mathcal{Y}) \quad \text { and } \quad f_{*}^{\prime}: \mathrm{D}_{\mathrm{qc}}(\mathcal{Y}) \rightarrow \mathrm{D}_{\mathrm{qc}}(\mathcal{X})
$$

respect $k$-twisted complexes, and hence induce functors between $\mathrm{D}_{\mathrm{qc}}(X, \alpha)$ and $\mathrm{D}_{\mathrm{qc}}(Y, \beta)$. The functor $f^{* *}$ restricts to a functor on categories of perfect complexes, while $f_{*}^{\prime}$ restricts to a functor on bounded derived categories of coherent sheaves when $f$ is proper. By a slight abuse of notation, we often simply write $f^{*}$ or $f_{*}$ instead of $f^{\prime *}$ or $f_{*}^{\prime}$ for the pullback or pushforward functors between twisted derived categories.

Remark 2.8. We shall frequently encounter the following situation: Let $f: Y \rightarrow X$ be a morphism of schemes, and let $\alpha \in \operatorname{Br}(X)$ be a Brauer class such that $f^{*} \alpha=0$. Choose an $f^{*} \alpha$-twisted line bundle $L$ (on a representative gerbe $\mathcal{Y}$ as above), and consider the functors

$$
\begin{array}{ll}
f_{L}^{*}: \mathrm{D}_{\mathrm{qc}}(X, \alpha) \rightarrow \mathrm{D}_{\mathrm{qc}}(Y), & E \mapsto f^{*} E \otimes L^{\vee} \\
f_{*}^{L}: \mathrm{D}_{\mathrm{qc}}(Y) \rightarrow \mathrm{D}_{\mathrm{qc}}(X, \alpha), & F \mapsto f_{*}(L \otimes F) .
\end{array}
$$

Clearly, these functors depend on the choice of $L$, but any two $f^{*} \alpha$-twisted line bundles differ by an element of $\operatorname{Pic}(Y)$, so the dependence is only up to the usual action of $\operatorname{Pic}(Y)$ on $\mathrm{D}_{\mathrm{qc}}(Y)$.

In the literature, these functors are often denoted simply by $f^{*}$ and $f_{*}$, eliding the dependence on $L$.
2.3. K-theory. Given a Brauer class $\alpha \in \operatorname{Br}(X)$ on a scheme, we use the notation

$$
\mathrm{K}_{0}(X, \alpha):=\mathrm{K}_{0}\left(\mathrm{D}_{\text {perf }}(X, \alpha)\right) \quad \text { and } \quad \mathrm{G}_{0}(X, \alpha):=\mathrm{K}_{0}\left(\mathrm{D}^{\mathrm{b}}(X, \alpha)\right)
$$

for the Grothendieck groups of the categories of $\alpha$-twisted perfect and bounded coherent complexes. When $X$ is connected, taking the rank of a coherent sheaf on our chosen gerbe $\mathcal{X} \rightarrow X$ induces a rank homomorphism

$$
\text { rk: } \mathrm{G}_{0}(X, \alpha) \rightarrow \mathbf{Z},
$$

in terms of which we can give a global description of the index of $\alpha$. Recall that the index of $\alpha$ is defined by restriction to the generic point, i.e. $\operatorname{ind}(\alpha):=\operatorname{ind}\left(\alpha_{k(X)}\right)$ where $k(X)$ denotes the function field of $X$.

Lemma 2.9. Let $X$ be an integral noetherian scheme and let $\alpha \in \operatorname{Br}(X)$. Then $\operatorname{ind}(\alpha)$ equals the positive generator of the image of the rank homomorphism $\mathrm{rk}: \mathrm{G}_{0}(X, \alpha) \rightarrow \mathbf{Z}$.

Proof. Equivalently, we must show that

$$
\operatorname{ind}(\alpha)=\operatorname{gcd}\{\operatorname{rk}(F) \mid F \text { is a coherent } \alpha \text {-twisted sheaf of positive rank }\} .
$$

When $X=\operatorname{Spec}(K)$ is the spectrum of a field, this holds by [Lie08, Proposition 3.1.2.1]. The general case follows since any $\alpha_{k(X)}$-twisted coherent sheaf over the generic point can be lifted to a coherent $\alpha$-twisted sheaf by [Lie08, Lemma 3.1.3.1].

When $X$ is a proper variety over a field $k$, for $E \in \mathrm{D}_{\text {perf }}(X, \alpha)$ and $F \in \mathrm{D}^{\mathrm{b}}(X, \alpha)$ the Euler characteristic

$$
\chi(E, F)=\sum_{i}(-1)^{i} \operatorname{dim}_{k} \operatorname{Hom}(E, F[i]) \in \mathbf{Z}
$$

induces a pairing

$$
\chi: \mathrm{K}_{0}(X, \alpha) \times \mathrm{G}_{0}(X, \alpha) \rightarrow \mathbf{Z}
$$

Using this, we can define numerical versions of the above Grothendieck groups.
Definition 2.10. If $X$ is a proper variety and $\alpha \in \operatorname{Br}(X)$, then $\mathrm{K}_{\text {num }}(X, \alpha)$ is the quotient of $\mathrm{K}_{0}(X, \alpha)$ by the kernel of $\chi$ on the left, and $\mathrm{G}_{\text {num }}(X, \alpha)$ is the quotient of $\mathrm{G}_{0}(X, \alpha)$ by the kernel of $\chi$ on the right.

Remark 2.11. Let us record two simple properties.
(1) When $X$ is Gorenstein, Serre duality shows that the natural map $\mathrm{K}_{0}(X, \alpha) \rightarrow \mathrm{G}_{0}(X, \alpha)$ descends to a map

$$
\mathrm{K}_{\mathrm{num}}(X, \alpha) \rightarrow \mathrm{G}_{\mathrm{num}}(X, \alpha),
$$

which is an isomorphism if $X$ is smooth.
(2) $\mathrm{K}_{\text {num }}$ is functorial with respect to pullback and $\mathrm{G}_{\text {num }}$ is functorial with respect to pushforward. More precisely, if $f: Y \rightarrow X$ is a morphism between proper varieties and $\beta=f^{*}(\alpha)$, then pullback and pushforward induce homomorphisms

$$
\begin{aligned}
& f^{*}: \mathrm{K}_{\text {num }}(X, \alpha) \rightarrow \mathrm{K}_{\text {num }}(Y, \beta) \\
& f_{*}: \mathrm{G}_{\mathrm{num}}(Y, \beta) \rightarrow \mathrm{G}_{\mathrm{num}}(X, \alpha) .
\end{aligned}
$$

Indeed, this follows easily from the adjunction between pullback and pushforward.

## 3. Derived algebraic geometry

We will occasionally need the language of derived algebraic geometry, as developed by Lurie [Lur04, Lur17, Lur18] and Toën-Vezzosi [TV05, TV08]; for surveys, see for instance [GR17, Part I] and [Toë09, Toë10, Toë14]. Here we briefly lay out our conventions, and refer to the preceding references for more details.
3.1. Derived and higher stacks. Let dRing denote the $\infty$-category of animated rings, defined as the animation (in the sense of [ČS24, §5.1]) of the category of commutative rings, or equivalently as the $\infty$-category obtained from the category of simplicial commutative rings by inverting weak equivalences. Let dAff denote the $\infty$-category of derived affine schemes, defined as the opposite category of dRing. Let $\operatorname{Grpd}_{\infty}$ denote the $\infty$-category of $\infty$-groupoids. A derived stack is a functor $X: \mathrm{dAff}{ }^{\text {op }} \rightarrow \operatorname{Grpd}_{\infty}$ which satisfies descent with respect to the étale topology. A derived algebraic stack is a derived stack $X$ for which there exists (in
an appropriate sense) a smooth surjection from a disjoint union of derived affine schemes. ${ }^{1}$ Slightly more general still is the notion of a derived locally algebraic stack $\mathfrak{X}$, which is a derived stack that can be written as a filtered colimit of derived algebraic stacks $\mathfrak{X}_{i}$ such that each $\mathfrak{X}_{i} \rightarrow \mathfrak{X}$ is a monomorphism. ${ }^{2}$ A derived locally algebraic stack is called locally of finite presentation if each $\mathfrak{X}_{i}$ can be chosen so; in this case, the $\mathfrak{X}_{i} \rightarrow \mathfrak{X}$ are in fact Zariski open immersions (see the discussion following [TV07, Definition 2.17]), so $\mathfrak{X}$ is a union of open derived algebraic stacks which are locally of finite presentation.

To relate derived stacks to classical ones, it is useful to consider the intermediate notion of a higher stack, which is a functor $X:$ Aff ${ }^{\text {op }} \rightarrow \operatorname{Grpd}_{\infty}$ which satisfies descent with respect to the étale topology, where Aff is the category of classical affine schemes. Note that a stack in the classical sense is simply a higher stack which is 1 -truncated, i.e. takes values in the subcategory $\operatorname{Grpd} \subset \operatorname{Grpd}_{\infty}$ of 1-groupoids. Similarly to the case of derived algebraic stacks, one can define the notion of higher algebraic stacks and higher locally algebraic stacks; an algebraic stack in the classical sense can then be regarded as a 1-truncated higher algebraic stack.

Let dStk and Stk denote the $\infty$-categories of derived stacks and higher stacks. Then restriction along the inclusion Aff $\hookrightarrow$ dAff induces the functor

$$
(-)_{\mathrm{cl}}: \mathrm{dStk} \rightarrow \text { Stk }
$$

called classical truncation. For example, for $A \in \mathrm{dRing}$ we have $\operatorname{Spec}(A)_{\mathrm{cl}}=\operatorname{Spec}\left(\pi_{0}(A)\right)$. The functor $(-)_{\mathrm{cl}}$ admits a fully faithful left adjoint

$$
\iota: \text { Stk } \rightarrow \text { dStk }
$$

called derived extension. The classical truncation and derived extension functors preserve the property of being (locally) algebraic. By abuse of notation, we often simply write $X$ instead of $\iota(X)$ when we think of a higher stack as a derived stack; in particular, any classical scheme or algebraic stack may be regarded as a derived algebraic stack.

Remark 3.1 (Derived (co)limits of stacks). The categories Stk and dStk admit all colimits and limits. Classical truncation $(-)_{\mathrm{cl}}: \mathrm{dStk} \rightarrow$ Stk commutes with colimits and limits [TV08, Lemma 2.2.4.2]. Derived extension commutes with colimits (being a left adjoint), and with pullbacks along flat morphisms of higher algebraic stacks [TV08, Proposition 2.2.4.4(3)], but in general it does not commute with limits.

Convention 3.2 (Derived fiber products). Given a diagram $X \rightarrow S \leftarrow Y$ of schemes, algebraic stacks, or in general higher stacks, we write $X \times_{S} Y$ for the fiber product taken in the category dStk of derived stacks. In particular, $X \times_{S} Y$ may no longer be an object of Stk, even when $X$ and $Y$ are schemes. The truncation $\left(X \times_{S} Y\right)_{\mathrm{cl}}$ recovers the classical fiber product in view of Remark 3.1.

Remark 3.3 (Derived enhancements). Given $X \in$ Stk, a derived enhancement is a derived stack $\mathfrak{X} \in$ dStk equipped with an equivalence $\mathfrak{X}_{\mathrm{cl}} \simeq X$. In this case, by adjunction there is a canonical morphism $X \rightarrow \mathfrak{X}$. If $\mathfrak{X}$ is a derived algebraic stack, then the morphism $X \rightarrow \mathfrak{X}$ is in

[^0]fact a closed immersion that induces an equivalence between the Zariski sites of $X$ and $\mathfrak{X}$ (see [TV08, Proposition 2.2.4.7 and Lemma 2.2.2.10]). In this sense, derived algebraic geometry can be thought of as a framework for formally thickening classical algebro-geometric objects in a derived direction.
3.2. Derived categories. For an affine derived scheme $X=\operatorname{Spec}(A)$ corresponding to an animated ring $A \in \mathrm{dRing}$, the derived category of quasi-coherent sheaves is defined to be derived category of $A$-modules $\mathrm{D}_{\mathrm{qc}}(X)=\mathrm{D}(A)$, and the category of perfect complexes is the full subcategory $\mathrm{D}_{\text {perf }}(X) \subset \mathrm{D}_{\mathrm{qc}}(X)$ generated by $A$ under finite colimits and retracts. For a general derived stack $X$, the derived category of quasi-coherent sheaves is defined by right Kan extension from the case of derived affine schemes, namely
$$
\mathrm{D}_{\mathrm{qc}}(X)=\lim _{U \in \mathrm{dAff} / X} \mathrm{D}_{\mathrm{qc}}(U)
$$
where the limit (taken in the $\infty$-category of stable $\infty$-categories) is over the category of derived affine schemes over $X$. The category of perfect complexes is the full subcategory
$$
\mathrm{D}_{\mathrm{perf}}(X) \subset \mathrm{D}_{\mathrm{qc}}(X)
$$
consisting of objects whose restriction along any morphism $U \rightarrow X$ from a derived affine scheme is perfect; in other words,
$$
\mathrm{D}_{\mathrm{perf}}(X)=\lim _{U \in \mathrm{dAff} / X} \mathrm{D}_{\text {perf }}(U) .
$$

The following definition, introduced in [BZFN10], isolates a class of derived stacks with well-behaved derived categories, which contains most examples of interest.

Definition 3.4. A derived algebraic stack $X$ is perfect if the following conditions hold:
(1) The diagonal of $X$ is affine.
(2) $\mathrm{D}_{\mathrm{qc}}(X)$ is compactly generated.
(3) The compact and perfect objects of $\mathrm{D}_{\mathrm{qc}}(X)$ coincide.

The results of [BZFN10] show that the category of perfect stacks is stable under fiber products, and that derived pullback and pushforward along morphisms between perfect stacks satisfy the base change and projection formulas. To state a useful criterion for perfectness, we use the terminology that a group scheme is nice if it is an extension of a finite étale tame group scheme by a group scheme of multiplicative type.

Theorem 3.5 ([BKRS22, Theorem A.3.2]). A quasi-compact derived algebraic stack with affine diagonal and nice stabilizers is perfect.

Example 3.6. For instance, if $X$ is a quasi-compact scheme with affine diagonal and $\mathcal{X} \rightarrow X$ is a $\mathbf{G}_{m}$-gerbe or a $\boldsymbol{\mu}_{n}$-gerbe with $n$ invertible on $X$, then $\mathcal{X}$ is perfect.

## 4. Linear categories

This section concerns a formalism for "noncommutative algebraic geometry" in terms of linear categories. We largely follow [Per19], which is based on Lurie's work [Lur17], but we include various auxiliary results required later in the paper.

Fix a perfect derived algebraic stack ${ }^{3} S$, which will serve as the base space for our discussion. For most purposes in this paper, the case where $S$ is a complex variety suffices.
4.1. Small linear categories. The category $\mathrm{D}_{\text {perf }}(S)$, equipped with the operation of tensor product, may be regarded as a commutative algebra object in the category Cat $\mathrm{Ct}_{\text {st }}$ of small idempotent-complete stable $\infty$-categories. An $S$-linear category is a $\mathrm{D}_{\text {perf }}(S)$-module object of Cat $_{\text {st }}$. In particular, an $S$-linear category $\mathcal{C}$ is equipped with an action functor $\mathcal{C} \times \mathrm{D}_{\text {perf }}(S) \rightarrow \mathcal{C}$ whose action on objects is denoted by $(E, F) \mapsto E \otimes F$.

The the collection of all $S$-linear categories is organized into an $\infty$-category

$$
\operatorname{Cat}_{S}=\operatorname{Mod}_{\mathrm{D}_{\text {perf }}(S)}\left(\operatorname{Cat}_{\mathrm{st}}\right)
$$

and admits a symmetric monoidal structure with unit $\mathrm{D}_{\text {perf }}(S)$ and tensor product denoted

$$
\mathcal{C} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{D} .
$$

A morphism $\mathcal{C} \rightarrow \mathcal{D}$ in $\mathrm{Cat}_{S}$ is called an $S$-linear functor; the collection of all such form the objects of an $S$-linear category $\operatorname{Fun}_{S}(\mathcal{C}, \mathcal{D})$, which is the internal mapping object in Cat ${ }_{S}$.

For any morphism $T \rightarrow S$ of perfect derived algebraic stacks, the tensor product

$$
\begin{equation*}
\mathfrak{C}_{T}=\mathcal{C} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathrm{D}_{\text {perf }}(T) \tag{4.1}
\end{equation*}
$$

is naturally a $T$-linear category, called the base change of $\mathcal{C}$ along $T \rightarrow S$; similarly, for any $S$-linear functor $\Phi: \mathcal{C} \rightarrow \mathcal{D}$, by base change we obtain a $T$-linear functor $\Phi_{T}: \mathcal{C}_{T} \rightarrow \mathcal{D}_{T}$. There is a natural functor $\mathcal{C} \rightarrow \mathcal{C}_{T}$, whose action on objects we often denote by $E \mapsto E_{T}$. For any point $s \in S$, the base change along $\operatorname{Spec}(\kappa(s)) \rightarrow S$ gives a $\kappa(s)$-linear category $\mathcal{C}_{s}$ called the fiber of $\mathcal{C}$ over $s$. In this way, an $S$-linear category can be thought of as a family of categories parameterized by $S$, or as a "noncommutative scheme" over $S$.

Example 4.1. Let $f: X \rightarrow S$ be a morphism of perfect derived algebraic stacks. Then $\mathrm{D}_{\text {perf }}(X)$ is naturally an $S$-linear category, with the action of $F \in \mathrm{D}_{\text {perf }}(S)$ given by $-\otimes$ $f^{*} F: \mathrm{D}_{\text {perf }}(X) \rightarrow \mathrm{D}_{\text {perf }}(X)$. For any morphism $T \rightarrow S$ from a perfect derived algebraic stack $T$, by [BZFN10] there is an equivalence

$$
\mathrm{D}_{\mathrm{perf}}(X)_{T} \simeq \mathrm{D}_{\mathrm{perf}}\left(X_{T}\right)
$$

of $T$-linear categories.
An $S$-linear category $\mathcal{C}$ is enriched over $\mathrm{D}_{\mathrm{qc}}(S)$ : for objects $E, F \in \mathcal{C}$, there is a mapping object

$$
\mathcal{H o m}_{S}(E, F) \in \mathrm{D}_{\mathrm{qc}}(S)
$$

characterized by equivalences

$$
\begin{equation*}
\operatorname{Map}_{\mathrm{D}_{\mathrm{qc}}(S)}\left(G, \mathcal{H o m}_{S}(E, F)\right) \simeq \operatorname{Map}_{\mathcal{C}}(E \otimes G, F) \tag{4.2}
\end{equation*}
$$

for $G \in \mathrm{D}_{\text {perf }}(S)$, where $\operatorname{Map}(-,-)$ denotes the space of maps in an $\infty$-category.
Example 4.2. In the situation of Example 4.1, for $E, F \in \mathrm{D}_{\text {perf }}(X)$ we have

$$
\mathcal{H o m}_{S}(E, F) \simeq f_{*} \mathcal{H o m}_{X}(E, F),
$$

where $\mathcal{H o m}_{X}(E, F) \in \mathrm{D}_{\mathrm{qc}}(X)$ is the derived sheaf Hom on $X$.

[^1]4.2. Semiorthogonal decompositions. One of the most fundamental examples of an $S$ linear category is an $S$-linear semiorthogonal component $\mathcal{C} \subset \mathrm{D}_{\text {perf }}(X)$ where $X \rightarrow S$ is a morphism of perfect derived algebraic stacks. Recall that for $\mathcal{C} \in \mathrm{Cat}_{S}$, a semiorthogonal decomposition
$$
\mathcal{C}=\left\langle\mathfrak{C}_{1}, \ldots, \mathcal{C}_{m}\right\rangle
$$
is called $S$-linear if each component $\mathcal{C}_{i}$ is preserved by the $\mathrm{D}_{\text {perf }}(S)$-action on $\mathcal{C}$, in which case each $\mathcal{C}_{i}$ inherits the structure of an $S$-linear category. Base change of linear categories is compatible with semiorthogonal decompositions, i.e. given $T \rightarrow S$ there is an induced $T$-linear semiorthogonal decomoposition $\mathfrak{C}_{T}=\left\langle\left(\mathfrak{C}_{1}\right)_{T}, \ldots,\left(\mathfrak{C}_{m}\right)_{T}\right\rangle$.

Lemma 4.3 ([Ber09, BS21]). Let $X$ be a scheme, let $\alpha \in \operatorname{Br}_{\mathrm{Az}}(X)$, and let $\pi: P \rightarrow X$ be a Severi-Brauer scheme for $\alpha$ of relative dimension $n$ over $X$. Then there is an $X$-linear semiorthogonal decomposition

$$
\mathrm{D}_{\mathrm{perf}}(P)=\left\langle\mathcal{D}_{0}, \ldots, \mathcal{D}_{n-1}\right\rangle
$$

where for each $i$ there is an $X$-linear equivalence $\mathcal{D}_{i} \simeq \mathrm{D}_{\text {perf }}\left(X, \alpha^{i}\right)$.
Lemma 4.4 ([BS21, Theorem 5.4]). Let $X$ be a scheme, let $\alpha \in \operatorname{Br}(X)[n]$ with $n$ invertible on $X$, and let $\pi: \mathcal{X} \rightarrow X$ a $\mu_{n}$-gerbe of class $\alpha$. Then there is an $X$-linear orthogonal decomposition

$$
\mathrm{D}_{\text {perf }}(\mathcal{X})=\left\langle\mathrm{D}_{\text {perf }}^{k}(\mathcal{X})\right\rangle_{k \in \mathbf{Z} / n} .
$$

Using semiorthogonal decompositions, we can prove the compatibility of tensor products of categories of twisted sheaves with geometric fiber products, by reducing to the case of Example 4.1.

Lemma 4.5. Let $X \rightarrow S \leftarrow Y$ be flat morphisms of perfect schemes, and let $\alpha \in \operatorname{Br}(X)[m]$ and $\beta \in \operatorname{Br}(Y)[n]$ where $m$ and $n$ are invertible on $S$. Then there is an $X \times_{S} Y$-linear equivalence

$$
\mathrm{D}_{\text {perf }}(X, \alpha) \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathrm{D}_{\text {perf }}(Y, \beta) \rightarrow \mathrm{D}_{\text {perf }}\left(X \times_{S} Y, \operatorname{pr}_{X}^{*}(\alpha)+\operatorname{pr}_{Y}^{*}(\beta)\right) .
$$

Proof. There is a natural $X \times_{S} Y$-linear functor

$$
\begin{equation*}
\mathrm{D}_{\text {perf }}(X, \alpha) \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathrm{D}_{\text {perf }}(Y, \beta) \rightarrow \mathrm{D}_{\text {perf }}\left(X \times_{S} Y, \operatorname{pr}_{X}^{*}(\alpha)+\operatorname{pr}_{Y}^{*}(\beta)\right) \tag{4.3}
\end{equation*}
$$

induced by $(E, F) \mapsto \operatorname{pr}_{X}^{*}(E) \otimes \operatorname{pr}_{Y}^{*}(F)$ for $E \in \mathrm{D}_{\text {perf }}(X, \alpha)$ and $F \in \mathrm{D}_{\text {perf }}(Y, \beta)$, which we claim is an equivalence. Choose $\mathcal{X} \rightarrow X$ a $\boldsymbol{\mu}_{m}$-gerbe of class $\alpha$ and $\mathcal{Y} \rightarrow Y$ a $\boldsymbol{\mu}_{n}$-gerbe of class $\beta$. By Lemma 4.4, there are orthogonal $S$-linear decompositions

$$
\mathrm{D}_{\text {perf }}(\mathcal{X})=\left\langle\mathrm{D}_{\text {perf }}^{k}(\mathcal{X})\right\rangle_{k \in \mathbf{Z} / m} \quad \text { and } \quad \mathrm{D}_{\text {perf }}(\mathcal{Y})=\left\langle\mathrm{D}_{\text {perf }}^{\ell}(\mathcal{Y})\right\rangle_{\ell \in \mathbf{Z} / n} .
$$

Tensoring over $\mathrm{D}_{\text {perf }}(S)$ we obtain an orthogonal decomposition

$$
\mathrm{D}_{\text {perf }}\left(\mathcal{X} \times_{S} \mathcal{Y}\right) \simeq \mathrm{D}_{\text {perf }}(\mathcal{X}) \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathrm{D}_{\text {perf }}(\mathcal{Y})=\left\langle\mathrm{D}_{\text {perf }}^{k}(\mathcal{X}) \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathrm{D}_{\text {perf }}^{\ell}(\mathcal{Y})\right\rangle_{(k, \ell) \in \mathbf{Z} / m \times \mathbf{Z} / n}
$$

where the first equivalence holds by Example 4.1, since $\mathcal{X}$ and $\mathcal{Y}$ are perfect stacks by Example 3.6 and our assumption on $m$ and $n$. Explicitly, the resulting fully faithful functor

$$
\begin{equation*}
\mathrm{D}_{\mathrm{perf}}^{k}(\mathcal{X}) \otimes_{\mathrm{D}_{\mathrm{perf}}(S)} \mathrm{D}_{\text {perf }}^{\ell}(\mathcal{Y}) \rightarrow \mathrm{D}_{\text {perf }}\left(\mathcal{X} \times_{S} \mathcal{Y}\right) \tag{4.4}
\end{equation*}
$$

is induced by $(E, F) \mapsto \operatorname{pr}_{X}^{*}(E) \otimes \operatorname{pr}_{Y}^{*}(F)$ for $E \in \mathrm{D}_{\text {perf }}^{k}(\mathcal{X})$ and $F \in \mathrm{D}_{\text {perf }}^{\ell}(\mathcal{Y})$. On the other hand, since $\mathcal{X} \times_{S} \mathcal{Y} \rightarrow X \times_{S} Y$ is a $\boldsymbol{\mu}_{m} \times \boldsymbol{\mu}_{n}$-gerbe, similar to Lemma 4.4 we also have an orthogonal decomposition

$$
\mathrm{D}_{\text {perf }}\left(\mathcal{X} \times_{S} \mathcal{Y}\right)=\left\langle\mathrm{D}_{\text {perf }}^{(k, \ell)}\left(\mathcal{X} \times_{S} \mathcal{Y}\right)\right\rangle_{(k, \ell) \in \mathbf{Z} / m \times \mathbf{Z} / n}
$$

where $\mathrm{D}_{\text {perf }}^{(k, \ell)}\left(\mathcal{X} \times_{S} \mathcal{Y}\right)$ denotes the subcategory on which the inertial $\boldsymbol{\mu}_{m} \times \boldsymbol{\mu}_{n}$ acts with weight $(k, \ell)$. The functor (4.4) has image contained in $\mathrm{D}_{\text {perf }}^{(k, \ell)}\left(\mathcal{X} \times_{S} \mathcal{Y}\right)$, and hence induces a fully faithful functor

$$
\Phi_{k, \ell}: \mathrm{D}_{\text {perf }}^{k}(\mathcal{X}) \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathrm{D}_{\text {perf }}^{\ell}(\mathcal{Y}) \rightarrow \mathrm{D}_{\text {perf }}^{(k, \ell)}\left(\mathcal{X} \times_{S} \mathcal{Y}\right)
$$

Since the image and target of $\Phi_{k, \ell}$ both give orthogonal decompositions of $\mathrm{D}_{\text {perf }}\left(\mathcal{X} \times_{S} \mathcal{Y}\right)$ as we vary over $(k, \ell) \in \mathbf{Z} / m \times \mathbf{Z} / n$, the functor $\Phi_{k, \ell}$ must be essentially surjective, and hence an equivalence. Finally, we note that there is an equivalence

$$
\mathrm{D}_{\text {perf }}^{(1,1)}\left(\mathcal{X} \times_{S} \mathcal{Y}\right) \simeq \mathrm{D}_{\text {perf }}\left(X \times_{S} Y, \operatorname{pr}_{X}^{*}(\alpha)+\operatorname{pr}_{Y}^{*}(\beta)\right)
$$

(see [Lie06, Proposition 2.1.2.6]), under which the functor $\Phi_{1,1}$ is identified with (4.3).
Remark 4.6. We have taken unnecessarily strong hypotheses in Lemma 4.5, for ease of reference to the literature. For instance, the assumption that $X$ and $Y$ are flat over $S$ is only needed to ensure that $X \times_{S} Y$ is a classical scheme.

### 4.3. Smooth, proper, and dualizable categories.

Definition 4.7. Let $\mathcal{C}$ be an $S$-linear category.
(1) $\mathcal{C}$ is proper (over $S$ ) if $\mathcal{H o m}_{S}(E, F) \in \mathrm{D}_{\text {perf }}(S)$ for all $E, F \in \mathcal{C}$, and
(2) $\mathcal{C}$ smooth (over $S$ ) if $\operatorname{id}_{\operatorname{Ind}(\mathcal{C})} \in \operatorname{Fun}_{S}(\operatorname{Ind}(\mathcal{C}), \operatorname{Ind}(\mathcal{C}))$ is a compact object.

The above notions are closely related to their usual geometric counterparts. For example, if $X \rightarrow S$ is a smooth proper morphism of schemes, then $\mathrm{D}_{\text {perf }}(X)$ is smooth and proper over $S$ [Per19, Lemma 4.9]. Furthermore, semiorthogonal components of a smooth proper $S$-linear category are smooth and proper [Per19, Lemma 4.15]. In particular, this yields the following rich source of smooth proper categories.
Lemma 4.8. Let $X \rightarrow S$ be a smooth proper morphism. If $\mathfrak{C}$ is an $S$-linear semiorthogonal component of $\mathrm{D}_{\mathrm{perf}}(X)$, then $\mathcal{C}$ is smooth and proper over $S$.
Definition 4.9. A smooth proper $S$-linear category $\mathcal{C}$ is of geometric origin (over $S$ ) if there exists a smooth proper morphism $X \rightarrow S$ and a fully faithful functor $\mathcal{C} \hookrightarrow \mathrm{D}_{\text {perf }}(X)$ realizing $\mathcal{C}$ as an $S$-linear semiorthogonal component.

Remark 4.10. In this paper, the relevance of being of geometric origin is that it ensures $\mathcal{C}$ has well-behaved Hodge theory when $S$ is a complex variety, in the form of Theorem 5.20 below. Nonetheless, we expect that Theorem 5.20 remains true for any smooth proper $S$-linear category. In fact, it is an open question of Orlov [Orl16, Question 4.4] whether there exists any smooth proper category that is not of geometric origin.
Example 4.11. If $X \rightarrow S$ is a smooth proper morphism of schemes and $\alpha \in \operatorname{Br}_{\mathrm{Az}}(X)$, then by Lemma 4.3 we see that $\mathrm{D}_{\text {perf }}(X, \alpha)$ is smooth and proper of geometric origin over $S$.

As in the geometric case, smoothness and properness are stable under base change.

Lemma 4.12 ([Per19, Lemma 4.10]). Let $\mathcal{E}$ be an $S$-linear category. Let $T \rightarrow S$ be a morphism of perfect derived algebraic stacks.
(1) If $\mathfrak{C}$ is smooth over $S$, then $\mathfrak{C}_{T}$ is smooth over $T$.
(2) If $\mathfrak{C}$ is proper over $S$, then $\mathfrak{C}_{T}$ is proper over $T$.

Remark 4.13. The property of being of geometric origin is also stable under base change, as a consequence of base change for semiorthogonal decompositions.

The condition that an $S$-linear category is smooth and proper can be characterized purely categorically in terms of the monoidal structure on Cat ${ }_{S}$, via the following general notion.

Definition 4.14. Let $(\mathcal{A}, \otimes, \mathbf{1})$ be a symmetric monoidal $\infty$-category. An object $A \in \mathcal{A}$ is called dualizable if there exist an object $A^{\vee} \in \mathcal{A}$ and morphisms

$$
\operatorname{coev}_{A}: \mathbf{1} \rightarrow A \otimes A^{\vee} \quad \text { and } \quad \mathrm{ev}_{A}: A^{\vee} \otimes A \rightarrow \mathbf{1}
$$

such that the compositions

$$
\begin{gathered}
A \xrightarrow{\operatorname{coev}_{A} \otimes \operatorname{id}_{A}} A \otimes A^{\vee} \otimes A \xrightarrow{\operatorname{id}_{A} \otimes \mathrm{ev}_{A}} A, \\
A^{\vee} \xrightarrow{\mathrm{id}_{A \vee} \otimes \mathrm{coev}_{A}} A^{\vee} \otimes A \otimes A^{\vee} \xrightarrow{\operatorname{ev}_{A} \otimes \mathrm{id}_{A} \vee} A^{\vee},
\end{gathered}
$$

are equivalent to the identity morphisms of $A$ and $A^{\vee}$.
The dual $A^{\vee}$ and the coevaluation and evaluation morphisms $\operatorname{coev}_{A}$ and $\mathrm{ev}_{A}$ are uniquely determined in the homotopy category of $\mathcal{A}$.

Remark 4.15. If $A$ and $B$ are dualizable objects of $\mathcal{A}$, then so is $A^{\vee}$ (with dual $A$ ) and $A \otimes B$ (with dual $A^{\vee} \otimes B^{\vee}$ ).

Lemma 4.16. Let $\mathcal{C}$ be an $S$-linear category. Then $\mathcal{C}$ is smooth and proper over $S$ if and only if it is dualizable as an object of $\mathrm{Cat}_{S}$, in which case:
(1) The dual is given by the opposite category $\mathfrak{C}^{\vee}=\mathfrak{C}^{\text {op }}$.
(2) There is an equivalence

$$
\mathrm{FM}_{\mathcal{C}}: \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\mathrm{perf}}(S)} \mathrm{C} \xrightarrow{\sim} \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})
$$

induced by the functor $\mathcal{C}^{\mathrm{op}} \times \mathcal{C} \rightarrow \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C}),(E, F) \mapsto \mathcal{H o m}_{S}(E,-) \otimes F$.
(3) Under the equivalence $\mathrm{FM}_{\mathcal{C}}$ (composed with transposition of the factors), the coevaluation morphism

$$
\text { coeve }: \mathrm{D}_{\text {perf }}(S) \rightarrow \mathcal{C} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C}^{\vee}
$$

is the unique $S$-linear functor taking $\mathcal{O}_{S}$ to ide.
(4) The evaluation morphism

$$
\text { eve: }: \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathrm{C} \rightarrow \mathrm{D}_{\text {perf }}(S)
$$

is induced by the functor $\mathcal{H o m}_{S}(-,-): \mathfrak{C}^{\text {op }} \times \mathcal{C} \rightarrow \mathrm{D}_{\text {perf }}(S)$.
Proof. The first statement is [Per19, Lemma 4.8], and the rest follows from the discussion there.

Example 4.17. When $\mathcal{C}=\mathrm{D}_{\text {perf }}(X)$ for $X \rightarrow S$ a smooth proper morphism of schemes, we can describe $\mathrm{FM}_{\mathfrak{e}}$, coeve, and eve more explicitly as follows. Namely, Example 4.1 combined with duality $(-)^{\vee}=\mathcal{H o m}_{X}\left(-, \mathcal{O}_{X}\right): \mathrm{D}_{\text {perf }}(X)^{\mathrm{op}} \simeq \mathrm{D}_{\text {perf }}(X)$ gives an equivalence

$$
\mathrm{D}_{\text {perf }}(X)^{\mathrm{op}} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathrm{D}_{\text {perf }}(X) \simeq \mathrm{D}_{\text {perf }}\left(X \times_{S} X\right)
$$

under which $\mathrm{FM}_{\mathcal{C}}$ is identified with the functor of taking Fourier-Mukai transforms

$$
\mathrm{D}_{\text {perf }}\left(X \times_{S} X\right) \rightarrow \operatorname{Fun}_{S}\left(\mathrm{D}_{\text {perf }}(X), \mathrm{D}_{\text {perf }}(X)\right), \quad K \mapsto \operatorname{pr}_{2 *}\left(\operatorname{pr}_{1}^{*}(-) \otimes K\right),
$$

and coeve and eve are identified with the functors

$$
\Delta_{*} \circ p^{*}: \mathrm{D}_{\text {perf }}(S) \rightarrow \mathrm{D}_{\text {perf }}\left(X \times_{S} X\right) \quad \text { and } \quad p_{*} \circ \Delta^{*}: \mathrm{D}_{\text {perf }}\left(X \times_{S} X\right) \rightarrow \mathrm{D}_{\text {perf }}(S)
$$

where $p: X \times_{S} X \rightarrow S$ is the projection and $\Delta: X \rightarrow X \times_{S} X$ is the diagonal.
Definition 4.18 (Kernel functors). Let $\mathcal{C}$ and $\mathcal{D}$ be $S$-linear categories, with $\mathcal{C}$ proper over $S$. Consider the functor

$$
\operatorname{FM}_{\mathcal{C} \rightarrow \mathcal{D}}: \mathcal{C}^{\mathrm{op}} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{D} \rightarrow \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{D})
$$

induced by the functor $\mathcal{C}^{\text {op }} \times \mathcal{D} \rightarrow \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{D}),(E, F) \mapsto \mathcal{H o m}_{S}(E,-) \otimes F$. We call an object $K \in \mathcal{C}^{\mathrm{op}} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{D}$ a Fourier-Mukai kernel and write $\Phi_{K}=\mathrm{FM}_{\mathrm{C} \rightarrow \mathcal{D}}(K): \mathcal{C} \rightarrow \mathcal{D}$ for the associated Fourier-Mukai functor.

Remark 4.19. The functor $\Phi_{K}$ can alternatively be described as the composition

$$
\Phi_{K}: \mathcal{C} \xrightarrow{\text { id } \otimes K} \mathcal{C} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C}^{\text {ep }} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{D} \simeq \mathcal{C}^{\mathrm{op}} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{D} \xrightarrow{\text { eve } \otimes \mathrm{id}_{\mathcal{D}}} \mathcal{D}
$$

where the middle equivalence is given by transposition of the first two factors, and eve is as in Lemma 4.16 (which is well-defined since $\mathcal{C}$ is proper over $S$ ).

The claim of Lemma 4.16(2) admits the following amplification.
Lemma 4.20. Let $\mathfrak{C}$ and $\mathcal{D}$ be $S$-linear categories, with $\mathcal{C}$ smooth and proper over $S$. Then the functor $\mathrm{FM}_{\mathcal{C} \rightarrow \mathcal{D}}$ is an equivalence. Explicitly, the inverse equivalence sends $\Phi \in \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{D})$ to the image $K_{\Phi}$ of $\mathcal{O}_{S}$ under the composition

$$
\mathrm{D}_{\mathrm{perf}}(S) \xrightarrow{\text { coeve }} \mathcal{C} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C}^{\vee} \xrightarrow{\Phi \otimes \mathrm{id}_{\mathrm{C}}^{\vee}} \mathcal{D} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C}^{\vee} \simeq \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{D} .
$$

Proof. This is a formal consequence of the dualizability of $\mathcal{C}$, cf. [Per19, Lemma 4.4].
Lemma 4.21. Let $\mathcal{C}$ be a smooth proper $S$-linear category, and let $K \in \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\mathrm{perf}}(S)} \mathcal{C}$ with associated Fourier-Mukai functor $\Phi_{K} \in \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$. Then for $E, F \in \mathcal{C}$ there is a functorial equivalence

$$
\mathcal{H o m}_{S}(E \boxtimes F, K) \simeq \mathcal{H o m}_{S}\left(F, \Phi_{K}(E)\right) .
$$

Proof. Under the equivalence $\mathrm{FM}_{\mathfrak{C}}: \mathcal{C}^{\mathrm{op}} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C} \xrightarrow{\sim} \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$ of Lemma 4.16(2), the kernel $E \boxtimes F$ corresponds to $\mathcal{H o m}_{S}(E,-) \otimes F$; thus, we find

$$
\mathcal{H o m}_{S}(E \boxtimes F, K) \simeq \mathcal{H o m}_{S}\left(\mathcal{H} m_{S}(E,-) \otimes F, \Phi_{K}\right)
$$

On the other hand, a version of Yoneda's lemma says

$$
\mathcal{H o m}_{S}\left(\mathcal{H o m}_{S}(E,-) \otimes F, \Phi_{K}\right) \simeq \mathcal{H o m}_{S}\left(F, \Phi_{K}(E)\right) .
$$

More precisely, this corresponds to the usual form of Yoneda's lemma under the equivalence $\operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C}) \simeq \operatorname{Fun}_{S}\left(\mathcal{C} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C}^{\vee}, \mathrm{D}_{\text {perf }}(S)\right)$ deduced from the dualizability of $\mathcal{C}$, under which $\Phi_{K}$ corresponds to the functor induced by

$$
\mathcal{C} \times \mathfrak{C}^{\mathrm{op}} \rightarrow \mathrm{D}_{\mathrm{perf}}(S), \quad(C, D) \mapsto \mathcal{H o m}_{S}\left(D, \Phi_{K}(C)\right)
$$

and $\mathcal{H o m}_{S}(E,-) \otimes F$ corresponds to the representable functor

$$
\mathcal{H o m}_{S}(E \boxtimes F,-): \mathcal{C} \otimes_{\mathrm{D}_{\mathrm{perf}}(S)} \mathrm{C}^{\mathrm{op}} \rightarrow \mathrm{D}_{\mathrm{perf}}(S)
$$

### 4.4. Serre functors.

Definition 4.22. Let $\mathcal{C}$ be a proper $S$-linear category. A relative Serre functor for $\mathcal{C}$ over $S$ is an $S$-linear autoequivalence $\mathrm{S}_{\mathcal{C} / S}: \mathcal{C} \rightarrow \mathcal{C}$ such that there are equivalences

$$
\begin{equation*}
\mathcal{H o m}_{S}(E, F)^{\vee} \simeq \mathcal{H o m}_{S}\left(F, \mathrm{~S}_{\mathrm{C} / S}(E)\right) \tag{4.5}
\end{equation*}
$$

functorial in $E, F \in \mathcal{C}$, where $(-)^{\vee}=\mathcal{H o m}_{S}\left(-, \mathcal{O}_{S}\right)$ is the derived dual on $\mathrm{D}_{\text {perf }}(S)$.
The source of the terminology is the following example.
Example 4.23. Let $f: X \rightarrow S$ be a proper Gorenstein morphism of noetherian schemes. of relative dimension $n$. Then $-\otimes \omega_{f}[n]: \mathrm{D}_{\text {perf }}(X) \rightarrow \mathrm{D}_{\text {perf }}(X)$ is a relative Serre functor, where $\omega_{f}$ is the dualizing sheaf (a line bundle by the Gorenstein assumption). Indeed, for $E \in \mathrm{D}_{\text {perf }}(X)$, Grothendieck duality gives

$$
\left(f_{*} G\right)^{\vee} \simeq f_{*} \mathcal{H o m}_{X}\left(G, \omega_{f}[n]\right) .
$$

Now taking $G=\mathcal{H o m}_{X}(E, F)$ for $E, F \in \mathrm{D}_{\text {perf }}(X)$ we obtain the required equivalence

$$
\mathcal{H o m}_{S}(E, F)^{\vee} \simeq \mathcal{H o m}_{S}\left(F, E \otimes \omega_{f}[n]\right)
$$

More generally, if $\alpha \in \operatorname{Br}(X)$, then $-\otimes \omega_{f}[n]: \mathrm{D}_{\text {perf }}(X, \alpha) \rightarrow \mathrm{D}_{\text {perf }}(X, \alpha)$ is a relative Serre functor; this follows from the untwisted case, because for $E, F \in \mathrm{D}_{\text {perf }}(X, \alpha)$ we have

$$
\mathcal{H o m}_{X}(E, F)=E^{\vee} \otimes F \in \mathrm{D}_{\text {perf }}(X) .
$$

When $\mathcal{C}$ is smooth proper $S$-linear category, a Serre functor always exists and is given by a Fourier-Mukai kernel (in the sense of Definition 4.18) described explicitly in terms of the duality data of $\mathcal{C}$. To formulate this, note that the category $\mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C}$ is smooth and proper over $S$ by Lemma 4.16 and Remark 4.15, and thus by [Per19, Lemma 4.13] the functor eve $: \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C} \rightarrow \mathrm{D}_{\text {perf }}(S)$ admits an $S$-linear right adjoint $\mathrm{ev}^{!}{ }_{\mathrm{C}}^{!}$.
Lemma 4.24. Let $\mathfrak{C}$ be a smooth proper $S$-linear category. Then a relative Serre functor $\mathrm{S}_{\mathfrak{C} / S}$ over $S$ exists, and its Fourier-Mukai kernel is given by $\operatorname{ev}_{\mathrm{C}}^{!}\left(\mathcal{O}_{S}\right) \in \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C}$, i.e.

$$
\mathrm{S}_{\mathrm{e} / S} \simeq \Phi_{\mathrm{eve}_{\mathrm{e}}^{!}\left(\mathcal{O}_{S}\right)}
$$

Proof. Let $E, F \in \mathcal{C}$. Since eve $(E \boxtimes F)=\mathcal{H o m}_{S}(E, F)$, we find

$$
\mathcal{H o m}_{S}(E, F)^{\vee} \simeq \mathcal{H o m}_{S}\left(E \boxtimes F, \mathrm{ev}_{\mathrm{C}}^{!}\left(\mathcal{O}_{S}\right)\right)
$$

On the other hand, by Lemma 4.21 we have

$$
\mathcal{H o m}_{S}\left(E \boxtimes F, \mathrm{ev}_{\mathrm{e}}^{!}\left(\mathcal{O}_{S}\right)\right) \simeq \mathcal{H o m}{ }_{S}\left(F, \Phi_{\mathrm{ev}_{\mathrm{e}}^{\prime}\left(\mathcal{O}_{S}\right)}(E)\right)
$$

Lemma 4.25. Let $\mathcal{C}$ be a smooth proper $S$-linear category. Let $T \rightarrow S$ be a morphism of perfect derived algebraic stacks. Then the functor $\left(\mathrm{S}_{\mathrm{e} / S}\right)_{T}: \mathcal{C}_{T} \rightarrow \mathcal{C}_{T}$ obtained by base change from the relative Serre functor for $\mathcal{C}$ over $S$ is a relative $S e r r e$ functor for $\mathcal{C}_{T}$ over $T$.

Proof. Note that $\mathcal{C}_{T}$ is smooth and proper over $S$ by Lemma 4.12. By Lemma 4.24, the relative Serre functor $\mathrm{S}_{\mathrm{C}_{T} / T}$ is given by the kernel

$$
\operatorname{ev}_{\mathfrak{C}_{T}}^{!}\left(\mathcal{O}_{T}\right) \in \mathcal{C}_{T}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(T)} \mathfrak{C}_{T} .
$$

The duality data for $\mathcal{C}_{T}$ (realizing it as a dualizable object of $\mathrm{Cat}_{T}$ ) are obtained by base change from those of $\mathcal{C}$. In particular, there is a $T$-linear equivalence

$$
\begin{equation*}
\left(\mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\operatorname{perf}}(S)} \mathcal{C}\right)_{T} \simeq \mathfrak{C}_{T}^{\vee} \otimes_{\mathrm{D}_{\operatorname{perf}}(T)} \mathcal{C}_{T} \tag{4.6}
\end{equation*}
$$

under which $\left(\mathrm{eve}_{\mathrm{e}}\right)_{T}$ corresponds to $\mathrm{ev}_{\mathrm{e}_{T}}$. The right adjoint of $\left(\mathrm{ev}_{\mathcal{C}}\right)_{T}$ is obtained by base change to $T$ from the right adjoint eve [Per19, Lemma 2.12], and thus $\left(\mathrm{eve}_{\mathrm{e}}\right)_{T}^{!}\left(\mathcal{O}_{T}\right)=\left(\operatorname{ev}_{\mathrm{e}}^{!}\left(\mathcal{O}_{S}\right)\right)_{T}$ corresponds to ev ${ }_{\mathfrak{C}_{T}}\left(\mathcal{O}_{T}\right)$ under the equivalence (4.6). Here, $\left(\operatorname{ev}^{\mathrm{C}}\left(\mathcal{O}_{S}\right)\right)_{T}$ denotes the image of $\operatorname{ev}_{\mathrm{C}}\left(\mathcal{O} \mathcal{O}_{S}\right)$ under $\mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C} \rightarrow\left(\mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C}\right)_{T}$. Unwinding the definitions we find that in general, for any kernel $K \in \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C}$, its image $K_{T} \in\left(\mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C}\right)_{T}$ corresponds under the equivalence (4.6) to the kernel for the base changed functor $\left(\Phi_{K}\right)_{T}: \mathcal{C}_{T} \rightarrow \mathcal{C}_{T}$. Since by Lemma 4.12 we have $\Phi_{\mathrm{ev}_{\mathrm{e}}^{\prime}\left(\mathcal{O}_{S}\right)} \simeq \mathrm{S}_{\mathcal{C} / S}$, we conclude $\mathrm{S}_{\mathcal{C}_{T} / T} \simeq\left(\mathrm{~S}_{\mathcal{C} / S}\right)_{T}$.
4.5. Presentable linear categories. It is sometimes ${ }^{4}$ useful to consider a "large" version of linear categories, which corresponds to working over $\mathrm{D}_{\mathrm{qc}}(S)$ instead of $\mathrm{D}_{\mathrm{perf}}(S)$. Namely, $\mathrm{D}_{\mathrm{qc}}(S)$ is a commutative algebra object in the category PrCat ${ }_{\text {st }}$ of presentable stable $\infty$ categories, with morphisms concontinuous functors (i.e. those preserving small colimits). A presentable $S$-linear category is a $\mathrm{D}_{\mathrm{qc}}(S)$-module object of $\mathrm{PrCat}_{\mathrm{st}}$, and the collection of all such categories forms an $\infty$-category $\operatorname{PrCat}_{S}=\operatorname{Mod}_{\mathrm{Dqc}^{\prime}(S)}\left(\operatorname{PrCat}_{\mathrm{st}}\right)$.

The formalism of presentable $S$-linear categories is parallel to that of $S$-linear categories described in $\S 4.1$, which for clarity we sometimes refer to as "small $S$-linear categories". The category $\operatorname{PrCat}_{S}$ admits a symmetric monoidal structure with unit $\mathrm{D}_{\mathrm{qc}}(S)$ and tensor product denoted

$$
\mathcal{C} \otimes_{\mathrm{D}_{\mathrm{qc}}(S)} \mathcal{D} .
$$

A morphism $\mathcal{C} \rightarrow \mathcal{D}$ in $\operatorname{PrCat}_{S}$ is called a presentable $S$-linear functor; the collection of all such forms a presentable $S$-linear category $\operatorname{Fun}_{S}(\mathcal{C}, \mathcal{D})$, which is the internal mapping object in $\mathrm{PrCat}_{S}$. If $\mathcal{C}$ is a presentable $S$-linear category and $E, F \in \mathcal{C}$, then there is a mapping object $\mathcal{H o m}_{S}(E, F) \in \mathrm{D}_{\mathrm{qc}}(S)$ characterized by equivalences as in (4.2) where we allow $G \in \mathrm{D}_{\mathrm{qc}}(S)$.

For $\mathcal{C} \in \mathrm{Cat}_{S}$ there is a category $\operatorname{Ind}(\mathcal{C}) \in \operatorname{PrCat}_{S}$, called its ind-completion, which is roughly obtained by freely adjoining all filtered colimits to $\mathcal{C}$. This gives a symmetric monoidal functor

$$
\text { Ind: } \mathrm{Cat}_{S} \rightarrow \mathrm{PrCat}_{S}
$$

In fact, Ind factors through an equivalence onto the category PrCat ${ }_{S}^{\omega}$ of compactly generated presentable $S$-linear categories, with morphisms the cocontinuous $S$-linear functors which preserve compact objects; the inverse equivalence $(-)^{c}: \operatorname{PrCat}_{S}^{\omega} \rightarrow \mathrm{Cat}_{S}$ is given by passage to compact objects.

Remark 4.26. In the above terms, conditions (2) and (3) in Definition 3.4 of a perfect derived algebraic stack $X$ are together equivalent to the condition that the canonical morphism

$$
\operatorname{Ind}\left(\mathrm{D}_{\mathrm{perf}}(X)\right) \rightarrow \mathrm{D}_{\mathrm{qc}}(X)
$$

[^2]is an equivalence.
There is also notion of a presentable $S$-linear semiorthogonal decompositions, which is compatible with $S$-linear decompositions of small $S$-linear categories via ind-completion [Per19, Lemma 3.12].

Lemma 4.27 ([BS21, Theorem 5.4]). Let $X$ be a scheme, let $\alpha \in \operatorname{Br}(X)[n]$ with $n$ invertible on $X$, and let $\pi: \mathcal{X} \rightarrow X$ a $\boldsymbol{\mu}_{n}$-gerbe of class $\alpha$. Then there is a presentable $X$-linear orthogonal decomposition

$$
\mathrm{D}_{\mathrm{qc}}(\mathcal{X})=\left\langle\mathrm{D}_{\mathrm{qc}}^{k}(\mathcal{X})\right\rangle_{k \in \mathbf{Z} / n}
$$

Lemma 4.28. Let $X$ be a quasi-compact scheme with affine diagonal. Then there is an equivalence

$$
\operatorname{Ind}\left(\mathrm{D}_{\mathrm{perf}}(X, \alpha)\right) \simeq \mathrm{D}_{\mathrm{qc}}(X, \alpha)
$$

Proof. By Example 3.6 the stack $\mathcal{X}$ is perfect. Thus, taking the ind-completion of the decomposition of Lemma 4.4 gives a presentable $X$-linear orthogonal decomposition

$$
\mathrm{D}_{\mathrm{qc}}(\mathcal{X})=\left\langle\operatorname{Ind}\left(\mathrm{D}_{\mathrm{perf}}^{k}(\mathcal{X})\right)\right\rangle_{k \in \mathbf{Z} / n} .
$$

Since the fully faithful functor $\operatorname{Ind}\left(\mathrm{D}_{\text {perf }}^{k}(\mathcal{X})\right) \rightarrow \mathrm{D}_{\mathrm{qc}}(\mathcal{X})$ has image contained in $\mathrm{D}_{\mathrm{qc}}^{k}(\mathcal{X})$, it therefore must factor via an equivalence

$$
\operatorname{Ind}\left(\mathrm{D}_{\mathrm{perf}}^{k}(\mathcal{X})\right) \simeq \mathrm{D}_{\mathrm{qc}}^{k}(\mathcal{X})
$$

For $k=1$ we obtain the claim of the lemma.
In the case of small $S$-linear categories, dualizability is a strong finiteness condition, equivalent to being smooth and proper. In the presentable case, however, dualizability is automatic for most categories of interest.
Lemma 4.29 ([Per19, Lemma 4.3]). Let $\mathcal{C}$ be a compactly generated presentable S-linear category. Then $\mathfrak{C}$ is dualizable as an object of $\mathrm{PrCat}_{S}$, with dual

$$
\mathcal{C}^{\vee}=\operatorname{Ind}\left(\left(\mathcal{C}^{c}\right)^{\mathrm{op}}\right)
$$

Moreover, there is an equivalence

$$
\mathrm{FM}_{\mathfrak{C}}: \mathcal{C}^{\vee} \otimes_{\mathrm{Dqc}(S)} \mathrm{C} \xrightarrow{\sim} \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})
$$

under which coeve corresponds to the object $\mathrm{id}_{\mathrm{e}} \in \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$, and eve is induced by the functor $\mathcal{H o m}_{S}(-,-):\left(\mathrm{C}^{c}\right)^{\mathrm{op}} \times \mathfrak{C}^{c} \rightarrow \mathrm{D}_{\mathrm{qc}}(S)$

By Lemma $4.29, \mathrm{D}_{\mathrm{qc}}(X)$ is dualizable for any perfect derived algebraic stack $X$ over $S$; as in Example 4.17, we can explicitly describe the duality data in this geometric case.

Example 4.30. Let $\mathcal{C}=\mathrm{D}_{\mathrm{qc}}(X)$ for $f: X \rightarrow S$ a morphism of perfect derived algebraic stacks. By Example 4.1 combined with duality $(-)^{\vee}: \mathrm{D}_{\text {perf }}(X)^{\text {op }} \simeq \mathrm{D}_{\text {perf }}(X)$, we have an equivalence

$$
\mathrm{D}_{\text {perf }}(X)^{\mathrm{op}} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathrm{D}_{\text {perf }}(X) \simeq \mathrm{D}_{\text {perf }}\left(X \times_{S} X\right)
$$

Passing to ind-completion gives an equivalence

$$
\mathfrak{e}^{\vee} \otimes_{\mathrm{D}_{\mathrm{qc}}(S)} \mathrm{C} \simeq \mathrm{D}_{\mathrm{qc}}\left(X \times_{S} X\right)
$$

under which coeve and eve are identified with the functors

$$
\Delta_{*} \circ f^{*}: \mathrm{D}_{\mathrm{qc}}(S) \rightarrow \mathrm{D}_{\mathrm{qc}}\left(X \times_{S} X\right) \quad \text { and } \quad f_{*} \circ \Delta^{*}: \mathrm{D}_{\mathrm{qc}}\left(X \times_{S} X\right) \rightarrow \mathrm{D}_{\mathrm{qc}}(S)
$$

where $\Delta: X \rightarrow X \times{ }_{S} X$ is the diagonal (cf. [BZFN10, Corollary 4.8]).
We also have a twisted variant of Example 4.30.
Example 4.31. Let $\mathcal{C}=\mathrm{D}_{\mathrm{qc}}(X, \alpha)$ where $f: X \rightarrow S$ is a flat quasi-compact morphism from a quasi-compact scheme with affine diagonal to a perfect scheme and $\alpha \in \operatorname{Br}(X)[n]$ with $n$ invertible on $X$. By Lemma 4.5 (which applies since $X$ is perfect by Example 3.6) combined with duality $(-)^{\vee}: \mathrm{D}_{\text {perf }}(X, \alpha)^{\mathrm{op}} \simeq \mathrm{D}_{\text {perf }}(X,-\alpha)$, we have an equivalence

$$
\mathrm{D}_{\text {perf }}(X, \alpha)^{\mathrm{op}} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathrm{D}_{\mathrm{perf}}(X, \alpha) \simeq \mathrm{D}_{\mathrm{perf}}\left(X \times_{S} X, \operatorname{pr}_{2}^{*}(\alpha)-\operatorname{pr}_{1}^{*}(\alpha)\right)
$$

Passing to ind-completion and using Lemma 4.28 (which applies since by our assumptions $X \times_{S} X$ is quasi-compact with affine diagonal) gives an equivalence

$$
\mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\mathrm{qc}}(S)} \mathrm{C} \simeq \mathrm{D}_{\mathrm{qc}}\left(X \times_{S} X, \operatorname{pr}_{2}^{*}(\alpha)-\operatorname{pr}_{1}^{*}(\alpha)\right)
$$

We now describe coeve and eve. Note that since $\Delta^{*}\left(\operatorname{pr}_{2}^{*}(\alpha)-\operatorname{pr}_{1}^{*}(\alpha)\right)=0$, there are by Remark 2.8 many choices of pushforward and pullback functors

$$
\begin{aligned}
& \mathrm{D}_{\mathrm{qc}}(X) \rightarrow \mathrm{D}_{\mathrm{qc}}\left(X \times_{S} X, \operatorname{pr}_{2}^{*}(\alpha)-\operatorname{pr}_{1}^{*}(\alpha)\right), \\
& \mathrm{D}_{\mathrm{qc}}\left(X \times_{S} X, \operatorname{pr}_{2}^{*}(\alpha)-\operatorname{pr}_{1}^{*}(\alpha)\right) \rightarrow \mathrm{D}_{\mathrm{qc}}(X),
\end{aligned}
$$

which could assume the roles played by $\Delta_{*}$ and $\Delta^{*}$ in Example 4.30 .
In fact, in our particular situation, there is a natural choice. Let $\mathcal{X}$ be a $\mu_{n}$-gerbe of Brauer class $\alpha$. There is a dual gerbe $\mathcal{X}^{\vee}$ of Brauer class $-\alpha$. The dual gerbe may be described as the relative moduli stack of 1-twisted line bundles $L$ for the morphism $\mathcal{X} \rightarrow X$, equipped with trivializations $L^{\otimes n} \simeq \mathcal{O}$. The product $\mathcal{X}^{\vee} \times_{X} \mathcal{X}$ carries a canonical (1,1)-twisted line bundle $\mathcal{P}$ (the universal bundle). Writing

$$
\pi: \mathcal{X}^{\vee} \times_{X} \mathcal{X} \rightarrow X, \quad \iota: \mathcal{X}^{\vee} \times_{X} \mathcal{X} \rightarrow \mathcal{X}^{\vee} \times_{S} \mathcal{X}
$$

we obtain functors

$$
\begin{array}{ll}
\Delta_{*}^{\alpha}: \mathrm{D}_{\mathrm{qc}}(X) \rightarrow \mathrm{D}_{\mathrm{qc}}^{(1,1)}\left(\mathcal{X}^{\vee} \times_{S} \mathcal{X}\right), & E \mapsto \iota_{*}\left(\mathcal{P} \otimes \pi^{*} E\right) \\
\Delta_{\alpha}^{*}: \mathrm{D}_{\mathrm{qc}}^{(1,1)}\left(\mathcal{X}^{\vee} \times_{S} \mathcal{X}\right) \rightarrow \mathrm{D}_{\mathrm{qc}}(X), & F \mapsto \pi_{*}\left(\iota^{*}(F) \otimes \mathcal{P}^{\vee}\right),
\end{array}
$$

Note that $\mathrm{D}_{\mathrm{qc}}^{(1,1)}\left(\mathcal{X}^{\vee} \times_{S} \mathcal{X}\right)$ is the twisted derived category $\mathrm{D}_{\mathrm{qc}}\left(X \times_{S} X, \mathrm{pr}_{2}^{*} \alpha-\mathrm{pr}_{1}^{*} \alpha\right)$.
With this notation, coeve and eve are identified with the functors

$$
\begin{aligned}
& \Delta_{*}^{\alpha} \circ f^{*}: \mathrm{D}_{\mathrm{qc}}(S) \rightarrow \mathrm{D}_{\mathrm{qc}}\left(X \times_{S} X, \operatorname{pr}_{2}^{*}(\alpha)-\operatorname{pr}_{1}^{*}(\alpha)\right), \\
& f_{*} \circ \Delta_{\alpha}^{*}: \mathrm{D}_{\mathrm{qc}}\left(X \times_{S} X, \operatorname{pr}_{2}^{*}(\alpha)-\operatorname{pr}_{1}^{*}(\alpha)\right) \rightarrow \mathrm{D}_{\mathrm{qc}}(S) .
\end{aligned}
$$

As in the case of small linear categories, when $\mathcal{C}$ is a dualizable presentable $S$-linear category, we can describe functors out of $\mathcal{C}$ in terms of kernels.

Lemma 4.32. Let $\mathfrak{C}, \mathcal{D}$ be presentable $S$-linear categories, with $\mathcal{C}$ dualizable. Then there is an equivalence

$$
\mathrm{FM}_{\mathrm{C} \rightarrow \mathcal{D}}: \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\mathrm{qc}}(S)} \mathcal{D} \xrightarrow{\sim} \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{D})
$$

which sends $K \in \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\mathrm{qc}}(S)} \mathcal{D}$ to the composition

$$
\Phi_{K}: \mathcal{C} \xrightarrow{\text { id } \otimes K} \mathcal{C} \otimes_{\mathrm{D}_{\mathrm{qc}}(S)} \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\mathrm{qc}}(S)} \mathcal{D} \simeq \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\mathrm{qc}}(S)} \mathcal{C} \otimes_{\mathrm{D}_{\mathrm{qc}}(S)} \mathcal{D} \xrightarrow{\text { eve } \otimes \mathrm{id}_{\mathcal{D}}} \mathcal{D},
$$

and whose inverse equivalence sends $\Phi \in \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{D})$ to the image $K_{\Phi}$ of $\mathcal{O}_{S}$ under the composition

$$
\mathrm{D}_{\mathrm{qc}}(S) \xrightarrow{\text { coeve }} \mathcal{C} \otimes_{\mathrm{D}_{\mathrm{qc}}(S)} \mathfrak{C}^{\vee} \xrightarrow{\Phi \otimes \mathrm{id}_{\mathrm{e}} \vee} \mathcal{D} \otimes_{\mathrm{D}_{\mathrm{qc}}(S)} \mathcal{C}^{\vee} \simeq \mathfrak{C}^{\vee} \otimes_{\mathrm{Dqc}_{\mathrm{qc}}(S)} \mathcal{D}
$$

Finally, we note a generalization of Lemma 4.21, which holds by the same argument, where the $S$-linear category is not required to be smooth and proper and the Fourier-Mukai kernel is only required to exist after ind-completion.

Lemma 4.33. Let $\mathcal{C}$ be small $S$-linear category, and let $K \in \operatorname{Ind}(\mathcal{C})^{\vee} \otimes_{\mathrm{Dqc}(S)} \operatorname{Ind}(\mathcal{C})$ with associated Fourier-Mukai functor $\Phi_{K} \in \operatorname{Fun}_{S}(\operatorname{Ind}(\mathcal{C}), \operatorname{Ind}(\mathcal{C}))$. Then for $E, F \in \mathcal{C}$ there is a functorial equivalence

$$
\mathcal{H o m}_{S}(E \boxtimes F, K) \simeq \mathcal{H o m}_{S}\left(F, \Phi_{K}(E)\right)
$$

## 5. (Co)homological invariants

In this section, we study some (co)homological invariants of linear categories, namely Hochschild (co)homology and topological K-theory.

Fix a perfect derived algebraic stack $S$, which will serve as the base space for our discussion. In our discussion of Hodge theory in $\S 5.3$, we will specialize to the case where $S$ is a complex variety.
5.1. Hochschild homology. Given a symmetric monoidal $\infty$-category $(\mathcal{A}, \otimes, \mathbf{1})$ and a dualizable (in the sense of Definition 4.14) object $A \in \mathcal{A}$, the trace of an endomorphism $F: A \rightarrow A$ is the map $\operatorname{Tr}(F) \in \operatorname{Map}_{\mathcal{A}}(\mathbf{1}, \mathbf{1})$ given by the composition

$$
\mathbf{1} \xrightarrow{\operatorname{coev}_{A}} A \otimes A^{\vee} \xrightarrow{F \otimes \mathrm{id}_{A \vee}} A \otimes A^{\vee} \simeq A^{\vee} \otimes A \xrightarrow{\mathrm{ev}_{A}} \mathbf{1} .
$$

When $\mathcal{A}=\operatorname{PrCat}_{S}$ then $\mathbf{1}=\mathrm{D}_{\mathrm{qc}}(S)$ and the functor $\operatorname{Tr}(F)$ is determined by its value on $\mathcal{O}_{S}$.
Definition 5.1. If $\mathcal{C}$ is a dualizable presentable $S$-linear category and $\Phi \in \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$ is an endomorphism, the Hochschild homology of $\mathcal{C}$ over $S$ with coefficients in $\Phi$ is the complex

$$
\mathcal{H H}_{*}(\mathcal{C} / S, \Phi)=\operatorname{Tr}(\Phi)\left(\mathcal{O}_{S}\right) \in \mathrm{D}_{\mathrm{qc}}(S)
$$

The Hochschild homology of $\mathcal{C}$ over $S$ is the complex

$$
\mathcal{H} \mathcal{H}_{*}(\mathcal{C} / S)=\mathcal{H} \mathcal{H}_{*}\left(\mathcal{C} / S, \mathrm{ide}_{\mathcal{C}}\right) \in \mathrm{D}_{\mathrm{qc}}(S) .
$$

If instead $\mathcal{C}$ is a small $S$-linear category and $\Phi \in \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$ is an endomorphism, then by Lemma 4.29 the category $\operatorname{Ind}(\mathcal{C}) \in \operatorname{PrCat}_{S}$ is dualizable, so we may define

$$
\begin{aligned}
\mathcal{H H}_{*}(\mathcal{C} / S, \Phi) & =\mathcal{H H}_{*}(\operatorname{Ind}(\mathcal{C}) / S, \operatorname{Ind}(\Phi)) \\
\mathcal{H H}_{*}(\mathcal{C} / S) & =\mathcal{H H}_{*}\left(\mathcal{C} / S, \operatorname{id}_{\mathcal{C}}\right)
\end{aligned}
$$

In either case, we use the notation

$$
\begin{aligned}
\mathcal{H} \mathcal{H}_{i}(\mathrm{C} / S, \Phi) & =\mathcal{H}^{-i}\left(\mathcal{H H}_{*}(\mathrm{C} / S, \Phi)\right), \\
\operatorname{HH}_{*}(\mathrm{C} / S, \Phi) & =\mathrm{R} \Gamma\left(\mathcal{H} \mathcal{H}_{*}(\mathrm{C} / S, \Phi)\right), \\
\mathrm{HH}_{i}(\mathrm{C} / S, \Phi) & =\mathrm{H}^{-i}\left(\mathrm{HH}_{*}(\mathrm{C} / S, \Phi)\right),
\end{aligned}
$$

for the degree $-i$ cohomology sheaf, the derived global sections, and the degree $-i$ cohomology of $\mathcal{H H}_{*}(\mathrm{C} / S, \Phi)$, and when $\Phi=\mathrm{id}_{\mathcal{C}}$ we omit it from all of these notations.

Remark 5.2. Strictly speaking, for the applications in this paper the case of trivial coefficients $\Phi=$ ide suffices, but our results on Chern characters below hold for arbitrary coefficients and may be useful elsewhere in that generality.
Remark 5.3. If $\mathcal{C}$ is a smooth proper $S$-linear category, then by Lemma 4.16 it is a dualizable object of $\operatorname{Cat}_{S}$, so for any $\Phi \in \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$ we may form the $\operatorname{trace} \operatorname{Tr}(\Phi): \mathrm{D}_{\text {perf }}(S) \rightarrow \mathrm{D}_{\text {perf }}(S)$. There is a canonical equivalence $\operatorname{Ind}(\operatorname{Tr}(\Phi)) \simeq \operatorname{Tr}(\operatorname{Ind}(\Phi)): \mathrm{D}_{\mathrm{qc}}(S) \rightarrow \mathrm{D}_{\mathrm{qc}}(S)$ [Per22, Remark 3.2]; in particular $\mathcal{H H}_{*}(\mathcal{C} / S, \Phi) \simeq \operatorname{Tr}(\Phi)\left(\mathcal{O}_{S}\right) \in \mathrm{D}_{\text {perf }}(S)$.
Remark 5.4. Let $\mathcal{C}$ be either a dualizable presentable $S$-linear category or a smooth proper small $S$-linear category. Let $\Phi \in \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$ and let $K_{\Phi}$ be the corresponding kernel, given by Lemma 4.32 or Lemma 4.20. From the description of $K_{\Phi}$ in those lemmas, it follows that

$$
\mathcal{H H}_{*}(\mathcal{C} / S, \Phi) \simeq \operatorname{ev}_{\mathcal{C}}\left(K_{\Phi}\right) .
$$

The following result summarizes some important properties of Hochschild homology.
Theorem 5.5. Let $\mathcal{C}$ be an $S$-linear category.
(1) If C is a smooth and proper over $S$, then $\mathcal{H H}_{*}(\mathrm{C} / S) \in \mathrm{D}_{\text {perf }}(S)$ and there is a canonical nondegenerate pairing $\mathcal{H H}_{*}(\mathcal{C} / S) \otimes \mathcal{H}_{*}(\mathcal{C} / S) \rightarrow \mathcal{O}_{S}$, called the Mukai pairing, which thus induces an equivalence $\mathcal{H}_{*}(\mathrm{C} / S) \simeq \mathcal{H}_{*}(\mathrm{C} / S)^{\vee}$.
(2) If $\mathfrak{C}$ is smooth and proper over $S$ and $S$ is a $\mathbf{Q}$-scheme, then $\mathcal{H}_{i}(\mathcal{C} / S)$ is a finite locally free sheaf for any $i \in \mathbf{Z}$.
(3) For any morphism of perfect derived algebraic stacks $g: T \rightarrow S$, there is a canonical equivalence

$$
g^{*} \mathcal{H} \mathcal{H}_{*}(\mathrm{C} / S) \simeq \mathcal{H H}_{*}\left(\mathrm{C}_{T} / T\right)
$$

and if $\mathcal{C}$ is smooth and proper over $S$ and $S$ is a $\mathbf{Q}$-scheme, then for any $i \in \mathbf{Z}$ there is a canonical isomorphism

$$
g^{*} \mathcal{H} \mathcal{H}_{i}(\mathrm{C} / S) \simeq \mathcal{H H}_{i}\left(\mathrm{C}_{T} / T\right) .
$$

Proof. See [Per22, Lemma 3.6, Lemma 3.4, and Theorem 3.5]. The main content is (2), which is a consequence of the the degeneration of the noncommutative Hodge-to-de Rham spectral sequence [Kal08, Kal17, Mat20].

For further background on Hochschild homology, see [Per22, §3] and the references therein. ${ }^{5}$ Below we detail some additional properties for which we do not know an adequate reference. The first concerns the invariance of the Hochschild homology of a scheme under twisting by a Brauer class. In fact, such a result was proved for an arbitrary additive invariant by Tabuada and Van den Bergh [TVdB15], but their argument does not apply to Hochschild cohomology, which we will also need. We supply an alternative argument, due to Vadim Vologodsky, which gives a more precise statement and also applies to cohomology (see Lemma 5.17).
Lemma 5.6 (Vologodsky). Let $f: X \rightarrow S$ be a flat morphism from a noetherian scheme with affine diagonal to a perfect noetherian scheme. Let $\alpha \in \operatorname{Br}(X)[n]$, where $n$ is invertible on $S$. Then there are equivalences

$$
\begin{equation*}
\mathcal{H} \mathcal{H}_{*}\left(\mathrm{D}_{\mathrm{perf}}(X, \alpha) / S\right) \simeq f_{*} \Delta_{\alpha}^{*} \Delta_{*}^{\alpha} \mathcal{O}_{X} \simeq f_{*} \Delta^{*} \Delta_{*} \mathcal{O}_{X} \simeq \mathcal{H} \mathcal{H}_{*}\left(\mathrm{D}_{\mathrm{perf}}(X) / S\right) \tag{5.1}
\end{equation*}
$$

[^3]where $\Delta: X \rightarrow X \times_{S} X$ is the diagonal and $\Delta_{*}^{\alpha}, \Delta_{\alpha}^{*}$ are the functors described in Example 4.31. In fact, there is an equivalence
\[

$$
\begin{equation*}
\Delta_{\alpha}^{*} \Delta_{*}^{\alpha} \mathcal{O}_{X} \simeq \Delta^{*} \Delta_{*} \mathcal{O}_{X} \tag{5.2}
\end{equation*}
$$

\]

Proof. The outer two equivalences in (5.1) follow from Lemma 4.28 and Examples 4.30 and 4.31, so it suffices to prove the identity (5.2). The idea of the proof is to work over the formal completion of the diagonal.

We adopt the notation of Example 4.31, so that $\mathcal{X}$ is a $\boldsymbol{\mu}_{n}$-gerbe of class $\alpha, \mathcal{X}^{\vee}$ is the dual gerbe, and $\mathcal{P}$ is the universal bundle on $\mathcal{X}^{\vee} \times_{X} \mathcal{X}$. There is a diagram

where $\left(\mathcal{X}^{\vee} \times_{s} \mathcal{X}\right)^{\wedge}$ is the formal completion of $\mathcal{X}^{\vee} \times_{S} \mathcal{X}$ along the closed substack $\mathcal{X}^{\vee} \times_{X} \mathcal{X}$. The identity (5.2) can be checked after pullback to the gerbe $\mathcal{X}^{\vee} \times_{X} \mathcal{X}$, where it may be written as

$$
\begin{equation*}
\mathcal{P}^{\vee} \otimes \iota^{*} \iota_{*}(\mathcal{P}) \simeq \iota^{*} \iota_{*}\left(\mathcal{O}_{\mathcal{X}^{\vee} \times_{X} \mathcal{X}}\right) . \tag{5.3}
\end{equation*}
$$

The natural completion maps

$$
\begin{aligned}
\mathcal{P}^{\vee} \otimes \iota^{*} \iota_{*}(\mathcal{P}) & \rightarrow \mathcal{P}^{\vee} \otimes \hat{\imath}^{*} \hat{\iota}_{*}(\mathcal{P}), \\
\iota^{*} \iota_{*}\left(\mathcal{O}_{\mathcal{X}^{\vee} \times_{X} \mathcal{X}}\right) & \rightarrow \hat{\iota}^{*} \hat{\iota}_{*}\left(\mathcal{O}_{\mathcal{X}^{\vee} \times_{X} \mathcal{X}}\right)
\end{aligned}
$$

are equivalences, because of the observation that

$$
g^{*} g_{*} \hat{\iota}_{*}(M) \simeq \hat{\iota}_{*} M,
$$

for any coherent sheaf $M$ on $\mathcal{X}^{\vee} \times_{X} \mathcal{X}$. Étale-locally on $\mathcal{X}^{\vee} \times_{S} \mathcal{X}$, the observation boils down to the fact that if $A$ is a noetherian ring and $M$ is a finitely generated $A / I$-module for an ideal $I$, then the natural map

$$
M \rightarrow M \otimes_{A} \widehat{A}
$$

is an isomorphism, where $\widehat{A}$ is the $I$-adic completion of $A$.
From the previous paragraph, it remains to show the completed version of (5.3):

$$
\begin{equation*}
\mathcal{P}^{\vee} \otimes \hat{\iota}^{*} \hat{\iota}_{*}(\mathcal{P}) \simeq \hat{\iota}^{*} \hat{\iota}_{*}\left(\mathcal{O}_{\mathcal{X}^{\vee} \times_{X} \mathcal{X}}\right) . \tag{5.4}
\end{equation*}
$$

Suppose that there exists a line bundle $\widehat{\mathcal{P}}$ on the completion $\left(\mathcal{X}^{\vee} \times_{S} \mathcal{X}\right)^{\wedge}$ which pulls back to $\mathcal{P}$. (The existence of $\widehat{\mathcal{P}}$ is shown in the next paragraph.) Then (5.4) follows:

$$
\begin{aligned}
\mathcal{P}^{\vee} \otimes \hat{\iota}^{*} \hat{\iota}_{*}(\mathcal{P}) & \simeq \mathcal{P}^{\vee} \otimes \hat{\iota}^{*} \hat{\iota}_{*} \hat{\iota}^{*}(\widehat{\mathcal{P}}) \\
& \simeq \mathcal{P}^{\vee} \otimes \hat{i}^{*}\left(\hat{\iota}_{*}\left(\mathcal{O}_{\mathcal{X}^{\vee}} \times_{X} \mathcal{X}\right) \otimes \widehat{\mathcal{P}}\right) \\
& \simeq \mathcal{P}^{\vee} \otimes \hat{\iota}^{*}\left(\hat{\iota}_{*}\left(\mathcal{O}_{\mathcal{X}^{\vee} \times_{X} \mathcal{X}}\right)\right) \otimes \mathcal{P} \\
& \simeq \hat{\iota}^{*}\left(\hat{\iota}_{*}\left(\mathcal{O}_{\mathcal{X}^{\vee} \times_{X} \mathcal{X}}\right)\right) .
\end{aligned}
$$

In the second line, we have used the projection formula for a ringed topos [Sta24, Section 0943]. This proves the identity (5.4), assuming the existence of $\widehat{\mathcal{P}}$.

To conclude the proof, we show that there exists a line bundle $\widehat{\mathcal{P}}$ on $\left(\mathcal{X}^{\vee} \times_{S} \mathcal{X}\right)^{\wedge}$ which pulls back to $\mathcal{P}$ along $\hat{\imath}$. The ( $\boldsymbol{\mu}_{n} \times \boldsymbol{\mu}_{n}$ )-gerbe $\mathcal{X}^{\vee} \times_{S} \mathcal{X}$ over $X \times_{S} X$ may be "multiplied" to a $\boldsymbol{\mu}_{n}$-gerbe $\mathcal{G}$ on $X \times_{S} X$ of class $\operatorname{pr}_{2}^{*}[\mathcal{X}]-\operatorname{pr}_{1}^{*}[\mathcal{X}]$. Let $\widehat{\mathcal{G}}$ be the formal completion of $\mathcal{G}$ along
the preimage of the diagonal, so that $\widehat{\mathcal{G}}$ is a $\boldsymbol{\mu}_{n}$-gerbe over $\left(X \times_{S} X\right)^{\wedge}$. In fact, $\widehat{\mathcal{G}}$ is a trivial $\boldsymbol{\mu}_{n}$-gerbe. Indeed, on one hand the natural pullback map

$$
\widehat{\Delta}^{*}: \mathrm{H}_{\mathrm{et}}^{2}\left(\left(X \times_{S} X\right)^{\wedge}, \boldsymbol{\mu}_{n}\right) \rightarrow \mathrm{H}_{\mathrm{et}}^{2}\left(X, \boldsymbol{\mu}_{n}\right)
$$

is an isomorphism, because of the invariance of the étale site under nilpotent thickening. On the other hand, $[\widehat{\mathcal{G}}]$ lies in the kernel.

By the previous paragraph, there exists a 1-twisted line bundle $L$ on $\widehat{\mathcal{G}}$. (This is Lemma 2.7 for formal schemes; the proof is identical.) Let $\widehat{\mathcal{P}}^{\prime}$ be the pullback of $L$ to $\left(\mathcal{X}^{\vee} \times_{S} \mathcal{X}\right)^{\wedge}$. Then $\widehat{\mathcal{P}}^{\prime}$ is a $(1,1)$-twisted line bundle, and its restriction to $\mathcal{X}^{\vee} \times_{X} \mathcal{X}$ differs from $\mathcal{P}$ by an element $L_{0}$ of $\operatorname{Pic}(X)$. Then

$$
\widehat{\mathcal{P}}=\widehat{\mathcal{P}}^{\prime} \otimes \operatorname{pr}_{1}^{*}\left(L_{0}^{-1}\right)
$$

is the desired line bundle.
Remark 5.7. If $n$ is not invertible on $S$, then the conclusion of Lemma 5.6 does not hold in general [ABM21, Theorem 1.3].
Remark 5.8. If $X$ is a Deligne-Mumford stack then the conclusion of Lemma 5.6 often fails. For example, if $X=\mathrm{B} G$ over $\mathbf{C}$ for $G=\mathbf{Z} / 2 \times \mathbf{Z} / 2$, then $\operatorname{Br}(X)=\mathbf{Z} / 2$, and the nonzero class $\alpha$ comes from the $\boldsymbol{\mu}_{2}$-gerbe

$$
\mathrm{B} D_{8} \rightarrow \mathrm{~B} G,
$$

where $D_{8}$ is the dihedral group of order 8 . The twisted derived category $\mathrm{D}_{\text {perf }}(X, \alpha)$ is identified with the subcategory $\langle V\rangle$ of $\mathrm{D}_{\text {perf }}\left(\mathrm{B} D_{8}\right)$ generated by the irreducible 2-dimensional representation of $D_{8}$. In particular, $\operatorname{HH}_{0}\left(\mathrm{D}_{\text {perf }}(X, \alpha)\right)=\mathbf{C}$, whereas $\mathrm{HH}_{0}\left(\mathrm{D}_{\text {perf }}(X)\right)=\mathbf{C}^{4}$.
Lemma 5.9. Let $\mathfrak{C}$ be a smooth proper $S$-linear category, let $\Phi \in \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$, and let $\mathrm{S}_{\mathcal{C} / S}$ be the relative Serre functor (which exists by Lemma 4.24). Then there is an equivalence

$$
\mathcal{H H}_{*}(\mathrm{C} / S, \Phi)^{\vee} \simeq \mathcal{H o m}_{S}\left(\Phi, \mathrm{~S}_{\mathrm{C} / S}\right)
$$

where the right side is the mapping object computed in $\operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$.
Proof. By Remark 5.4 we find

$$
\mathcal{H} \mathcal{H}_{*}(\mathbb{C} / S, \Phi)^{\vee} \simeq \mathcal{H o m}_{S}\left(\operatorname{ev}_{\mathcal{C}}\left(K_{\Phi}\right), \mathcal{O}_{S}\right) \simeq \mathcal{H o m}_{S}\left(K_{\Phi}, \operatorname{ev}_{\mathcal{C}}^{!}\left(\mathcal{O}_{S}\right)\right) .
$$

By Lemma $4.16(2)$ there is an equivalence $\mathrm{FM}_{\mathfrak{C}}: \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C} \xrightarrow{\sim} \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$, under which $\mathrm{FM}_{\mathcal{C}}\left(K_{\Phi}\right) \simeq \Phi$ by the definition of $K_{\Phi}$ and $\mathrm{FM}_{\mathcal{C}}\left(\mathrm{ev}_{\mathfrak{C}}^{!}\left(\mathcal{O}_{S}\right)\right) \simeq \mathrm{S}_{\mathcal{C} / S}$ by Lemma 4.24, so the claim follows.

Hochschild homology is a recipient for a generalized Chern character, defined out of the complex $\mathcal{H o m}_{S}(E, \Phi(E))$ for any object $E$ of an $S$-linear category. A construction can be found for instance in [Per22, §3.2], but we give a direct description in terms of Fourier-Mukai kernels below.
Construction 5.10 (Chern characters). Let $\mathcal{C}$ be an $S$-linear category, let $\Phi \in \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$, and let $E \in \mathcal{C}$. Let $K_{\operatorname{Ind}(\Phi)} \in \operatorname{Ind}(\mathcal{C})^{\vee} \otimes_{\mathrm{D}_{\mathrm{qc}}(S)} \operatorname{Ind}(\mathcal{C})$ be the Fourier-Mukai kernel for the functor $\operatorname{Ind}(\Phi) \in \operatorname{Fun}_{S}(\operatorname{Ind}(\mathcal{C}), \operatorname{Ind}(\mathcal{C}))$, which exists by Lemma 4.29. By Lemma 4.33 we have an equivalence

$$
\mathcal{H o m}_{S}\left(E \boxtimes \Phi(E), K_{\operatorname{Ind}(\Phi)}\right) \simeq \mathcal{H o m}_{S}(\Phi(E), \Phi(E)),
$$

and thus a canonical morphism

$$
\begin{equation*}
E \boxtimes \Phi(E) \rightarrow K_{\operatorname{Ind}(\Phi)} \tag{5.5}
\end{equation*}
$$

corresponding to $\operatorname{id}_{\Phi(E)}$. Note that $\mathrm{ev}_{\mathrm{e}}(E \boxtimes \Phi(E)) \simeq \mathcal{H o m}_{S}(E, \Phi(E))$, while by Remark 5.4 we have $\operatorname{ev}_{e}\left(K_{\operatorname{Ind}(\Phi)}\right) \simeq \mathcal{H}_{*}(\mathcal{C} / S, \Phi)$. The Chern character of $E$ with coefficients in $\Phi$ is the morphism

$$
\operatorname{ch}_{E, \Phi}: \mathcal{H o m}_{S}(E, \Phi(E)) \rightarrow \mathcal{H H}_{*}(\mathcal{C} / S, \Phi)
$$

obtained by applying eve to (5.5). We write $\mathrm{ch}_{E}=\mathrm{ch}_{E \text {,ide }}$ for the case when $\Phi=\mathrm{id}$.
Remark 5.11. When $\mathcal{C}$ is smooth and proper over $S$, then we may avoid the use of indcompletion in the definition of the Chern character, using the kernel $K_{\Phi} \in \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C}$ for $\Phi$ given by Lemma $4.16(2)$ in place of $K_{\operatorname{Ind}(\Phi)}$, and Lemma 4.21 in place of Lemma 4.33. In this situation, the Chern character also admits the following simple description in terms of Serre duality.

Lemma 5.12. Let $\mathcal{C}$ be a smooth proper $S$-linear category, let $\Phi \in \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$, and let $E \in \mathcal{C}$. Then there is a commutative diagram

where $\eta_{E}$ is the morphism given by evaluating a natural transformation at $E$, the left vertical arrow is the equivalence of Lemma 5.9, and the right vertical arrow is Serre duality.
Proof. Let $K_{\Phi} \in \mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(S)} \mathcal{C}$ be the Fourier-Mukai kernel for $\Phi$. We consider the diagram

where:

- The top square is given by dualizing the definition of $\mathrm{ch}_{E, \Phi}$.
- The middle square is given by adjunction.
- The bottom left vertical arrow arises from the equivalence $\mathcal{C}^{\vee} \otimes_{\mathrm{D}_{\mathrm{perf}}(S)} \mathcal{C} \xrightarrow{\sim} \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$ of Lemma $4.16(2)$, which sends $K_{\Phi}$ to $\Phi$ by construction and $\mathrm{ev}_{\mathfrak{e}}\left(\mathcal{O}_{S}\right)$ to $\mathrm{S}_{\mathcal{C} / S}$ by Lemma 4.24.
- The bottom right vertical arrow is given by Lemma 4.21, using again that $\operatorname{ev}_{\mathrm{e}}^{!}\left(\mathcal{O}_{S}\right)$ is the kernel for $\mathrm{S}_{\mathrm{e} / S}$.
The top square and middle square commute by definition. Unwinding the equivalences invoked in the construction of the diagram, it is straightforward to check that the bottom square
commutes, the composition of the left vertical arrows is the equivalence of Lemma 5.9, and the composition of the right vertical arrows is Serre duality. The outer square thus gives the desired diagram.


### 5.2. Hochschild cohomology.

Definition 5.13. Let $\mathcal{C}$ be a small or presentable $S$-linear category. The Hochschild cohomology of $\mathcal{C}$ over $S$ is the complex

$$
\mathcal{H} \mathcal{H}^{*}(\mathcal{C} / S)=\mathcal{H o m}_{S}\left(\mathrm{id}_{\mathcal{C}}, \mathrm{id}_{\mathcal{C}}\right) \in \mathrm{D}_{\mathrm{qc}}(S) .
$$

We use the notation

$$
\begin{aligned}
\mathcal{H H}^{i}(\mathcal{C} / S) & =\mathcal{H}^{i}\left(\mathcal{H} \mathcal{H}^{*}(\mathfrak{C} / S)\right), \\
\operatorname{HH}^{*}(\mathcal{C} / S) & =\operatorname{R\Gamma }\left(\mathcal{H H}^{*}(\mathcal{C} / S)\right), \\
\operatorname{HH}^{i}(\mathcal{C} / S) & =\mathrm{H}^{i}\left(\operatorname{HH}^{*}(\mathrm{C} / S)\right),
\end{aligned}
$$

for the degree $i$ cohomology sheaf, the derived global sections, and the degree $i$ cohomology of $\mathcal{H H}^{*}(\mathcal{C} / S)$.

Remark 5.14. If $\mathcal{C}$ is a small $S$-linear category, then $\mathcal{H}^{*}(\mathcal{C} / S) \simeq \mathcal{H} \mathcal{H}^{*}(\operatorname{Ind}(\mathcal{C}) / S)[$ Per22, Remark 4.2].

Remark 5.15. There is also a version of Hochschild cohomology with coefficients in an endomorphism $\Phi \in \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$ [Per22, Definition 4.1], but we do not discuss it since we do not need it for our applications and we have no new results to add in this context.

Below we recall some basic results about Hochschild cohomology, and compute it for twisted derived categories. For further background, see [Per22, §5] or [BP23, §2.1] and the references therein. ${ }^{6}$

Lemma 5.16 ([BP23, Remark 2.5 and Lemma 2.6]). Let $\mathcal{C}$ be an $S$-linear category.
(1) If $\mathfrak{C}$ is smooth and proper over $S$, then $\mathcal{H} \mathcal{H}^{*}(\mathrm{C} / S) \in \mathrm{D}_{\text {perf }}(S)$.
(2) For any morphism of perfect derived algebraic stacks $g: T \rightarrow S$, there is a canonical equivalence

$$
g^{*} \mathcal{H} \mathcal{H}^{*}(\mathrm{C} / S) \simeq \mathcal{H} \mathcal{H}^{*}\left(\mathrm{C}_{T} / T\right)
$$

Vologodsky's argument from Lemma 5.6 also applies to the cohomological setting:
Lemma 5.17 (Vologodsky). Let $f: X \rightarrow S$ be a flat morphism from a noetherian scheme with affine diagonal to a perfect noetherian scheme, and let $\alpha \in \operatorname{Br}(X)[n]$ with $n$ invertible on $X$. Then there are equivalences
$\mathcal{H H}^{*}\left(\mathrm{D}_{\mathrm{perf}}(X, \alpha) / S\right) \simeq \mathcal{H o m}_{S}\left(\Delta_{*}^{\alpha} \mathcal{O}_{X}, \Delta_{*}^{\alpha} \mathcal{O}_{X}\right) \simeq \mathcal{H o m}_{S}\left(\Delta_{*} \mathcal{O}_{X}, \Delta_{*} \mathcal{O}_{X}\right) \simeq \mathcal{H} \mathcal{H}^{*}\left(\mathrm{D}_{\mathrm{perf}}(X) / S\right)$ where $\Delta: X \rightarrow X \times_{S} X$ is the diagonal and $\Delta_{*}^{\alpha}, \Delta_{\alpha}^{*}$ are the functors described in Example 4.31.

[^4]Proof. By Remark 5.14 and Lemma 4.28, we may pass to the unbounded quasi-coherent derived category for the computation. Then the outer two equivalences follow from Examples 4.30 and 4.31. Adopting the notation of the proof of Lemma 5.6, we have

$$
\begin{aligned}
& \mathcal{H o m}_{S}\left(\Delta_{*}^{\alpha} \mathcal{O}_{X}, \Delta_{*}^{\alpha} \mathcal{O}_{X}\right) \simeq \mathcal{H o m}_{S}\left(\iota_{*}(\mathcal{P}), \iota_{*}(\mathcal{P})\right) \\
& \simeq \mathcal{H o m}_{S}\left(\iota^{*} \iota_{*}(\mathcal{P}), \mathcal{P}\right) \\
& \simeq \mathcal{H o m}_{S}\left(\mathcal{P}^{\vee} \otimes \iota^{*} \iota_{*}(\mathcal{P}), \mathcal{O}_{\mathcal{X}^{\vee}{ }_{X_{X}} \mathcal{X}}\right) \\
& \simeq \mathcal{H o m}_{S}\left(\Delta_{\alpha}^{*} \Delta_{*}^{\alpha} \mathcal{O}_{X}, \mathcal{O}_{X}\right),
\end{aligned}
$$

and similarly

$$
\mathcal{H o m}_{S}\left(\Delta_{*} \mathcal{O}_{X}, \Delta_{*} \mathcal{O}_{X}\right) \simeq \mathcal{H o m}_{S}\left(\Delta^{*} \Delta_{*} \mathcal{O}_{X}, \mathcal{O}_{X}\right)
$$

Since $\Delta_{\alpha}^{*} \Delta_{*}^{\alpha} \mathcal{O}_{X} \simeq \Delta^{*} \Delta_{*} \mathcal{O}_{X}$ by Lemma 5.6, this finishes the proof.
Using Hochschild cohomology, Anel and Toën [AT09] introduced an analog for categories of the geometric notion of connectedness. To formulate it, note that if $\mathcal{C}$ is an $S$-linear category, then there is a canonical morphism $\mathcal{O}_{S} \rightarrow \mathcal{H} \mathcal{H}^{0}(\mathrm{C} / S)$ (corresponding to the identity in $\left.\mathcal{H o m}_{S}\left(\mathrm{id}_{\mathcal{e}}, \mathrm{id}_{\mathrm{e}}\right)\right)$.
Definition 5.18. Let $\mathcal{C}$ be an $S$-linear category. Then $\mathcal{C}$ is connected over $S$ if for every morphism $T \rightarrow S$ from a perfect scheme $T, \mathcal{H H}^{i}\left(\mathrm{C}_{T} / T\right)=0$ for $i<0$ and the morphism $\mathcal{O}_{T} \rightarrow \mathcal{H} \mathcal{H}^{0}\left(\mathrm{C}_{T} / T\right)$ is an isomorphism.
Lemma 5.19. Let $f: X \rightarrow S$ be a flat proper surjective morphism of noetherian schemes with geometrically reduced and connected fibers. Let $\alpha \in \operatorname{Br}(X)$ be a Brauer class. Then $\mathrm{D}_{\mathrm{perf}}(X, \alpha)$ is a connected $S$-linear category.
Proof. This follows from Lemma 5.17.
Many interesting semiorthogonal components of derived categories of varieties can be shown to be connected by combining Lemma 5.19 with Kuznetsov's results on heights of exceptional collections [Kuz15]; see for instance [BP23, §2.3] and Example 6.5 below.
5.3. Hodge theory. In what follows, all local systems are taken with respect to the analytic topology, although following our conventions (§1.8) we suppress analytification from the notation

Theorem 5.20. Let $\mathcal{C}$ be a smooth proper $S$-linear category of geometric origin, where $S$ is a complex variety. Then there is functorially associated local system of finitely generated abelian groups $\mathrm{K}_{0}^{\mathrm{top}}(\mathrm{C} / S)$ on $S$ (for the analytic topology), which underlies a weight 0 variation of Hodge structures and satisfies the following:
(1) If $\mathfrak{C}=\left\langle\mathfrak{C}_{1}, \ldots, \mathfrak{C}_{m}\right\rangle$ is an $S$-linear semiorthogonal decomposition, then there is an isomorphism

$$
\mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C} / S) \simeq \mathrm{K}_{0}^{\mathrm{top}}\left(\mathrm{C}_{1} / S\right) \oplus \cdots \oplus \mathrm{K}_{0}^{\mathrm{top}}\left(\mathrm{C}_{m} / S\right)
$$

induced by the projection functors onto the components $\mathfrak{C}_{i}$.
(2) When $f: X \rightarrow S$ is a smooth proper morphism of complex varieties, $\mathrm{K}_{0}^{\mathrm{top}}\left(\mathrm{D}_{\mathrm{perf}}(X) / S\right)$ is the local system $U \mapsto \mathrm{~K}_{0}^{\mathrm{top}}\left(X_{U}\right)$ of topological K -theory groups of the family, and there is an isomorphism

$$
\mathrm{K}_{0}^{\mathrm{top}}\left(\mathrm{D}_{\mathrm{perf}}(X) / S\right) \otimes \mathbf{Q} \simeq \bigoplus_{k \in \mathbf{Z}} \mathrm{R}^{2 k} f_{*} \mathbf{Q}(k)
$$

of variations of rational Hodge structures on $S$ (where ( $k$ ) denotes the Tate twist).
(3) If $S=\operatorname{Spec}(\mathbf{C})$, in which case we write simply $\mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C})$ for $\mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C} / S)$, then the $p$ th graded piece of the Hodge filtration on $\mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C}) \otimes \mathbf{C}$ is isomorphic to $\mathrm{HH}_{2 p}(\mathcal{C}):=$ $\mathrm{H}^{-2 p}\left(\mathcal{H}_{*}(\mathrm{C})\right)$. For general $S$, the fiber of $\mathrm{K}_{0}^{\mathrm{top}}(\mathrm{C} / S)$ over $s \in S(\mathbf{C})$ is $\mathrm{K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$.
Proof. The construction of $\mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C} / S)$ is due to Blanc in the absolute case [Bla16] and to Moulinos [Mou19] in general. The essential ingredient in constructing the Hodge structure is the degeneration of the noncommutative Hodge-to-de Rham spectral sequence [Kal08, Kal17, Mat20]. For details, see [Per22, §5.1].
Remark 5.21. When $\mathcal{C}=\mathrm{D}_{\text {perf }}(X, \alpha)$ for a Brauer class $\alpha \in \operatorname{Br}_{\mathrm{Az}}(X)$, and $X \rightarrow S$ is a smooth proper morphism of complex varieties, then Theorem 5.20 implies that there is a variation of Hodge structure on the local system $\mathrm{K}_{0}^{\mathrm{top}}\left(\mathrm{D}_{\mathrm{perf}}(X, \alpha) / S\right)$, which we shall denote simply by $\mathrm{K}_{0}^{\mathrm{top}}((X, \alpha) / S)$. Indeed, $\mathrm{D}_{\text {perf }}(X, \alpha)$ is of geometric origin by Lemma 4.3.

When the Brauer class is topologically trivial (Definition 2.2), the results of [Hot22] calculate the associated variation of Hodge structure in terms of twisted Mukai structures. This is explained in the special case when $X \rightarrow S$ is a family of abelian varieties in $\S 18$.

## 6. Calabi-Yau categories

In this short section we introduce (families of) Calabi-Yau categories and specialize some of our earlier results to this setting. The main results of this paper only require 3-dimensional Calabi-Yau categories, but as it is no harder we consider arbitrary dimensions.

Fix a perfect derived algebraic stack $S$, which will serve as the base space for our discussion.

### 6.1. Definition and examples.

Definition 6.1. Let $n \in \mathbf{Z}$. An $n$-dimensional Calabi-Yau ( $C Y n$ ) category over $S$ is an $S$-linear category $\mathcal{C}$ such that:
(1) $\mathcal{C}$ is smooth, proper, and connected over $S$.
(2) $\mathrm{S}_{\mathcal{C} / S}=(-\otimes L)[n]$ for a line bundle $L$ on $S$.

This property is preserved under base change; in particular, the fibers $\mathcal{C}_{s}$ of $\mathcal{C}$ are CYn over $\kappa(s)$ for all $s \in S$.
Lemma 6.2. Let $\mathcal{C}$ be a CYn category over $S$. Let $T \rightarrow S$ be a morphism from a perfect derived algebraic stack. Then $\mathcal{C}_{T}$ is a CYn category over $T$.

Proof. Connectedness is preserved under base change by Definition 5.18, smoothness and properness are preserved under base change by Lemma 4.12, and condition (2) in Definition 6.1 is preserved under base change by Lemma 4.25.
Remark 6.3. A variant of Definition 6.1 in case $n=2$ appears in [Per22, $\S 6.1]$. The definition there is stronger in that $\mathcal{C}$ is required to be smooth and proper of geometric origin, but weaker in that condition (2) is replaced with its fibral version and connectedness is replaced by a slightly weaker fibral condition (only requiring that $\mathcal{H} \mathcal{H}^{0}$ is the scalars). Whenever we use Hodge theory for categories in the sense of $\S 5.3$, we will restrict to CYn categories of geometric origin, but we have not included this condition in our definition as it is not needed for other results.

The following is the most important example of a CY category for this paper.

Lemma 6.4. Let $f: X \rightarrow S$ be a smooth proper morphism of noetherian schemes of relative dimension $n$, with geometrically connected fibers and $\omega_{f}=f^{*} L$ for a line bundle $L$ on $S$. Let $\alpha \in \operatorname{Br}_{\mathrm{Az}}(X)$. Then $\mathrm{D}_{\mathrm{perf}}(X, \alpha)$ is a CYn category of geometric origin over $S$.

Proof. By Example 4.11, the category $\mathrm{D}_{\text {perf }}(X, \alpha)$ is smooth and proper of geometric origin over $S$. By Lemma 5.19, the category $\mathrm{D}_{\text {perf }}(X, \alpha)$ is connected over $S$. Finally, by Example 4.23 the relative Serre functor of $\mathrm{D}_{\text {perf }}(X, \alpha)$ is $(-\otimes L)[n]$.

Many other examples of CY categories can be constructed as semiorthogonal components of Fano varieties, using the results of [Kuz19]. For a survey of the known CY2 examples, see [Per22, §6.2]. Below we spell out an interesting CY3 example.

Example 6.5. Let $f: X \rightarrow S$ be a smooth family of cubic sevenfolds, defined by a section of $L \boxtimes \mathcal{O}_{\mathbf{P}^{8}}(3)$ on $S \times \mathbf{P}^{8}$ for some line bundle $L$ on $S$. Then $\mathcal{O}_{X}, \mathcal{O}_{X}(1), \ldots, \mathcal{O}_{X}(5)$ is a relative exceptional collection over $S$ (in the sense of $\left[\mathrm{BLM}^{+} 21, \S 3.3\right]$ ). The Kuznetsov component $\mathcal{K} u(X) \subset \mathrm{D}_{\text {perf }}(X)$ is defined by the $S$-linear semiorthogonal decomposition

$$
\mathrm{D}_{\text {perf }}(X)=\left\langle\mathcal{K} u(X), f^{*} \mathrm{D}_{\text {perf }}(S), f^{*} \mathrm{D}_{\text {perf }}(S) \otimes \mathcal{O}_{X}(1), \ldots, f^{*} \mathrm{D}_{\text {perf }}(S) \otimes \mathcal{O}_{X}(5)\right\rangle
$$

The category $\mathcal{K} u(X)$ is CY3 of geometric origin over $S$. Indeed, $\mathcal{K} u(X)$ is smooth and proper of geometric origin over $S$ by definition, connected over $S$ by [BP23, Corollary 2.11], and has relative Serre functor $\mathrm{S}_{\mathcal{K} u(X) / S} \simeq\left(-\otimes L^{\otimes 2}\right)[3]$ by the results of [Kuz19]. ${ }^{7}$

As mentioned in §1.6.4, the integral Hodge conjecture holds for cubic sevenfolds and their Kuznetsov components:

Lemma 6.6. Let $X \subset \mathbf{P}^{8}$ be a complex smooth cubic sevenfold. Then the integral Hodge conjecture holds for $X$ (in all degrees), as well as for $\mathcal{K} u(X)$.

Proof. By [Per22, Proposition 5.16], it suffices to prove the integral Hodge conjecture for $X$ in all degrees. By the Lefschetz hyperplane theorem, it is enough to show that $X$ contains a line, a 2-plane, and a 3 -plane. By a dimension count, the only nontrivial case is a 3 -plane. The expected dimension of the space of 3 -planes is 0 , and a standard Chern class computation shows that the virtual number of such planes is nonzero (equal to 321489 ), so 3 -planes must exist on $X$.
6.2. Hochschild (co)homology and Chern characters. The Calabi-Yau condition implies a close relation between Hochschild homology and cohomology. Note that for any object $E \in \mathcal{C}$ of an $S$-linear category, there is a canonical morphism

$$
\begin{equation*}
a_{E}: \mathcal{H H}^{*}(\mathcal{C} / S) \rightarrow \mathcal{H o m}_{S}(E, E) \tag{6.1}
\end{equation*}
$$

given by evaluation at $E$.
Corollary 6.7. Let $\mathcal{C}$ be a CYn category over $S$ with $\mathrm{S}_{\mathcal{C} / S}=(-\otimes L)[n]$ for a line bundle $L$ on $S$.
(1) There is an equivalence $\mathcal{H H}_{*}(\mathrm{C} / S)^{\vee} \simeq \mathcal{H H}^{*}(\mathrm{C} / S) \otimes L[n]$.

[^5](2) For any $E \in \mathcal{C}$, there is a commutative diagram

where the left vertical arrow is the equivalence of (1) and the right vertical arrow is Serre duality.
(3) If $S$ is a $\mathbf{Q}$-scheme, then we have $\mathcal{H}_{*}(\mathrm{e} / S) \in \mathrm{D}_{\mathrm{qc}}^{[-n, n]}(S)$.

Proof. (1) and (2) follow from Lemmas 5.9 and 5.12 with $\Phi=$ ide. For part (3), note that $\mathcal{H H}^{*}(\mathcal{C} / S) \in \mathrm{D}_{\overline{\mathrm{qc}}}^{\geq 0}(S)$ by the connectedness of $\mathcal{C}$ over $S$, and therefore $\mathcal{H}_{*}(\mathcal{C} / S)^{\vee} \in \mathrm{D}_{\overline{\mathrm{qc}}}^{\geq-n}(S)$ by (1). But $\mathcal{H H}_{*}(\mathrm{C} / S)$ is self-dual by Theorem $5.5(1)$ and has locally free cohomology sheaves if $S$ is a $\mathbf{Q}$-scheme by Theorem $5.5(2)$, so (3) follows.

## Part II. Moduli

## 7. Moduli of objects in a category

Fix a perfect scheme $S$ and a smooth proper $S$-linear category $\mathcal{C}$. In this section, we discuss the moduli space of objects in $\mathcal{C}$, following work of Lieblich [Lie06] and Toen-Vaquié [TV07]. We will consider three incarnations of this space: as a derived stack, as a stack, and as an algebraic space. For applications later in the paper, we will primarily be interested in the latter two more classical incarnations, but the enhancement as a derived stack will be useful for proving results, as its deformation theory is more natural.
7.1. Classical moduli spaces. We consider the moduli functor

$$
\begin{align*}
\mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S):(\mathrm{Sch} / S)^{\mathrm{op}} & \rightarrow \operatorname{Grpd} \\
T & \mapsto\left\{E \in \mathcal{C}_{T} \mid \operatorname{Ext}_{\kappa(t)}^{<0}\left(E_{t}, E_{t}\right)=0 \text { for all } t \in T\right\}, \tag{7.1}
\end{align*}
$$

where the right-hand side is considered as a groupoid (by truncating the $\infty$-groupoid spanned by the displayed objects in $\mathcal{C}_{T}$ ). Following Lieblich, we call $\mathcal{M}_{\mathrm{gl}}(\mathcal{C} / S)$ the moduli stack of gluable objects in $\mathcal{C}$. We also consider the moduli stack of simple gluable objects

$$
s \mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S) \subset \mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S)
$$

defined by the extra condition that $E \in \mathcal{C}_{T}$ is simple, i.e. $\operatorname{Hom}_{\kappa(t)}\left(E_{t}, E_{t}\right)=\kappa(t)$ for all $t \in T$.
Theorem 7.1. The functor $\mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S)$ is an algebraic stack which is locally of finite presentation over $S$. Moreover, $s \mathcal{M}_{\mathrm{gl}}(\mathcal{C} / S) \subset \mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S)$ is an open substack (hence also algebraic and locally of finite presentation over $S$ ), and is a $\mathbf{G}_{m}$-gerbe over an algebraic space $s \mathrm{M}_{\mathrm{gl}}(\mathrm{C} / S)$ locally of finite presentation over $S$.

Proof. In the case where $\mathcal{C}=\mathrm{D}_{\text {perf }}(X)$ for $X \rightarrow S$ a smooth proper morphism, this was first proved in [Lie06, Theorem 4.2.1 and Corollary 4.3.3]. As explained in [ $\mathrm{BLM}^{+}$21, Proposition 9.2 and Lemma 9.8], this can be used to deduce the result in case $\mathcal{C} \subset \mathrm{D}_{\text {perf }}(X)$ is an $S$-linear semiorthogonal component (which is the only case needed for the applications in this paper). The general case is proved in [TV07].
Remark 7.2. As shown in [Lie06, TV07], a moduli stack of objects in $\mathcal{C}$ can be defined under weaker hypotheses than $\mathcal{C}$ being smooth and proper. However, the definition of the moduli stack then becomes more complicated. As we will not need this generality for our main results, we stick to the smooth and proper case.
7.2. Derived moduli spaces. We use the language of derived algebraic geometry, our conventions on which are recalled in $\S 3$. The derived moduli stack of objects in $\mathcal{C}$ is the functor

$$
\mathfrak{M}(\mathrm{C} / S):(\mathrm{dAff} / S)^{\mathrm{op}} \rightarrow \operatorname{Grpd}_{\infty}
$$

whose value on $T$ is the $\infty$-groupoid $\left(\mathcal{C}_{T}\right)^{\simeq}$ obtained from $\mathcal{C}_{T}$ by discarding non-invertible 1-morphisms.

Remark 7.3. The $T$-points of $\mathfrak{M}(\mathcal{C} / S)$ for a derived algebraic stack $T$ can be described by the same formula as in the case when $T$ is a derived affine scheme. Indeed, we may write
$T=\operatorname{colim}_{U \in \mathrm{dAff} / T} U$ as the colimit of the derived affine schemes over $T$. Then

$$
\begin{aligned}
\operatorname{Hom}(T, \mathfrak{M}(\mathcal{C} / S)) & \simeq \lim _{U \in \mathrm{dAff} / T} \operatorname{Hom}(U, \mathfrak{M}(\mathcal{C} / S)) \\
& \simeq \lim _{U \in \mathrm{dAff} / T}\left(\mathcal{C}_{U}\right)^{\simeq} \\
& \simeq\left(\lim _{U \in \mathrm{dAff} / T} \mathcal{C}_{U}\right)^{\simeq}
\end{aligned}
$$

where the last line holds since the operation $(-) \simeq$ of passing to the maximal sub- $\infty$-groupoid is right adjoint to the inclusion $\mathrm{Grpd}_{\infty} \rightarrow \mathrm{Cat}_{\infty}$ of $\infty$-groupids into $\infty$-categories. On the other hand, we have

$$
\begin{aligned}
\lim _{U \in \mathrm{dAff} / T} \mathcal{C}_{U} & =\lim _{U \in \mathrm{dAff} / T} \mathcal{C} \otimes_{\mathrm{D}_{\mathrm{perf}}(S)} \mathrm{D}_{\text {perf }}(U) \\
& \simeq \mathcal{C} \otimes_{\mathrm{D}_{\mathrm{perf}}(S)}\left(\lim _{U \in \operatorname{dAff} / T} \mathrm{D}_{\operatorname{perf}}(U)\right) \\
& \simeq \mathcal{C} \otimes_{\mathrm{D}_{\operatorname{perf}}(S)} \mathrm{D}_{\operatorname{perf}}(T) \\
& =\mathcal{C}_{T},
\end{aligned}
$$

where the second line holds since by dualizability of $\mathcal{C} \in \operatorname{Cat}_{S}$ the operation $\mathcal{C} \otimes_{\mathrm{D}_{\text {perf }}(S)}$ admits a left adjoint given by $\mathrm{C}^{\vee} \otimes_{\mathrm{D}_{\text {perf }}(S)}-$, and the third and fourth lines hold by definition.

Now we can state the main foundational result about the derived moduli stack of objects.
Theorem 7.4 ([TV07, Theorem 3.6]). The functor $\mathfrak{M}(\mathrm{C} / S)$ is a derived locally algebraic stack which is locally of finite presentation over $S$.

One of the key advantages of the derived moduli stack $\mathfrak{M}(\mathrm{C} / S)$ is that its (co)tangent complex admits a simple description.
Theorem 7.5 ([TV07, Corollary 3.17]). Let $g: T \rightarrow \mathfrak{M}(\mathcal{C} / S)$ be a morphism from a derived algebraic stack $T$, corresponding to an object $E \in \mathcal{C}_{T}$. Then the pullback of the relative cotangent complex $L_{\mathfrak{M}(\mathrm{e} / S) / S}$ of $\mathfrak{M}(\mathrm{C} / S) \rightarrow S$ to $T$ is given by

$$
g^{*} L_{\mathfrak{M}(\mathcal{C} / S) / S} \simeq\left(\mathcal{H o m}_{T}(E, E)[1]\right)^{\vee}
$$

7.3. Derived enhancements. We define the higher moduli stack of object in $\mathcal{C}$ to be the classical truncation

$$
\mathcal{M}(\mathbb{C} / S):=\mathfrak{M}(\mathcal{C} / S)_{\mathrm{cl}}:(\mathrm{Aff} / S)^{\mathrm{op}} \rightarrow \operatorname{Grpd}_{\infty},
$$

which by Theorem 7.4 is a higher locally algebraic stack locally of finite presentation over $S$.
Example 7.6. Let $\mathcal{M} \rightarrow \mathcal{M}(\mathcal{C} / S)$ be a Zariski open immersion. Then by Remark 3.3 there is a corresponding Zariski open immersion of derived locally algebraic stacks

$$
\mathfrak{M} \rightarrow \mathfrak{M}(\mathrm{C} / S)
$$

which recovers $\mathcal{M} \rightarrow \mathcal{M}(\mathcal{C} / S)$ upon taking classical truncations. As observed in [TV07, Corollary 3.21 and 3.22], the natural morphisms $s \mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S) \rightarrow \mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S) \rightarrow \mathcal{M}(\mathrm{C} / S)$ are Zariski open immersions; thus for example we may take $\mathcal{M}=s \mathcal{M}_{\mathrm{gl}}(\mathcal{C} / S)$ or $\mathcal{M}=\mathcal{M}_{\mathrm{gl}}(\mathbb{C} / S)$, giving Zariski open immersions of derived enhancements

$$
s \mathfrak{M}_{\mathrm{gl}}(\mathrm{C} / S) \rightarrow \mathfrak{M}_{\mathrm{gl}}(\mathrm{C} / S) \rightarrow \mathfrak{M}(\mathrm{C} / S)
$$

As illustrated by Theorem 7.5, derived moduli problems often have well-behaved cotangent complexes. This leads to control on the cotangent complex of the underived moduli problem, via the following observation.

Lemma 7.7 ([STV15, Proposition 1.2]). Let $\mathfrak{X}$ be a derived algebraic stack over $S$, let $\mathcal{X}$ be its truncation, and let $i: \mathcal{X} \rightarrow \mathfrak{X}$ be the canonical map. Then the cone $L_{\mathcal{X} / \mathfrak{X}}$ of the morphism

$$
i^{*} L_{\mathfrak{X} / S} \rightarrow L_{\mathcal{X} / S}
$$

satisfies $L_{\mathcal{X} / \mathcal{X}} \in \mathrm{D}_{\mathrm{qc}}^{\leq-2}(\mathcal{X})$.

## 8. Groups of autoequivalences

Fix a perfect scheme $S$ and a smooth proper $S$-linear category $\mathcal{C}$. In this section, we discuss the geometric structure of the group of autoequivalences of $\mathcal{C}$, which, like the moduli space of objects in $\mathcal{C}$, comes in three guises. In particular, we describe its cotangent complex and study properties of its identity component.
8.1. Groups of autoequivalences. We denote by $\operatorname{Aut}_{S}(\mathcal{C}) \in \operatorname{Grpd}_{\infty}$ the space of automorphisms of $\mathcal{C}$ considered as an object of the $\infty$-category Cats ${ }_{S}$ of $S$-linear categories. The stack of autoequivalences of $\mathcal{C}$ is the functor

$$
\begin{align*}
\mathcal{A u t}(\mathrm{C} / S):(\mathrm{Sch} / S)^{\mathrm{op}} & \rightarrow \operatorname{Grpd}_{\infty} \\
T & \mapsto \operatorname{Aut}_{T}\left(\mathfrak{C}_{T}\right) . \tag{8.1}
\end{align*}
$$

In Proposition 8.2 below we explain the basic properties of $\mathcal{A} u t(\mathcal{C} / S)$. $\operatorname{Recall}^{\operatorname{Fun}}{ }_{S}(\mathcal{C}, \mathrm{C})$ is the $S$-linear category of $S$-linear endofunctors of $\mathcal{C}$.
Lemma 8.1. The $S$-linear category $\operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$ is smooth and proper over $S$. Further, if $T \rightarrow S$ is a morphism from a locally algebraic derived stack $T$, then there is an equivalence

$$
\left(\operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})\right)_{T} \simeq \operatorname{Fun}_{T}\left(\mathcal{C}_{T}, \mathrm{C}_{T}\right)
$$

of T-linear categories.
Proof. As $\mathcal{C}$ is assumed smooth and proper over $S$, the first claim holds by the (proof of) [BP23, Lemma 2.6], while the second holds by the (proof of) [Per22, Lemma 4.3].

Proposition 8.2. The functor $\mathcal{A} u t(\mathbb{C} / S)$ is a higher locally algebraic stack which is locally of finite presentation over $S$ and admits a Zariski open immersion

$$
\begin{equation*}
\mathcal{A} u t(\mathrm{C} / S) \rightarrow \mathcal{M}\left(\operatorname{Fun}_{S}(\mathrm{C}, \mathrm{e}) / S\right) \tag{8.2}
\end{equation*}
$$

Moreover, if $\mathcal{C}$ is a connected S-linear category (in the sense of Definition 5.18), then $\mathcal{A} u t(\mathcal{C} / S)$ is 1-truncated (i.e. takes values in Grpd), is an algebraic stack locally of finite presentation over $S$, and is a $\mathbf{G}_{m}$-gerbe over a group algebraic space $\operatorname{Aut}(\mathbb{C} / S)$ locally of finite presentation over $S$.

Proof. This essentially follows from the arguments in the proof of [TV07, Corollary 3.24], but for convenience we sketch the proof. The morphism $\mathcal{A u t}(\mathrm{C} / S) \rightarrow \mathcal{M}\left(\operatorname{Fun}_{S}(\mathcal{C}, \mathrm{C}) / S\right)$ is given on $T \in \operatorname{Sch} / S$ by the natural morphism $\operatorname{Aut}_{T}\left(\mathcal{C}_{T}\right) \rightarrow \operatorname{Fun}_{T}\left(\mathcal{C}_{T}, \mathfrak{C}_{T}\right) \simeq\left(\operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})\right)_{T}$, where the equivalence is given by Lemma 8.1. That this morphism is a Zariski open immersion is shown just after Lemma 3.25 in [TV07]. It follows that $\mathcal{A} u t(\mathcal{C} / S)$ is a locally algebraic stack locally of finite presentation over $S$, as $\mathcal{M}\left(\operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C}) / S\right)$ is one.

If $\mathcal{C}$ is connected, then $\left[\mathrm{BP} 23\right.$, Lemma 3.3] implies that for any point $\Phi \in \operatorname{Aut}_{T}\left(\mathcal{C}_{T}\right)$ we have

$$
\pi_{i}\left(\operatorname{Aut}_{T}\left(\mathcal{C}_{T}\right), \Phi\right) \cong \begin{cases}\mathcal{O}_{T}(T)^{\times} & \text {if } i=1 \\ 0 & \text { if } i \geq 2\end{cases}
$$

Therefore, $\mathcal{A} u t(\mathcal{C} / S)$ is 1-truncated. It follows that $\mathcal{A} u t(\mathcal{C} / S)$ is an algebraic stack by [TV07, Lemma 2.19]. Finally, the algebraic space $\operatorname{Aut}(\mathbb{C} / S)$ can be obtained as the $\mathbf{G}_{m}$-rigidification of $\mathcal{A} u t(\mathcal{C} / S)$.

By our discussion of derived enhancements in §7.3, it follows that the Zariski open immersion (8.2) corresponds to a Zariski open immersion of derived locally algebraic stacks

$$
\mathfrak{A} u t(\mathrm{C} / S) \rightarrow \mathfrak{M}\left(\operatorname{Fun}_{S}(\mathrm{C}, \mathrm{e}) / S\right)
$$

which recovers (8.2) upon taking classical truncations. Explicitly,

$$
\mathfrak{A} u t(\mathrm{C} / S):(\mathrm{dAff} / S)^{\mathrm{op}} \rightarrow \operatorname{Grpd}_{\infty}
$$

is defined by the same formula (8.1) as $\mathcal{A} u t(\mathcal{C} / S)$ but on derived schemes $T$. We call $\mathfrak{A} u t(\mathcal{C} / S)$ the derived stack of autoequivalences of $\mathcal{C}$.
Remark 8.3. By construction, $\mathcal{A} u t(\mathbb{C} / S)$ is a group stack over $S$ (i.e. a group object in the category Stk $/ S$ ) which acts on the stacks

$$
s \mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S) \subset \mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S) \subset \mathcal{M}(\mathrm{C} / S)
$$

while $\mathfrak{A} u t(\mathcal{C} / S)$ is a group derived stack over $S$ (i.e. a group object in the category dStk/S) which acts on the derived enhancements

$$
s \mathfrak{M}_{\mathrm{gl}}(\mathrm{C} / S) \subset \mathfrak{M}_{\mathrm{gl}}(\mathrm{C} / S) \subset \mathfrak{M}(\mathrm{C} / S)
$$

When $\mathcal{C}$ is a connected $S$-linear category, then the action of $\mathcal{A} u t(\mathcal{C} / S)$ on $s \mathcal{M}_{\mathrm{gl}}(\mathbb{C} / S)$ induces an action of the group algebraic space $\operatorname{Aut}(\mathrm{C} / S)$ on $s \mathrm{M}_{\mathrm{gl}}(\mathrm{C} / S)$.

### 8.2. The cotangent complex.

Lemma 8.4. Let $\mathfrak{G}$ be a group derived algebraic stack over $S$, with identity section e: $S \rightarrow \mathfrak{G}$. Then there is an equivalence

$$
L_{\mathfrak{G} / S} \simeq e^{*} L_{\mathfrak{G} / S} \otimes \mathcal{O}_{\mathfrak{F}} .
$$

Proof. Consider the cartesian diagram

where $m$ is the multiplication map, $\mathrm{pr}_{1}$ is the first projection, and $\pi$ is the structure morphism. If $b=\left(\operatorname{id}_{\mathfrak{G}}, e \circ \pi\right): \mathfrak{G} \rightarrow \mathfrak{G} \times{ }_{S} \mathfrak{G}$, then $m \circ b=\operatorname{id}_{\mathfrak{G}}$ and hence pulling back we find an equivalence

$$
L_{\mathfrak{G} / S} \simeq b^{*} m^{*} L_{\mathfrak{G} / S}
$$

On the other hand, base change for the cotangent complex gives

$$
m^{*} L_{\mathfrak{G} / S} \simeq L_{\mathfrak{G} \times \times_{S} \mathfrak{G} / \mathfrak{G}} \simeq \operatorname{pr}_{2}^{*} L_{\mathfrak{G} / S}
$$

Since $\mathrm{pr}_{2} \circ b=e \circ \pi$, combining the above two observations gives

$$
L_{\mathfrak{G} / S} \simeq b^{*} \operatorname{pr}_{2}^{*} L_{\mathfrak{G} / S} \simeq \pi^{*} e^{*} L_{\mathfrak{G} / S} .
$$

Corollary 8.5. Let $\mathfrak{G}$ be a group derived algebraic stack over $S$ which is an open subgroup of $\mathfrak{A} u t(\mathcal{C} / S)$. Then there is an equivalence

$$
L_{\mathfrak{G} / S} \simeq\left(\mathcal{H H}^{*}(\mathcal{C} / S)[1]\right)^{\vee} \otimes \mathcal{O}_{\mathfrak{G}} .
$$

Proof. By Lemma 8.4, it suffices to show that $e^{*} L_{\mathfrak{G} / S} \simeq\left(\mathcal{H} \mathcal{H}^{*}(\mathcal{C} / S)[1]\right)^{\vee}$ where $e: S \rightarrow \mathfrak{G}$ is the identity section. By assumption, $\mathfrak{G}$ is a Zariski open inside the derived locally algebraic stack $\mathfrak{M}\left(\operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C}) / S\right)$, and the composition $S \xrightarrow{e} \mathfrak{G} \rightarrow \mathfrak{M}\left(\operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C}) / S\right)$ is classified by the object $\operatorname{id}_{\mathcal{C}} \in \operatorname{Fun}_{S}(\mathcal{C}, \mathcal{C})$. Therefore, by Theorem 7.5 we have

$$
e^{*} L_{\mathfrak{G} / S} \simeq\left(\mathcal{H o m}_{S}\left(\mathrm{id}_{\mathcal{C}}, \mathrm{id}_{\mathcal{C}}\right)[1]\right)^{\vee}=\left(\mathcal{H}^{*}(\mathcal{C} / S)[1]\right)^{\vee},
$$

where the final equality holds by the definition of Hochschild cohomology.
Lemma 8.6. Let $\mathcal{G}$ be a group higher algebraic stack over $S$ which is an open subgroup of $\mathcal{A u t}(\mathrm{C} / S)$. Assume that $\mathcal{G} \rightarrow S$ is smooth. Then there is an equivalence

$$
L_{\mathcal{G} / S} \simeq \tau^{\geq 0}\left(\left(\mathcal{H} \mathcal{H}^{*}(\mathcal{C} / S)[1]\right)^{\vee} \otimes \mathcal{O}_{\mathcal{G}}\right)
$$

Proof. Let $\mathfrak{G}$ be the open subgroup of $\mathfrak{A} u t(\mathcal{C} / S)$ corresponding to $\mathcal{G} \subset \mathcal{A} u t(\mathcal{C} / S)$, so that $i: \mathcal{G} \rightarrow \mathfrak{G}$ is a derived enhancement. As $\mathcal{G} \rightarrow S$ is smooth we have $L_{\mathcal{G} / S} \in \mathrm{D}_{\mathrm{qc}}^{[0,1]}(\mathcal{G})$, and therefore the morphism $i^{*} L_{\mathfrak{G} / S} \rightarrow L_{\mathcal{G} / S}$ factors via a morphism $\alpha: \tau^{\geq 0} i^{*} L_{\mathfrak{G} / S} \rightarrow L_{\mathcal{G} / S}$. By Lemma 7.7 the morphism $\alpha$ induces an isomorphism on cohomology sheaves in degrees $\geq 0$, while by Corollary 8.5 the source of $\alpha$ is precisely $\tau^{\geq 0}\left(\left(\mathcal{H} \mathcal{H}^{*}(\mathcal{C} / S)[1]\right)^{\vee} \otimes \mathcal{O}_{\mathcal{G}}\right)$.

As we explain in Lemma 8.10 below, in nice situations there is a canonical choice of $\mathcal{G}$ satisfying the hypotheses of Lemma 8.6.

### 8.3. The identity component.

Definition 8.7 (Identity component). If $G \rightarrow \operatorname{Spec}(k)$ is a group algebraic space locally of finite type over a field, we denote by $G^{0} \subset G$ the identity component of $G$, i.e. the open subgroup given by the connected component of the identity. If $G \rightarrow S$ is a group algebraic space locally of finite type over a scheme $S$, we consider the union of the the identity components $G_{s}^{0} \subset G_{s}, s \in S$, of all fibers; when this is an open subset $G^{0} \subset G$, then it is a subgroup called the identity component of $G \rightarrow S$, and we say "the identity component exists" to signify this situation.

Remark 8.8. When it exists, the formation of the identity component commutes with base change [Kle05, Lemma 5.1].

Definition 8.9 (Identity component of the stack of autoequivalences). If $\mathcal{C}$ is a connected $S$-linear category, then Proposition 8.2 shows there is a $\mathbf{G}_{m}$-gerbe $\mathcal{A} u t(\mathcal{C} / S) \rightarrow \operatorname{Aut}(\mathbb{C} / S)$ of the stack of autoequivalences over the space of autoequivalences. If the identity component of $\operatorname{Aut}(\mathcal{C} / S) \rightarrow S$ exists, then we denote it by $\operatorname{Aut}^{0}(\mathcal{C} / S)$, and define the identity component $\mathcal{A} u t^{0}(\mathcal{C} / S)$ of $\mathcal{A} u t(\mathcal{C} / S)$ as the subgroup given by the fiber product diagram

where the horizontal arrows are open immersions and the vertical arrows are $\mathbf{G}_{m}$-gerbes.

Lemma 8.10. Let $\mathcal{C}$ be a connected, smooth, and proper $S$-linear category over a locally noetherian $\mathbf{Q}$-scheme $S$. Assume that the function $s \mapsto \operatorname{dim}_{\kappa(s)} \operatorname{HH}^{1}\left(\mathcal{C}_{s} / \kappa(s)\right)$ is constant on $S$, say equal to $d \in \mathbf{Z}$.
(1) The identity component $\operatorname{Aut}^{0}(\mathcal{C} / S)$ of $\operatorname{Aut}(\mathbb{C} / S) \rightarrow S$ exists, and is of finite type and relative dimension d over $S$.
(2) If $S$ is reduced, then $\operatorname{Aut}^{0}(\mathbb{C} / S)$ (and hence also $\mathcal{A} u t^{0}(\mathbb{C} / S)$ ) is smooth over $S$.

Proof. (1) By construction, the fiber of $\operatorname{Aut}(\mathcal{C} / S)$ over $s \in S$ is $\operatorname{Aut}\left(\mathcal{C}_{s} / \kappa(s)\right)$. This is a group algebraic space locally of finite presentation over the field $\kappa(s)$, which has characteristic 0 by assumption. Therefore $\operatorname{Aut}\left(\mathcal{C}_{s} / \kappa(s)\right)$ is smooth over $\kappa(s)$ (see [Sta24, Tag 047N]). Combining Corollary 8.5, Lemma 7.7, and the fact that $\mathcal{A} u t\left(\mathfrak{C}_{s} / \kappa(s)\right) \rightarrow \operatorname{Aut}\left(\mathfrak{C}_{s} / \kappa(s)\right)$ is a $\mathbf{G}_{m}$-gerbe, we find that the tangent space to $\operatorname{Aut}\left(\mathcal{C}_{s} / \kappa(s)\right)$ at the identity is isomorphic to $\mathrm{HH}^{1}\left(\mathcal{C}_{s} / \kappa(s)\right)$, whose dimension is independent of $s \in S$. In particular, we have shown that the $\operatorname{Aut}^{0}\left(\mathcal{C}_{s} / \kappa(s)\right)$ are all smooth of the same dimension $d$. Now applying [Gro66, 15.6.3 and 15.6.4] ${ }^{8}$, we find that the union $\operatorname{Aut}^{0}(\mathcal{C} / S)$ of the $\operatorname{Aut}^{0}\left(\mathcal{C}_{s} / \kappa(s)\right)$ is open in $\operatorname{Aut}(\mathcal{C} / S)$, and the structure morphism $\operatorname{Aut}^{0}(\mathcal{C} / S) \rightarrow S$ is universally open. That $\operatorname{Aut}^{0}(\mathcal{C} / S) \rightarrow S$ is of finite type follows by the same argument as in [Kle05, Proposition 5.20] for Picard schemes. Finally, if $S$ is reduced, then $\operatorname{Aut}^{0}(\mathcal{C} / S) \rightarrow S$ is flat by [Gro66, 15.6.7], and hence smooth by [Gro67, 17.5.1].

The hypotheses of Lemma 8.10 are automatic in the CY setting:
Lemma 8.11. Let $\mathcal{E}$ be a CYn category over a locally noetherian $\mathbf{Q}$-scheme $S$. Then the function $s \mapsto \operatorname{dim}_{\kappa(s)} \mathrm{HH}^{1}\left(\mathcal{C}_{s} / \kappa(s)\right)$ is locally constant on $S$. In particular, the identity component Aut ${ }^{0}(\mathcal{C} / S)$ exists and is of finite type over $S$, and if $S$ is reduced it (as well as $\mathcal{A} u t^{0}(\mathcal{C} / S)$ ) is smooth over $S$.
Proof. By Theorem 5.5(1) and Corollary 6.7(1), we have $\mathrm{HH}^{1}\left(\mathcal{C}_{s} / \kappa(s)\right) \simeq \mathrm{HH}_{n-1}\left(\mathfrak{C}_{s} / \kappa(s)\right)^{\vee}$. But by Theorem 5.5 the vector spaces $\mathrm{HH}_{n-1}\left(\mathcal{C}_{s} / \kappa(s)\right)$ are the fibers of the finite locally free sheaf $\mathcal{H H}_{n-1}(\mathrm{C} / S)$, and hence their dimensions are locally constant.

When it exists, the identity component of a linear category must preserve all semiorthogonal decompositions:
Lemma 8.12. Let $\mathfrak{C}$ be a connected, smooth, and proper $S$-linear category over a scheme $S$ such that $\operatorname{Aut}^{0}(\mathcal{C} / S) \rightarrow S$ exists. Let $\mathcal{C}=\left\langle\mathfrak{C}_{1}, \ldots, \mathfrak{C}_{n}\right\rangle$ be an $S$-linear semiorthogonal decomposition. Then restriction to any subcategory $\mathcal{C}_{i} \subset \mathcal{C}$ determines a homomorphism

$$
\operatorname{Aut}^{0}(\mathcal{C} / S) \rightarrow \operatorname{Aut}^{0}\left(\mathcal{C}_{i} / S\right)
$$

Proof. For a scheme $T$ over $S$, a $T$-point of $\operatorname{Aut}^{0}(\mathrm{C} / S)$ corresponds to a $T$-linear autoequivalence $\Phi$ of $\mathcal{C}_{T}$ such that for every $t \in T$ the autoequivalence $\Phi_{t}$ of the fiber $\mathcal{C}_{t}$ is contained in $\operatorname{Aut}^{0}\left(\mathcal{C}_{t}\right)$. We must show that for any $i, \Phi$ restricts to a $T$-linear autoequivalence of $\left(\mathcal{C}_{i}\right)_{T}$ (as it then follows that the restriction is indeed a $T$-point of $\left.\operatorname{Aut}^{0}\left(\mathcal{C}_{i}\right)\right)$. By renaming, we may assume $T=S$. The claim is equivalent to the vanishing of the composite functor $\operatorname{pr}_{j} \circ \Phi \circ \operatorname{pr}_{i}$ for all $j \neq i$, where $\operatorname{pr}_{k}: \mathcal{C} \rightarrow \mathcal{C}_{k}$ is the projection functor of the semiorthogonal decomposition. In general, the vanishing of an $S$-linear functor $\Psi: \mathcal{C} \rightarrow \mathcal{C}$ may be checked on geometric fibers. Indeed, for any object $C \in \mathcal{C}$ and geometric point $s$ of $S$, by base change we have

$$
\mathcal{H o m}_{S}(\Psi(C), \Psi(C))_{s} \simeq \mathcal{H o m}_{\kappa(s)}\left(\Psi_{s}\left(C_{s}\right), \Psi_{s}\left(C_{s}\right)\right)
$$

[^6]if $\Psi_{s}$ vanishes for every $s$, then so must the complex $\mathcal{H o m}_{S}(\Psi(C), \Psi(C)) \in \mathrm{D}_{\text {perf }}(S)$ as its fibers do, which implies $\Psi$ vanishes. Therefore, the claim that $\Phi$ restricts to an $S$-linear autoequivalence of $\mathcal{C}_{i}$ reduces to the case where $S=\operatorname{Spec}(k)$ is the spectrum of an algebraically closed field, in which case it follows from Lemma 8.13 below.

Lemma 8.13. Let $\mathcal{C}$ be a connected, smooth, and proper $k$-linear category over an algebraically closed field $k$. Let $\mathcal{D} \subset \mathcal{C}$ be $k$-linear semiorthogonal component. Let $T$ be a connected scheme of finite type over $k$. Let $\Phi \in \operatorname{Aut}_{T}\left(\mathcal{C}_{T}\right)$ be a T-linear autoequivalence. Assume there exists a point $0 \in T(k)$ such that $\Phi_{0}(\mathcal{D})=\mathcal{D}$. Then $\Phi_{t}(\mathcal{D})=\mathcal{D}$ for all $t \in T(k)$.

Proof. The proof is essentially the same as that of [KO18, Theorem 3.9], but we include the argument for convenience.

First we claim that for any $k$-linear semiorthogonal component $\mathcal{D}^{\prime} \subset \mathcal{C}$, the set

$$
U\left(\mathcal{D}^{\prime}\right)=\left\{t \in T(k) \mid \Phi_{t}(\mathcal{D})=\mathcal{D}^{\prime}\right\}
$$

is open in $T(k)$. It suffices to show that the locus of $t \in T(k)$ with $\Phi_{t}(\mathcal{D}) \subset \mathcal{D}^{\prime}$ is open, since then by replacing $\mathcal{D}$ with $\mathcal{D}^{\prime}$ and $\Phi$ with $\Phi^{-1}$ we also find that the locus of $t \in T(k)$ with $\Phi_{t}^{-1}\left(\mathcal{D}^{\prime}\right) \subset \mathcal{D}$ is open. Let $\mathcal{E}^{\prime}={ }^{\perp} \mathcal{D}^{\prime}$ be the left orthogonal of $\mathcal{D}^{\prime}$, so that there is a semiorthogonal decomposition $\mathcal{C}=\left\langle\mathcal{D}^{\prime}, \mathcal{E}^{\prime}\right\rangle$. Then we must show that the locus of $t \in T(k)$ such that $\mathcal{H o m}_{k}\left(E^{\prime}, \Phi_{t}(D)\right)=0$ for all $E^{\prime} \in \mathcal{E}^{\prime}, D \in \mathcal{D}$ is open. It follows from [AG14, Lemma 3.9] (see also [Toë12, Lemma 2.6]) that $\mathcal{C}$ admits a generator, and hence (by projection) so does any semiorthogonal component. The vanishing $\mathcal{H o m}_{k}\left(E^{\prime}, \Phi_{t}(D)\right)=0$ for all $E^{\prime} \in \mathcal{E}^{\prime}, D \in \mathcal{D}$ is equivalent to the vanishing when $E^{\prime} \in \mathcal{E}^{\prime}$ and $D \in \mathcal{D}$ are chosen generators. Let $E_{T}^{\prime} \in \mathfrak{C}_{T}$ and $D_{T} \in \mathcal{C}_{T}$ be the pullbacks of $E^{\prime}$ and $D$ along $T \rightarrow \operatorname{Spec}(k)$. Then by base change, the fiber of the complex

$$
\mathcal{H o m}_{T}\left(E_{T}^{\prime}, \Phi\left(D_{T}\right)\right) \in \mathrm{D}_{\mathrm{perf}}(T)
$$

over $t \in T(k)$ is $\mathcal{H o m}_{k}\left(E^{\prime}, \Phi_{t}(D)\right)$, and hence its vanishing is an open condition on $t$. This completes the proof that $U\left(\mathcal{D}^{\prime}\right) \subset T(k)$ is open.

Now let $\Lambda$ denote the set of semiorthogonal components of $\mathcal{C}$ obtained as images of $\Phi_{t}$ for $t \in T(k)$, i.e. $\Lambda=\left\{\Phi_{t}(\mathcal{D}) \mid t \in T(k)\right\}$. Then $T(k)=\coprod_{\mathcal{D}^{\prime} \in \Lambda} U\left(\mathcal{D}^{\prime}\right)$ is a disjoint union of open sets. By connectedness of $T$ we deduce that $T(k)=U(\mathcal{D})$.

Lemma 8.14. Let $f: X \rightarrow S$ be a smooth proper morphism of constant relative dimension $n$ with geometrically connected fibers and $\omega_{f}=f^{*} L$ for a line bundle $L$ on $S$, where $S$ is a reduced locally noetherian $\mathbf{Q}$-scheme. Let $\alpha \in \operatorname{Br}_{\mathrm{Az}}(X)$. Then the identity component Aut ${ }^{0}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / S\right)$ exists and is smooth and proper over $S$.
Proof. The category $\mathrm{D}_{\text {perf }}(X, \alpha)$ is CYn over $S$ by Lemma 6.4. Hence $\operatorname{Aut}^{0}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / S\right)$ exists and is smooth and of finite type over $S$ by Lemma 8.11. To show properness, we first prove two related group spaces are proper.

Choose a $\boldsymbol{\mu}_{n}$-gerbe $\pi: \mathcal{X} \rightarrow X$ of class $\alpha$. Consider the automorphism and Picard stacks of $\mathcal{X}$ over $S$, denoted $\mathcal{A} u t(\mathcal{X} / S)$ and $\mathcal{P} i c(\mathcal{X} / S)$, which are gerbes over algebraic spaces $\operatorname{Aut}(\mathcal{X} / S)$ and $\operatorname{Pic}(\mathcal{X} / S)$. Arguing as in Lemma 8.11 shows that the identity components $\operatorname{Aut}^{0}(\mathcal{X} / S)$ and $\operatorname{Pic}^{0}(\mathcal{X} / S)$ exist and are of finite type, smooth, and of constant relative dimension over $S$. We claim that both are also proper over $S$. For $\operatorname{Pic}^{0}(\mathcal{X} / S)$, this holds for instance because the pullback map $\operatorname{Pic}^{0}(X / S) \rightarrow \operatorname{Pic}^{0}(\mathcal{X} / S)$ is an isomorphism. For $\operatorname{Aut}^{0}(\mathcal{X} / S)$, we instead have a natural morphism $\operatorname{Aut}^{0}(\mathcal{X} / S) \rightarrow \operatorname{Aut}^{0}(X / S)$. In order to show that Aut ${ }^{0}(\mathcal{X} / S) \rightarrow S$ is proper, by [Gro66, 15.7.11] we may pass to geometric fibers and assume that $S=\operatorname{Spec}(k)$ for
an algebraically closed field $k$. On Lie algebras, the homomorphism $\operatorname{Aut}^{0}(\mathcal{X} / k) \rightarrow \operatorname{Aut}^{0}(X / k)$ induces the map $\mathrm{H}^{0}\left(\mathrm{~T}_{\mathcal{X} / k}\right) \rightarrow \mathrm{H}^{0}\left(\mathrm{~T}_{X / k}\right)$, which is an isomorphism since $\mathrm{T}_{\mathcal{X} / k} \rightarrow \pi^{*} \mathrm{~T}_{X / k}$ is. It follows that $\operatorname{Aut}^{0}(\mathcal{X} / k) \rightarrow \operatorname{Aut}^{0}(X / k)$ is étale with kernel a finite group scheme $H$ over $k$; in fact, since $\operatorname{Aut}^{0}(X / k)$ is connected, the homomorphism $\operatorname{Aut}^{0}(\mathcal{X} / k) \rightarrow \operatorname{Aut}^{0}(X / k)$ must be surjective, and is identified with the quotient by $H$. In particular, the morphism $\operatorname{Aut}^{0}(\mathcal{X} / k) \rightarrow \operatorname{Aut}^{0}(X / k)$ is proper, so we reduce to showing that $\operatorname{Aut}^{0}(X / k)$ is proper over $k$. For this, it suffices to show that that $\operatorname{Aut}^{0}(X / k)$ does not contain a copy of $G=\mathbf{G}_{a}$ or $G=\mathbf{G}_{m}$. If so, then $X$ would be birational to a product $G \times Y$ by [Ros56, Theorem 10], but $X$ cannot be ruled since $\omega_{X} \cong \mathcal{O}_{X}$.

The actions of $\operatorname{Aut}^{0}(\mathcal{X} / S)$ and $\operatorname{Pic}^{0}(\mathcal{X} / S)$ on $\mathrm{D}_{\text {perf }}(\mathcal{X})$ give rise to a homomorphism

$$
\operatorname{Aut}^{0}(\mathcal{X} / S) \times{ }_{S} \operatorname{Pic}^{0}(\mathcal{X} / S) \rightarrow \operatorname{Aut}^{0}\left(\mathrm{D}_{\text {perf }}(\mathcal{X}) / S\right)
$$

By Lemma 4.4 the category $\mathrm{D}_{\text {perf }}(X, \alpha)$ is an $S$-linear semiorthogonal component of $\mathrm{D}_{\text {perf }}(\mathcal{X})$, so by Lemma 8.12 there is an induced homomorphism

$$
\operatorname{Aut}^{0}\left(\mathrm{D}_{\text {perf }}(\mathcal{X}) / S\right) \rightarrow \operatorname{Aut}^{0}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / S\right)
$$

Consider the composition

$$
\rho: \operatorname{Aut}^{0}(\mathcal{X} / S) \times_{S} \operatorname{Pic}^{0}(\mathcal{X} / S) \rightarrow \operatorname{Aut}^{0}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / S\right)
$$

of the above homomorphisms. By the previous paragraph the source of $\rho$ is proper over $S$, so by [Sta24, Tag 08AJ] to show that $\operatorname{Aut}^{0}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / S\right)$ is proper over $S$ it suffices to show $\rho$ is surjective, for which we may reduce to the case where $S=\operatorname{Spec}(k)$ for an algebraically closed field $k$. On Lie algebras, this induces a map

$$
\mathrm{H}^{0}\left(\mathrm{~T}_{\mathcal{X} / k}\right) \oplus \mathrm{H}^{1}\left(\mathcal{O}_{\mathcal{X}}\right) \rightarrow \mathrm{HH}^{1}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / k\right) .
$$

Under the isomorphisms $\mathrm{H}^{0}\left(\mathrm{~T}_{\mathcal{X} / k}\right) \cong \mathrm{H}^{0}\left(\mathrm{~T}_{X / k}\right)$ and $\mathrm{H}^{1}\left(\mathcal{O}_{\mathcal{X}}\right) \cong \mathrm{H}^{1}\left(\mathcal{O}_{X}\right)$ and the HKR isomorphism $\operatorname{HH}^{1}\left(\mathrm{D}_{\text {perf }}(X) / k\right) \cong \mathrm{H}^{0}\left(\mathrm{~T}_{X / k}\right) \oplus \mathrm{H}^{1}\left(\mathcal{O}_{X}\right)$, the map on Lie algebras is identified with the isomorphism $\operatorname{HH}^{1}\left(\mathrm{D}_{\text {perf }}(X) / k\right) \cong \operatorname{HH}^{1}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / k\right)$ from Lemma 5.17. It follows that $\rho$ is étale, and hence surjective as the target is a connected group.

Remark 8.15. It seems plausible that in the setting of Lemma 8.11, $\operatorname{Aut}^{0}(\mathbb{C} / S)$ is necessarily proper over $S$. Lemma 8.14 gives the (Brauer twisted) geometric case of this statement.

## 9. Moduli of objects modulo autoequivalences

Fix a perfect scheme $S$ and a smooth proper $S$-linear category $\mathcal{C}$. So far in $\S 7-\S 8$ we have constructed various incarnations of the moduli space of objects in $\mathcal{C}$, as well as corresponding group spaces that act on them. Our interest now is in their quotient spaces. In particular, in Proposition 9.4 we describe under certain hypotheses the cotangent complex of the derived version of the quotient; this forms a key ingredient in our theory of reduced DT invariants developed in Part IV.
9.1. Generalities on quotients. Let $\mathfrak{X} \in \mathrm{dStk} / S$ be a derived stack over $S$ and $\mathfrak{G} \in \mathrm{dStk} / S$ a group derived stack over $S$ that acts on $\mathfrak{X}$. The action defines a simplicial diagram

$$
\cdots \Longrightarrow \mathfrak{X} \times_{S} \mathfrak{G} \times_{S} \mathfrak{G} \Longrightarrow \mathfrak{X} \times_{S} \mathfrak{G} \Longrightarrow \mathfrak{X}
$$

in dStk/S, whose colimit $\mathfrak{X} / \mathfrak{G}$ is by definition the quotient derived stack of $\mathfrak{X}$ by $\mathfrak{G}$. Note that dStk/ $S$ admits all colimits (and limits), so this definition makes sense. Similarly, for
$\mathcal{X} \in \operatorname{Stk} / S$ a higher stack acted on by a group higher stack $\mathcal{G} \in \operatorname{Stk} / S$, we may form the quotient higher stack $\mathcal{X} / \mathcal{G}$.

Remark 9.1. Suppose as above that $\mathfrak{X}$ is a derived stack acted on by a group derived stack $\mathfrak{G}$. Let $\mathcal{X}=\mathfrak{X}_{\mathrm{cl}}$ and $\mathcal{G}=\mathfrak{G}_{\mathrm{cl}}$ be the classical truncations. Then $\mathcal{G}$ is a group higher stack and we have $(\mathfrak{X} / \mathfrak{G})_{\mathrm{cl}} \simeq \mathcal{X} / \mathcal{G}$. Indeed, this follows from the commutation of classical truncation with colimits and limits (Remark 3.1).

Conversely, let $\mathcal{X}$ be a higher stack acted on by a group higher stack $\mathcal{G}$, and let $\mathfrak{X}=\iota(\mathcal{X})$ and $\mathfrak{G}=\iota(\mathcal{G})$ be their derived extensions. Then $\mathfrak{G}$ does not automatically inherit the structure of a group derived stack which acts on $\mathfrak{X}$, because in general derived extension does not preserve fiber products. However, if $\mathcal{G} \rightarrow S$ is flat, then $\mathfrak{G}$ is naturally a group higher stack which acts on $\mathfrak{X}$ and $\iota(\mathcal{X} / \mathcal{G}) \simeq \mathfrak{X} / \mathfrak{G}$; indeed, this follows from the fact that derived extension preserves pullbacks along flat morphisms of higher algebraic stacks and commutes with colimits (Remark 3.1). Thus, in this situation there is no harm in our usual abuse of notation by which we omit $\iota$ when thinking of a higher stack as a derived stack.

Lemma 9.2. Let $\mathfrak{G}$ be a group derived algebraic stack over $S$ whose structure morphism $\mathfrak{G} \rightarrow S$ is flat and locally of finite presentation. Let $\mathfrak{X}$ be a derived algebraic stack on which $\mathfrak{G}$ acts. Then the quotient $\mathfrak{X} / \mathfrak{G}$ is a derived algebraic stack over $S$. Similarly, if $\mathcal{G}$ is a group higher algebraic stack over $S$, flat and locally of finite presentation over $S$, which acts on a higher algebraic stack $\mathcal{X}$, then the quotient $\mathcal{X} / \mathcal{G}$ is a higher algebraic stack over $S$.
Proof. Consider the cartesian diagram

where $q: \mathfrak{X} \rightarrow \mathfrak{X} / \mathfrak{G}$ is the quotient morphism, $a: \mathfrak{X} \times_{S} \mathfrak{G} \rightarrow \mathfrak{X}$ is the action morphism, and $\mathrm{pr}_{\mathfrak{X}}: \mathfrak{X} \times_{S} \mathfrak{G} \rightarrow \mathfrak{X}$ is the projection. The morphism $\mathrm{pr}: \mathfrak{X} \times_{S} \mathfrak{G} \rightarrow \mathfrak{X}$ is flat and locally of finite presentation, being a base change of $\mathfrak{G} \rightarrow S$, and thus $q: \mathfrak{X} \rightarrow \mathfrak{X} / \mathfrak{G}$ is a flat and locally of finite presentation surjection. It follows by a result of Toën [Toë11] that $\mathfrak{X} / \mathfrak{G}$ is a derived algebraic stack. (The use of [Toë11] can be avoided at the expense of assuming instead that $\mathfrak{G} \rightarrow S$ is smooth.) This proves the first claim of the lemma, and the second follows similarly.

Lemma 9.3. Let $\mathfrak{G}$ be a group derived algebraic stack over $S$ whose structure morphism $\mathfrak{G} \rightarrow S$ is flat and locally of finite presentation. Let $\mathfrak{X}$ be a derived algebraic stack on which $\mathfrak{G}$ acts. Then the relative cotangent complex of $\mathfrak{X} \rightarrow \mathfrak{X} / \mathfrak{G}$ is given by

$$
L_{\mathfrak{X} /(\mathfrak{X} / \mathfrak{G})} \simeq e^{*} L_{\mathfrak{G} / S} \otimes \mathcal{O}_{\mathfrak{X}}
$$

where $e: S \rightarrow \mathfrak{G}$ is the identity section and the right-hand side denotes the pullback of $e^{*} L_{\mathfrak{G} / S}$ along the structure morphism $\mathfrak{X} \rightarrow S$.

Proof. First note that by Lemma 9.2, the quotient $\mathfrak{X} / \mathfrak{G}$ is indeed a derived algebraic stack. Considering the diagram (9.1), base change for the cotangent complex gives

$$
a^{*} L_{\mathfrak{X} /(\mathfrak{X} / \mathfrak{G})} \simeq L_{\mathfrak{X} \times_{S} \mathfrak{G} / \mathfrak{X}} \simeq \operatorname{pr}_{\mathfrak{G}}^{*} L_{\mathfrak{G} / S}
$$

where $\operatorname{pr}_{\mathfrak{G}}: \mathfrak{X} \times_{S} \mathfrak{G} \rightarrow \mathfrak{G}$ is the projection. If $b=\left(\mathrm{id}_{\mathfrak{X}}, e \circ \pi\right): \mathfrak{X} \rightarrow \mathfrak{X} \times_{S} \mathfrak{G}$ where $\pi: \mathfrak{G} \rightarrow S$ is the structure morphism, then $a \circ b=\mathrm{id}_{\mathfrak{X}}$ and hence pulling back the above equivalence along
$b$ gives

$$
L_{\mathfrak{X} /(\mathfrak{X} / \mathfrak{G})} \simeq b^{*} \operatorname{pr}_{\mathfrak{G}}^{*} L_{\mathfrak{G} / S} .
$$

Now the result follows from Lemma 8.4.
9.2. Quotient of the moduli space of objects. Now we can describe the cotangent complex of a quotient of a moduli stack of objects in $\mathcal{C}$.

Proposition 9.4. Let $\mathcal{G}$ be a group higher algebraic stack over $S$ which is an open subgroup of $\mathcal{A} u t(\mathcal{C} / S)$, and assume that $\mathcal{G} \rightarrow S$ is smooth. Let $\mathcal{M} \rightarrow \mathcal{M}(\mathcal{C} / S)$ be a Zariski open which is preserved by the action of $\mathcal{G}$. Let $\mathfrak{M} \rightarrow \mathfrak{M}(\mathcal{C} / S)$ be the corresponding Zariski open.
(1) The derived algebraic stack $\mathfrak{M}$ inherits a $\mathcal{G}$-action such that the canonical derived enhancement morphism $i: \mathcal{M} \rightarrow \mathfrak{M}$ is $\mathcal{G}$-equivariant. The quotient $\mathfrak{M} / \mathcal{G}$ is a derived enhancement of $\mathcal{M} / \mathcal{G}$, with the derived enhancement morphism $\mathcal{M} / \mathcal{G} \rightarrow \mathfrak{M} / \mathcal{G}$ induced by $i$ upon passing to quotients.
(2) Let $\mathcal{E} \in \mathcal{C}_{\mathfrak{M}}$ be the universal object. Consider the morphism

$$
\begin{equation*}
\beta:\left(\mathcal{H o m}_{\mathfrak{M}}(\mathcal{E}, \mathcal{E})[1]\right)^{\vee} \xrightarrow{\left(a_{\mathcal{E}}[1]\right)^{\vee}}\left(\mathcal{H}^{*}\left(\mathcal{C}_{\mathfrak{M}} / \mathfrak{M}\right)[1]\right)^{\vee} \rightarrow \tau^{\geq 0}\left(\left(\mathcal{H} \mathcal{H}^{*}(\mathrm{C} / S)[1]\right)^{\vee}\right) \otimes \mathcal{O}_{\mathfrak{M}} \tag{9.2}
\end{equation*}
$$

in $\mathrm{D}_{\mathrm{qc}}(\mathfrak{M})$, where $\left(a_{\mathcal{E}}[1]\right)^{\vee}$ is the dual of the shift of the canonical morphism (6.1) and the last morphism is the pullback to $\mathfrak{M}$ of the truncation map

$$
\begin{equation*}
\left(\mathcal{H H}^{*}(\mathrm{C} / S)[1]\right)^{\vee} \rightarrow \tau^{\geq 0}\left(\left(\mathcal{H} \mathcal{H}^{*}(\mathrm{C} / S)[1]\right)^{\vee}\right) \tag{9.3}
\end{equation*}
$$

Then if $q: \mathfrak{M} \rightarrow \mathfrak{M} / \mathcal{G}$ is the quotient morphism, there is an exact triangle

$$
\begin{equation*}
q^{*} L_{(\mathfrak{M} / \mathcal{G}) / S} \rightarrow\left(\mathcal{H o m}_{\mathfrak{M}}(\mathcal{E}, \mathcal{E})[1]\right)^{\vee} \xrightarrow{\beta} \tau^{\geq 0}\left(\left(\mathcal{H} \mathcal{H}^{*}(\mathcal{C} / S)[1]\right)^{\vee}\right) \otimes \mathcal{O}_{\mathfrak{M}} \tag{9.4}
\end{equation*}
$$

(3) The exact triangle (9.4) descends to an exact triangle

$$
\begin{equation*}
L_{(\mathfrak{M} / \mathcal{G}) / S} \rightarrow\left(\mathcal{H o m}_{\mathfrak{M}}(\mathcal{E}, \mathcal{E})[1]\right)^{\vee} \xrightarrow{\bar{\beta}} \tau^{\geq 0}\left(\left(\mathcal{H} \mathcal{H}^{*}(\mathrm{C} / S)[1]\right)^{\vee}\right) \otimes \mathcal{O}_{\mathfrak{M}} \tag{9.5}
\end{equation*}
$$

in $\mathrm{D}_{\mathrm{qc}}(\mathfrak{M} / \mathcal{G})$, where by abuse of notation we denote the second and third term by the same symbol as their pullbacks to $\mathfrak{M}$.

Proof. (1) Because $\mathcal{G} \rightarrow S$ is smooth, as noted in Remark 9.1 its derived extension $\iota(\mathcal{G})$ is a group derived algebraic stack, and as usual we may safely conflate $\mathcal{G}$ and $\iota(\mathcal{G})$. Note that $\mathcal{G}$ acts on $\mathfrak{M}(\mathcal{C} / S)$ via the homomorphism $\mathcal{G} \rightarrow \mathcal{A} u t(\mathcal{C} / S) \rightarrow \mathfrak{A} u t(\mathcal{C} / S)$. By the correspondence between Zariski opens in $\mathcal{M}(\mathcal{C} / S)$ and $\mathfrak{M}(\mathcal{C} / S)$, it follows that $\mathcal{G}$ acts on $\mathfrak{M}$ such that $\mathcal{M} \rightarrow \mathfrak{M}$ is $\mathcal{G}$-equivariant. That $\mathfrak{M} / \mathcal{G}$ is a derived enhancement of $\mathcal{M} / \mathcal{G}$ follows from Remark 9.1.
(2) Consider the exact triangle

$$
q^{*} L_{(\mathfrak{M} / \mathcal{G}) / S} \rightarrow L_{\mathfrak{M} / S} \rightarrow L_{\mathfrak{M} /(\mathfrak{M} / \mathcal{G})}
$$

associated to the morphism $q: \mathfrak{M} \rightarrow \mathfrak{M} / \mathcal{G}$. By Theorem 7.5, we have an identification

$$
L_{\mathfrak{M} / S} \simeq\left(\mathcal{H o m}_{\mathfrak{M}}(\mathcal{E}, \mathcal{E})[1]\right)^{\vee}
$$

By Lemmas 9.3 and 8.6, we have an identification

$$
L_{\mathfrak{M} /(\mathfrak{M} / \mathcal{G})} \simeq \tau^{\geq 0}\left(\left(\mathcal{H} \mathcal{H}^{*}(\mathcal{C} / S)[1]\right)^{\vee}\right) \otimes \mathcal{O}_{\mathfrak{M}}
$$

Now we explain why, under these identifications, the map $\gamma: L_{\mathfrak{M} / S} \rightarrow L_{\mathfrak{M} /(\mathfrak{M} / \mathcal{G})}$ is given by $\beta$. Let $\mathfrak{G}$ be the open subgroup of $\mathfrak{A} u t(\mathcal{C} / S)$ corresponding to $\mathcal{G}$, so that $\mathfrak{G}$ acts on $\mathfrak{M}$, and consider the commutative diagram

where $b=\left(\operatorname{id}_{\mathfrak{M}}, e\right)$ with $e: S \rightarrow \mathfrak{G}$ the identity section, $i$ is the closed embedding induced by $\mathcal{G} \rightarrow \mathfrak{G}, a$ and $a^{\prime}$ are the corresponding action morphisms, and the square is cartesian. Then $a \circ b=\operatorname{id}_{\mathfrak{M}}$, so $\gamma: L_{\mathfrak{M} / S} \rightarrow L_{\mathfrak{M} /(\mathfrak{M} / \mathcal{G})}$ is identified with its pullback along $a \circ b$. Let us consider its pullback along $a$. Under the base change isomorphism $a^{*} L_{\mathfrak{M} /(\mathfrak{M} / \mathcal{G})} \simeq L_{\mathfrak{M} \times{ }_{S} \mathcal{G} / \mathfrak{M}}, a^{*} \gamma$ is identified with the composition of the natural maps

$$
a^{*} L_{\mathfrak{M} / S} \rightarrow L_{\mathfrak{M} \times{ }_{S} \mathcal{G} / S} \rightarrow L_{\mathfrak{M} \times S \mathcal{G} / \mathfrak{M}} .
$$

In view of the upper triangle in (9.6), this factors as

$$
a^{*} L_{\mathfrak{M} / S} \rightarrow i^{*} L_{\mathfrak{M} \times{ }_{S} \mathfrak{G} / S} \rightarrow i^{*} L_{\mathfrak{M} \times{ }_{S} \mathfrak{G} / \mathfrak{M}} \rightarrow L_{\mathfrak{M} \times{ }_{S} \mathcal{G} / \mathfrak{M}} .
$$

Using that $L_{\mathfrak{M} \times{ }_{S} \mathfrak{G} / \mathfrak{M}} \simeq L_{\mathfrak{G} / S} \otimes \mathcal{O}_{\mathfrak{M} \times \times_{S} \mathfrak{G}}$ and $L_{\mathfrak{M} \times{ }_{S} \mathcal{G} / \mathfrak{M}} \simeq L_{\mathcal{G} / S} \otimes \mathcal{O}_{\mathfrak{M} \times{ }_{S} \mathfrak{G}}$, and pulling back along $b$, we find that $\gamma$ factors as

$$
L_{\mathfrak{M} / S} \xrightarrow{\gamma_{1}} L_{\mathfrak{G} / S} \otimes \mathcal{O}_{\mathfrak{M}} \xrightarrow{\gamma_{2}} L_{\mathcal{G} / S} \otimes \mathcal{O}_{\mathcal{M}},
$$

where the $\gamma_{2}$ is the pullback to $\mathfrak{M}$ of the morphism $L_{\mathfrak{G} / S} \otimes \mathcal{O}_{\mathcal{G}} \rightarrow L_{\mathcal{G} / S}$ induced by $\mathcal{G} \rightarrow \mathfrak{G}$. By Corollary 8.5 and (the proof of) Lemma 8.6, $\gamma_{2}$ is identified with the pullback to $\mathfrak{M}$ of the truncation morphism (9.3). Note that by base change for Hochschild cohomology (Lemma 5.16), the pullback of $\left(\mathcal{H} \mathcal{H}^{*}(\mathrm{C} / S)[1]\right)^{\vee}$ to $\mathfrak{M}$ can be identified with $\left(\mathcal{H} \mathcal{H}^{*}\left(\mathrm{C}_{\mathfrak{M}} / \mathfrak{M}\right)[1]\right)^{\vee}$, the middle term in the composition (9.2) defining $\beta$. Finally, tracing through the above description of $\gamma_{1}$ and using the identification $L_{\mathfrak{M} / S} \simeq\left(\mathcal{H o m}_{\mathfrak{M}}(\mathcal{E}, \mathcal{E})[1]\right)^{\vee}$ of Theorem 7.5 shows that $\gamma_{1}$ is dual to the natural morphism $\mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathfrak{M}} / \mathfrak{M}\right)[1] \rightarrow \mathcal{H o m}_{\mathfrak{M}}(\mathcal{E}, \mathcal{E})[1]$.
(3) As shown above, the triangle (9.4) is precisely the exact triangle

$$
q^{*} L_{(\mathfrak{M} / \mathcal{G}) / S} \rightarrow L_{\mathfrak{M} / S} \rightarrow L_{\mathfrak{M} /(\mathfrak{M} / \mathcal{G})}
$$

associated to the morphism $q: \mathfrak{M} \rightarrow \mathfrak{M} / \mathcal{G}$. As the first morphism in this triangle naturally descends to $\mathfrak{M} / \mathcal{G}$, so does the second.

Remark 9.5. Suppose that, in the situation of Proposition 9.4, the Hochschild cohomology $\mathcal{H H}^{*}(\mathrm{C} / S)$ has locally free cohomology sheaves; for instance, by Corollary 6.7 and Theorem 5.5(2), this holds if $\mathcal{C}$ is CY and $S$ is a $\mathbf{Q}$-scheme. Then

$$
\left.\tau^{\geq 0}\left(\left(\mathcal{H} \mathcal{H}^{*}(\mathcal{C} / S)[1]\right)^{\vee}\right) \otimes \mathcal{O}_{\mathfrak{M}} \simeq \tau^{\geq 0}\left(\left(\mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathfrak{M}} / \mathfrak{M}\right)[1]\right)^{\vee}\right)\right) .
$$

Moreover, in this case all of the objects appearing in the triangles (9.4) and (9.5) are in fact perfect, as the second two objects in each triangle are always so by our assumption that $\mathcal{C}$ is smooth and proper over $S$.
9.3. Preservation by the identity component. The following observation is useful for constructing pairs $\mathcal{G}$ and $\mathcal{M}$ to which Proposition 9.4 applies.
Lemma 9.6. Let $\mathcal{C}$ be a connected $S$-linear category such that $\operatorname{Aut}^{0}(\mathcal{C} / S)$ exists (see Definition 8.7). Let $\mathcal{M} \subset \mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S)$ be a Zariski open substack which is universally closed over $S$. Then the action of the identity component $\mathcal{A} u t^{0}(\mathcal{C} / S)$ of the stack of autoequivalences on $\mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S)$ preserves $\mathcal{M}$.

Remark 9.7. In particular, if $\mathcal{A} u t^{0}(\mathrm{C} / S) \rightarrow S$ is smooth (a condition for which we gave simple criteria in Lemmas 8.10 and 8.11), the hypotheses of Proposition 9.4 are satisfied.

Proof. The question is topological so we may check it on fibers and reduce to the case where $S=\operatorname{Spec}(k)$. Let $\mathcal{G}=\mathcal{A} u t^{0}(\mathcal{C} / k)$ and $G=\operatorname{Aut}^{0}(\mathcal{C} / k)$. Let $\mathcal{E} \in \mathcal{C}_{\mathcal{M}}$ be the universal object, and let $\Phi \in \operatorname{Aut}_{\mathcal{G}}\left(\mathcal{C}_{\mathcal{G}}\right)$ be the universal autoequivalence. Let $\mathcal{E}_{\mathcal{G} \times{ }_{k} \mathcal{M}} \in \mathcal{C}_{\mathcal{G} \times{ }_{k} \mathcal{M}}$ be the pullback of $\mathcal{E}$, let $\Phi_{\mathcal{G} \times{ }_{k} \mathcal{M}} \in \operatorname{Aut}_{\mathcal{G}_{\times_{k} \mathcal{M}}}\left(\mathcal{C}_{\mathcal{G} \times{ }_{k} \mathcal{M}}\right)$ be the base changed autoequivalence, and set

$$
\mathcal{F}:=\Phi_{\mathcal{G} \times_{k} \mathcal{M}}\left(\mathcal{E}_{\mathcal{G} \times_{k} \mathcal{M}}\right) \in \mathcal{C}_{\mathcal{G} \times_{k} \mathcal{M}} .
$$

Then $\mathcal{F}$ is a family of gluable objects in $\mathcal{C}$ parameterized by $\mathcal{G} \times{ }_{k} \mathcal{M}$, whose fiber over any point $(g, m) \in \mathcal{G} \times_{k} \mathcal{M}$ is

$$
\mathcal{F}_{(g, m)}=\Phi_{g}\left(\mathcal{E}_{m}\right)
$$

where $\Phi_{g}$ is the fiber of $\Phi$ over $g$ (i.e. the autoequivalence of $\mathcal{C}$ corresponding to $g$ ).
As $\mathcal{M} \subset \mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S)$ is an open substack, the locus of points $(g, m) \in \mathcal{G} \times{ }_{k} \mathcal{M}$ such that $\mathcal{F}_{(g, m)} \in \mathcal{M}$ is open. As $\mathcal{M} \rightarrow \operatorname{Spec}(k)$ is universally closed, the locus $\mathcal{U} \subset \mathcal{G}$ of points $g$ such that $\mathcal{F}_{(g, m)} \in \mathcal{M}$ for all $m \in \mathcal{M}$ is therefore also open. If $1 \in \mathcal{G}$ denotes the identity element, then $\mathcal{F}_{(1, m)}=\mathcal{E}_{m}$ for all $m \in \mathcal{M}$, so $\mathcal{U}$ is an open neighborhood of 1 . Let $U \subset G$ be the image of $\mathcal{U}$ under the $\mathbf{G}_{m}$-gerbe $\mathcal{G} \rightarrow G$. Replacing $U$ by $U \cap U^{-1}$, it follows that for all $g \in U$ we have

$$
\Phi_{g}(\mathcal{M})=\mathcal{M},
$$

where here we regard $\Phi_{g}$ as an automorphism of $\mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S)$. Therefore, the locus of $g \in G$ such that $\Phi_{g}(\mathcal{M})=\mathcal{M}$ is an open subgroup of $G$, and hence equal to $G$, as $G$ is connected.

Any moduli space $\mathcal{M}$ of semistable objects of fixed class with respect to a reasonable notion of stability will satisfy the hypotheses of Lemma 9.6 . In $\S 10.4$ we will spell out the case of moduli of semistable twisted sheaves, and in $\S 11.3$ the case of moduli of semistable objects in a category.

## Part III. Stability

## 10. Stability of twisted sheaves

In this section we set up our conventions on slope and Gieseker stability of twisted sheaves, mostly following [Lie07].
10.1. Chern characters. We will use Vistoli's theory of rational Chow groups for DM stacks over a field [Vis89], which we denote by $\mathrm{CH}^{*}(-)_{\mathbf{Q}}$. This theory is formally similar to that of Chow groups of varieties, and in particular comes equipped with a formalism of Chern classes for perfect complexes. As the notation suggests, when applied to a variety $\mathrm{CH}^{*}(X)_{\mathbf{Q}}$ agrees with the rationalization of the usual Chow group.

We apply this to a $\boldsymbol{\mu}_{n}$-gerbe $\pi: \mathcal{X} \rightarrow X$ over a variety $X$ representing a class $\alpha \in \operatorname{Br}(X)$. In this case, the results of [Vis89] show that the pushforward map $\pi_{*}: \mathrm{CH}^{*}(\mathcal{X})_{\mathbf{Q}} \rightarrow \mathrm{CH}^{*}(X)_{\mathbf{Q}}$ is an isomorphism. As any $E \in \mathrm{D}_{\text {perf }}(X, \alpha)$ is in particular a perfect complex on $\mathcal{X}$, we may consider its Chern character $\operatorname{ch}(E) \in \operatorname{CH}^{*}(\mathcal{X})_{\mathbf{Q}}$; this construction gives a homomorphism

$$
\operatorname{ch}: \mathrm{K}_{0}(X, \alpha) \rightarrow \mathrm{CH}^{*}(\mathcal{X})_{\mathbf{Q}} .
$$

Of course, $\operatorname{ch}_{0}(E)=\operatorname{rk}(E)$ is simply the rank.
Lemma 10.1. If $X$ is a smooth proper variety, then the Chern character descends to a homomorphism

$$
\text { ch: } \mathrm{K}_{\mathrm{num}}(X, \alpha) \rightarrow \mathrm{CH}_{\mathrm{num}}^{*}(\mathcal{X})_{\mathbf{Q}},
$$

where $\mathrm{CH}_{\mathrm{num}}^{*}(\mathcal{X})_{\mathbf{Q}}$ denotes the quotient of $\mathrm{CH}^{*}(\mathcal{X})_{\mathbf{Q}}$ by numerical equivalence.
Proof. Given $E \in \mathrm{D}_{\text {perf }}(X, \alpha)$ be a numerically trivial object, we must show $\operatorname{ch}(E) \in \mathrm{CH}^{*}(\mathcal{X})_{\mathbf{Q}}$ is numerically trivial. Let $f: Y \rightarrow X$ be a finite cover killing $\alpha$ as in Lemma 2.4, and consider the pullback diagram


Since $f_{*}^{\prime} \circ f^{\prime *}$ is multiplication by $\operatorname{deg}(f)$ on $\mathrm{CH}^{*}(\mathcal{X})_{\mathbf{Q}}$, it suffices to show that the class $f^{\prime *} \operatorname{ch}(E)=\operatorname{ch}\left(f^{\prime *} E\right) \in \mathrm{CH}^{*}(\mathcal{Y})_{\mathbf{Q}}$ is numerically trivial.

Since $f^{*}(\alpha)=0$, there exists an invertible twisted sheaf $L$ on $\mathcal{Y}$ (Lemma 2.7). Then $f^{\prime *} E \otimes$ $L^{\vee} \in \mathrm{D}_{\text {perf }}^{0}(\mathcal{Y})$ is an untwisted complex on $\mathcal{Y}$, with $\operatorname{ch}\left(f^{\prime *} E \otimes L^{\vee}\right)=\operatorname{ch}\left(f^{\prime *} E\right)$. In this way, we reduce to proving the lemma when $\alpha=0$. But in this case it follows from Hirzebruch-Riemann-Roch that ch: $\mathrm{K}_{0}(X) \rightarrow \mathrm{CH}^{*}(X)_{\mathbf{Q}}$ induces a map $\mathrm{K}_{\text {num }}(X) \rightarrow \mathrm{CH}_{\text {num }}^{*}(X)_{\mathbf{Q}}$ (which is in fact an isomorphism after tensoring by $\mathbf{Q}$ ).

In our later discussion of stability conditions, it will be useful to consider Chern characters twisted by a real divisor.
Definition 10.2. Let $X$ be a smooth proper variety equipped with a Brauer class $\alpha \in \operatorname{Br}(X)$, represented by a $\boldsymbol{\mu}_{n}$-gerbe $\pi: \mathcal{X} \rightarrow X$, and a real divisor $D \in \operatorname{Div}(X)_{\mathbf{R}}$. For a twisted perfect complex $E \in \mathrm{D}_{\text {perf }}(X, \alpha)=\mathrm{D}_{\text {perf }}^{1}(\mathcal{X})$, the $D$-twisted Chern character is

$$
\operatorname{ch}^{D}(E):=e^{-\pi^{*}(D)} \operatorname{ch}(E) \in \mathrm{CH}^{*}(\mathcal{X})_{\mathbf{R}}
$$

where $e^{-\pi^{*}(D)}$ is the formal exponential of $-\pi^{*}(D) \in \mathrm{CH}^{1}(\mathcal{X})_{\mathbf{R}}$.

By abuse of notation, we will often denote the pullback of a divisor along $\pi$ : $\mathcal{X} \rightarrow X$ by the same symbol. With this convention, in low degrees we have

$$
\begin{aligned}
\operatorname{ch}_{0}^{D} & =\operatorname{ch}_{0}=\mathrm{rk} \\
\operatorname{ch}_{1}^{D} & =\operatorname{ch}_{1}-D \operatorname{ch}_{0} \\
\operatorname{ch}_{2}^{D} & =\operatorname{ch}_{2}-D \operatorname{ch}_{1}+\frac{D^{2}}{2} \operatorname{ch}_{0} \\
\operatorname{ch}_{3}^{D} & =\operatorname{ch}_{3}-D \operatorname{ch}_{2}+\frac{D^{2}}{2} \operatorname{ch}_{1}-\frac{D^{3}}{6} \operatorname{ch}_{0} .
\end{aligned}
$$

Let us also note that by Lemma 10.1, the $D$-twisted Chern character defines a homomorphism

$$
\operatorname{ch}^{D}: \mathrm{K}_{\text {num }}(X, \alpha) \rightarrow \mathrm{CH}_{\text {num }}^{*}(\mathcal{X})_{\mathbf{R}} .
$$

Remark 10.3. We have followed Lieblich [Lie07] in our definition of the Chern character for twisted sheaves. There is another possible definition, going back to Yoshioka [Yos06], which can be made when $\alpha \in \operatorname{Br}_{\mathrm{Az}}(X)$ is represented by an Azumaya algebra, or equivalently when there exists a locally free twisted sheaf $V$ on a $\mu_{n}$-gerbe $\pi: \mathcal{X} \rightarrow X$ of class $\alpha$. Given such a $V$, for $E \in \mathrm{D}_{\text {perf }}(X, \alpha)$ we may define

$$
\operatorname{ch}^{V}(E):=\frac{\operatorname{ch}\left(\pi_{*}\left(E \otimes V^{\vee}\right)\right)}{\sqrt{\operatorname{ch}\left(\pi_{*}\left(V \otimes V^{\vee}\right)\right)}} \in \mathrm{CH}^{*}(X)_{\mathbf{Q}}
$$

In general ch ${ }^{V}$ differs from the Chern character ch defined above. For instance, ch $^{V}$ depends on the choice of $V$, whereas ch is canonically defined. However, for most purposes, including ours in this paper, one could use $\mathrm{ch}^{V}$ in place of ch. For instance, both Chern characters lead to the same notion of slope (semi)stability for twisted sheaves, which satisfy a Bogomolov inequality, as studied in $\S 10.2$ below.
10.2. Slope stability. Slope stability of twisted sheaves is defined analogously to the classical case.

Definition 10.4. Let $X$ be a smooth projective variety equipped with a class $\alpha \in \operatorname{Br}(X)$ represented by a $\boldsymbol{\mu}_{n}$-gerbe $\pi: \mathcal{X} \rightarrow X$, a real ample divisor $\omega$, and a real divisor $D$. For a twisted coherent sheaf $E \in \operatorname{Coh}(X, \alpha)=\operatorname{Coh}^{1}(\mathcal{X})$, the $(\omega, D)$-slope is

$$
\mu_{\omega, D}(E):= \begin{cases}\frac{\omega^{\operatorname{dim} X-1} \cdot \mathrm{ch}_{1}^{D}(E)}{\omega^{\operatorname{dim} X \cdot \operatorname{ch}_{0}^{D}(E)}} & \text { if } \operatorname{ch}_{0}^{D}(E) \neq 0 \\ +\infty & \text { if } \operatorname{ch}_{0}^{D}(E)=0\end{cases}
$$

 $\alpha$-twisted subsheaves $F \subset E$, the inequality $\mu_{\omega, D}(F) \leq \mu_{\omega, D}(E)$ holds, and $E$ is $\mu_{\omega, D}$-stable if for all $F$ the inequality is strict. When $D=0$ we write $\mu_{\omega}=\mu_{\omega, 0}$.
Remark 10.5. The notion of $\mu_{\omega, D^{-}}$(semi)stability is independent of $D$. Classically only the case $D=0$ was considered, but the ability to vary $D$ is useful when studying stability conditions.

Many results for semistable sheaves have analogs in the twisted setting. For instance, the same arguments as in the untwisted case show the existence of a Harder-Narasimhan (HN) filtration with respect to $\mu_{\omega, D}$-stability for any $E \in \operatorname{Coh}(X, \alpha)$. That is, there exists a filtration

$$
0=E_{0} \subset E_{1} \subset \cdots \subset E_{m}=E
$$

such that the factors $A_{i}=E_{i} / E_{i-1}$ are $\mu_{\omega, D}$-semistable and

$$
\mu_{\omega, D}\left(A_{1}\right)>\mu_{\omega, D}\left(A_{2}\right)>\cdots>\mu_{\omega, D}\left(A_{m}\right) .
$$

We use the notation $\mu_{\omega, D}^{+}:=\mu_{\omega, D}\left(A_{1}\right)$ and $\mu_{\omega, D}^{-}(E)=\mu_{\omega, D}\left(A_{m}\right)$.
Combined with Lemma 2.4, the following lemma sometimes allows one to reduce statements to the untwisted setting, as we will illustrate in the proof of the twisted Bogomolov inequality below.

Lemma 10.6. Let $f: Y \rightarrow X$ be a finite surjective morphism of smooth projective varieties over a field of characteristic 0 . Let $\alpha \in \operatorname{Br}(X)$ and let $H$ be an ample divisor on $X$. Let $E \in \operatorname{Coh}(X, \alpha)$ be a torsion free twisted sheaf. Then $E$ is $\mu_{H}$-semistable if and only if the pullback $f^{*} E \in \operatorname{Coh}\left(Y, f^{*} \alpha\right)$ is $\mu_{f^{*} H^{-s e m i s t a b l e . ~}}$

Proof. This follows by the same argument as in [HL10, Lemma 3.2.2] which treats the untwisted version of the assertion.
10.3. Bogomolov inequality. The Bogomolov inequality plays an important role in the construction of stability conditions. To state it, we need to introduce the discriminant.
Definition 10.7. Let $X$ be a smooth projective variety with a class $\alpha \in \operatorname{Br}(X)$ represented by a $\mu_{n}$-gerbe $\pi: \mathcal{X} \rightarrow X$. For $E \in \mathrm{D}_{\mathrm{perf}}(E, \alpha)=\mathrm{D}_{\text {perf }}^{1}(\mathcal{X})$, the discriminant is

$$
\Delta(E):=\operatorname{ch}_{1}(E)^{2}-2 \operatorname{ch}_{0}(E) \operatorname{ch}_{2}(E) \in \mathrm{CH}^{2}(\mathcal{X})_{\mathbf{Q}} .
$$

Remark 10.8. If $D$ is a real divisor on $X$, then we have

$$
\Delta(E)=\operatorname{ch}_{1}^{D}(E)^{2}-2 \operatorname{ch}_{0}^{D}(E) \operatorname{ch}_{2}^{D}(E)
$$

so allowing a twist by $D$ leads to the same notion of discriminant.
Theorem 10.9 (Twisted Bogomolov inequality). Let $X$ be a smooth projective variety over a field of characteristic 0, equipped with a Brauer class $\alpha \in \operatorname{Br}(X)$ and an ample divisor $H$. Then for any a torsion free $\mu_{H}$-semistable twisted sheaf $E \in \operatorname{Coh}(X, \alpha)$, we have

$$
H^{\operatorname{dim} X-2} \Delta(E) \geq 0
$$

Proof. This is a special case of [Lie07, Proposition 3.2.3.13] where the base field is allowed to be of arbitrary characteristic; in that generality, the inequality is more complicated as it requires a correction term. In our case, the argument is simple. Indeed, using Lemmas 2.4 and 10.6 , by the argument from Lemma 10.1 we may reduce to proving the claim in the untwisted case, which is nothing but the well-known Bogomolov inequality [HL10, Theorem 3.4.1].
10.4. Moduli of semistable twisted sheaves. There is also a version of Gieseker stability for twisted sheaves. If $\alpha \in \operatorname{Br}(X)$ is a class represented by a $\boldsymbol{\mu}_{n}$-gerbe $\pi: \mathcal{X} \rightarrow X$ and $H$ is an ample divisor on $X$, then for $E \in \operatorname{Coh}(X, \alpha)=\operatorname{Coh}^{1}(\mathcal{X})$ one defines Gieseker $H$-stability analogously to the untwisted case, using the geometric Hilbert polynomial

$$
P_{H}(E, t):=n \int_{\mathcal{X}} \operatorname{ch}\left(E \otimes \mathcal{O}_{\mathcal{X}}\left(\pi^{*}(t H)\right)\right) \operatorname{td} \mathcal{X}
$$

in place of the Hilbert polynomial of a coherent sheaf. This reduces to usual Gieseker stability for coherent sheaves when $\alpha=0$. We refer to [Lie07] for the details of this theory. Similarly
to slope stability, one can more generally replace $H$ by a real ample divisor $\omega$ and consider a twist by a real divisor $D$ in Gieseker stability, but we will not need this.

There is a well-behaved moduli space of Gieseker semistable sheaves:
Example 10.10 (Moduli of semistable twisted sheaves). Let $X$ be a smooth projective variety over a field $k$, equipped with a Brauer class $\alpha \in \operatorname{Br}(X)$ and an ample divisor $H$. Let $\mathrm{K}_{\text {num }}(X)$ denote the numerical K-theory of $X$, i.e. the quotient of the Grothendieck group $\mathrm{K}_{0}(X)$ of coherent sheaves by the kernel of the Euler pairing. For a class $v \in \mathrm{~K}_{\text {num }}(X, \alpha)$, let $\mathcal{M}_{H}(v)$ denote the moduli stack of Gieseker $H$-semistable $\alpha$-twisted coherent sheaves of class $v$. Then $\mathcal{M}_{H}(v)$ is an open substack of the stack $\mathcal{M}_{\mathrm{gl}}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / k\right)$ of gluable objects in $\mathrm{D}_{\text {perf }}(X, \alpha)$, and $\mathcal{M}_{H}(v) \rightarrow \operatorname{Spec}(k)$ is finite type and universally closed. This holds by the results of [Lie07], generalizing well-known results from the case when $\alpha=0$ [HL10].

To formulate a relative version of moduli of semistable twisted sheaves, we need to fix a relative version of the numerical class $v$. There are various ways to do this. For instance, one may fix the geometric Hilbert polynomial. Another possibility is to consider classes in the relative numerical Grothendieck group, or a finite rank abelian group to which it maps, as in our discussion of stability conditions relative to a base in $\S 11.1$ below. For applications to the noncommutative variational Hodge conjecture or period-index problem, it will be useful to consider a topological variant where we fix a section of the relative topological K-theory.

Example 10.11 (Relative moduli of semistable twisted sheaves). Let $f: X \rightarrow S$ be a smooth proper morphism of complex varieties equipped with a Brauer class $\alpha \in \operatorname{Br}(X)$ and a relatively ample divisor $H$ on $X$ over $S$. Let $v$ be a section of the local system $\mathrm{K}_{0}^{\mathrm{top}}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / S\right)$ ). Note that any object $E \in \mathrm{D}_{\text {perf }}(X, \alpha)$ gives a section $v_{E}$ of $\left.\mathrm{K}_{0}^{\mathrm{top}}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / S\right)\right)$ whose fiber over $s \in S(\mathbf{C})$ is the class of $E_{s}$ in $\mathrm{K}_{0}^{\mathrm{top}}\left(\mathrm{D}_{\text {perf }}\left(X_{s}, \alpha_{s}\right)\right)$. We denote by $\mathcal{M}_{H}(v)$ the moduli stack of Gieseker $H$-semistable $\alpha$-twisted coherent sheaves of class $v$. Since $v$ determines the geometric Hilbert polynomial, it follows again from the results of [Lie07] that $\mathcal{M}_{H}(v)$ is an open substack of $\mathcal{M}_{\mathrm{gl}}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / S\right)$ which is finite type and universally closed over $S$.

## 11. Stability conditions

In this section, we discuss stability conditions on categories and their associated moduli spaces of semistable objects, which provide the main examples to which we will apply the general theory from $\S 9$. We also give a new proof of a variant of a result of Polishchuk [Pol07], which says stability conditions are invariant under the identity component of the group of autoequivalences (Proposition 11.6).
11.1. Stability conditions in a family. The notion of a stability condition on a triangulated category $\mathcal{C}$, due to Bridgeland [Bri07], gives rise to a well-behaved theory of semistable objects in $\mathcal{C}$. The definition depends on the choice of a homomorphism $\mathbf{v}: \mathrm{K}_{0}(\mathcal{C}) \rightarrow \Lambda$, called a Mukai homomorphism, from the Grothendieck group of $\mathcal{C}$ to a finite rank free abelian group. A stability condition $\sigma$ on $\mathcal{C}$ with respect to $\mathbf{v}$ then consists of a pair $(Z, \mathcal{A})$ where $Z: \Lambda \rightarrow \mathbf{C}$ is a group homomorphism (the central charge of $\sigma$ ) and $\mathcal{A}$ is the heart of a bounded t-structure, which satisfy certain compatibility conditions. When $\mathcal{C}$ is (the homotopy category of) a smooth proper $k$-linear category for a field $k$, then it is often assumed that $\mathbf{v}$ factors through the map $\mathrm{K}_{0}(\mathrm{C}) \rightarrow \mathrm{K}_{\text {num }}(\mathrm{C})$ to the numerical Grothendieck group, defined as the quotient by the kernel of the Euler pairing $\chi(E, F)=\sum_{i}(-1)^{i} \operatorname{dim}_{k} \operatorname{Ext}^{i}(E, F)$; in this case, $\sigma$ is called a numerical
stability condition. We say that $\sigma$ is a full numerical stability condition when we can take $\Lambda=K_{\text {num }}(\mathcal{C})$, i.e. the support property holds with respect to $K_{\text {num }}(\mathcal{C})$.

In $\left[\mathrm{BLM}^{+} 21\right]$ this notion was generalized to the relative setting, where instead of a triangulated category we consider an $S$-linear category $\mathcal{C}$. For simplicity, we will consider the case where $X \rightarrow S$ is a smooth proper morphism of varieties and $\mathcal{C} \subset \mathrm{D}_{\text {perf }}(X)$ is an $S$ linear semiorthogonal component. We consider the relative numerical Grothendieck group $\mathrm{K}_{\text {num }}(\mathcal{C} / S)$, which is roughly the group obtained from $\bigoplus_{s \in S} \mathrm{~K}_{\text {num }}\left(\mathcal{C}_{s}\right)$ by identifying elements in different summands that are the restriction of a global object $E \in \mathcal{C}$; see $\left[\mathrm{BLM}^{+} 21\right]$ for the precise definition. Then we fix a Mukai homomorphism $\mathbf{v}: \mathrm{K}_{\text {num }}(\mathrm{C} / S) \rightarrow \Lambda$ to a finite rank free abelian group. Note that for any $s \in S$, we obtain a homomorphism $\mathbf{v}_{s}: \mathrm{K}_{\text {num }}\left(\mathcal{C}_{s}\right) \rightarrow \Lambda$ given as the composition of the canonical map $\mathrm{K}_{\mathrm{num}}\left(\mathrm{C}_{s}\right) \rightarrow \mathrm{K}_{\mathrm{num}}(\mathrm{C} / S)$ with $\mathbf{v}$.

A stability condition on $\mathcal{C}$ over $S$ with respect to $\mathbf{v}: \mathrm{K}_{\text {num }}(\mathcal{C} / S) \rightarrow \Lambda$ consists of a group homomorphism $Z: \Lambda \rightarrow \mathbf{C}$ and a collection $\sigma=\left(\sigma_{s}=\left(Z_{s}, \mathcal{A}_{s}\right)\right)_{s \in S}$ of numerical stability conditions on the fibers $\mathcal{C}_{s}$ satisfying various compatibility and tameness conditions; in particular, we require that $Z_{s}=Z \circ \mathbf{v}_{s}$. For the precise definition we refer to $\left[\mathrm{BLM}^{+} 21\right.$, Definitions 20.5 and 20.15].
Warning 11.1. In the case where $S=\operatorname{Spec}(k)$ for a field $k$, we can consider a stability condition on $\mathcal{C}$ in the sense introduced by Bridgeland, or a stability condition on $\mathcal{C}$ over $k$ in the sense of $\left[\mathrm{BLM}^{+} 21\right]$. These notions are not a priori equivalent. A stability condition on $\mathcal{C}$ over $k$ is a stability condition in Bridgeland's sense satisfying some additional properties, most importantly the existence of proper moduli spaces of semistable objects. However, the results of $\left[\mathrm{BLM}^{+} 21\right]$ show that all known constructions of stability conditions in Bridgeland's sense actually give stability conditions over $k$.
11.2. Topological Mukai homomorphisms. Over the complex numbers, it will be useful to consider stability conditions over $S$ with respect to Mukai homomorphisms that are topological in the following sense. Recall from Theorem 5.20 that we have a local system $\mathrm{K}_{0}^{\mathrm{top}}(\mathrm{C} / S)$ on $S$ whose fibers are $\mathrm{K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$ for $s \in S(\mathbf{C})$.

Definition 11.2. Let $\mathcal{C} \subset \mathrm{D}_{\text {perf }}(X)$ be an $S$-linear semiorthogonal component, where $X \rightarrow S$ is a smooth proper morphism of complex varieties. A Mukai homomorphism v: $\mathrm{K}_{\mathrm{num}}(\mathrm{C} / S) \rightarrow$ $\Lambda$ is called topological if there is given an abelian group $\Lambda^{\text {top }}$ with an inclusion $\Lambda \subset \Lambda^{\text {top }}$ and a morphism $\mathbf{v}^{\text {top }}: \mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C} / S) \rightarrow \underline{\Lambda}^{\text {top }}$ of local systems, where $\underline{\Lambda}^{\text {top }}$ is the constant local system with value $\Lambda^{\text {top }}$, such that for every $s \in S(\mathbf{C})$ the diagram

commutes, where the maps out of $\mathrm{K}_{0}\left(\mathcal{C}_{s}\right)$ are the canonical ones and $\mathbf{v}_{s}^{\text {top }}$ is the fiber of $\mathbf{v}^{\text {top }}$ over $s$.

Example 11.3. Let $f: X \rightarrow S$ be a smooth, projective morphism, where $S$ is a quasiprojective complex variety, and let $\pi: \mathcal{X} \rightarrow X$ be a $\boldsymbol{\mu}_{n}$-gerbe whose restriction to the fibers of $f$ is essentially topologically trivial. Let $\omega$ and $D$ be real divisors on $X$, with $\omega$ relatively ample over $S$.

For each $s \in S$, there is a commutative diagram


Consider the two homomorphisms (given by the same formula)

$$
\begin{aligned}
\operatorname{ch}^{\omega, D}: \mathrm{K}_{\text {num }}\left(\mathrm{D}_{\text {perf }}\left(\mathcal{X}_{s}\right)\right) & \rightarrow \mathbf{R}^{n+1} \\
\operatorname{ch}^{\omega, D, \text { top }}: \mathrm{K}_{0}^{\text {top }}\left(\mathrm{D}_{\text {perf }}\left(\mathcal{X}_{s}\right)\right) & \rightarrow \mathbf{R}^{n+1} \\
E & \mapsto\left(\omega^{n} \operatorname{ch}_{0}^{D}(E), \ldots, \omega^{n-i} \operatorname{ch}_{i}^{D}(E), \ldots, \operatorname{ch}_{n}^{D}(E)\right),
\end{aligned}
$$

where we have used the Chern character for a Deligne-Mumford stack as in §10.1. Both homomorphisms are induced (via the above diagram) by the map

$$
\begin{equation*}
\mathrm{H}^{\mathrm{ev}}\left(X_{s}, \mathbf{Q}\right) \rightarrow \mathbf{R}^{n+1}, \quad x \mapsto \prod_{k=0}^{n} \int_{X} \exp (D) \cdot x \cdot \omega^{k}, \tag{11.1}
\end{equation*}
$$

which (as $s$ varies) assembles to a morphism of local systems

$$
\begin{equation*}
\mathrm{R}^{\mathrm{ev}} f_{*} \mathbf{Q} \rightarrow \underline{\mathbf{R}}^{n+1} \tag{11.2}
\end{equation*}
$$

We write $\Lambda_{\omega, D}^{\text {top }}$ for the image of $\mathrm{K}_{0}^{\mathrm{top}}\left(\mathcal{X}_{s}\right)$ in $\mathbf{R}^{n+1}$ under $\mathrm{ch}^{\omega, D, \text { top }}$, which does not depend on the point $s$.

Ranging over $s$, the maps $\mathrm{ch}^{\omega, D}$ form a homomorphism $\mathrm{K}_{\text {num }}\left(\mathrm{D}_{\text {perf }}(\mathcal{X}) / S\right) \rightarrow \mathbf{Q}^{n+1}$, whose image we denote by $\Lambda_{\omega, D}$, so that we have a Mukai homomorphism

$$
\operatorname{ch}_{\mathcal{X} / S}^{\omega, D}: \mathrm{K}_{\mathrm{num}}\left(\mathrm{D}_{\mathrm{perf}}(\mathcal{X}) / S\right) \rightarrow \Lambda_{\omega, D}
$$

On the other hand, the results of [Hot22] show that there is a relative Chern character

$$
\operatorname{ch}_{\mathcal{X} / S}^{\text {top }}: \mathrm{K}_{0}^{\mathrm{top}}\left(\mathrm{D}_{\mathrm{perf}}(\mathcal{X}) / S\right) \rightarrow \mathrm{R}^{\mathrm{ev}} f_{*} \mathbf{Q}
$$

defined as the relative $\theta^{k}$-twisted Chern character on each summand $\mathrm{D}_{\text {perf }}\left(X, \alpha^{k}\right)$ of $\mathrm{D}_{\text {perf }}(\mathcal{X})$.
The composition of $\operatorname{ch}_{\mathcal{X} / S}^{\text {top }}$ with (11.2) gives a homomorphism $\operatorname{ch}_{\mathcal{X} / S}^{\omega, D, \text { top }}$ landing in the constant local system $\Lambda_{\omega, D}^{\text {top }}$, which at each fiber $\mathcal{X}_{s}$ fits into a commutative diagram


In particular, the Mukai homomorphism $\operatorname{ch}_{\mathcal{X} / S}^{\omega, D}$ is topological.
Finally, when $\omega=D=H$, to simplify notation we write $\mathrm{ch}^{H}$ for $\mathrm{ch}^{\omega, D}$.
11.3. Moduli of semistable objects. For a stability condition over a field, we have the following analog of Example 10.10.
Example 11.4 (Moduli of semistable objects). Let $\mathcal{C} \subset \mathrm{D}_{\text {perf }}(X)$ be $k$-linear semiorthogonal component where $X$ is a smooth proper $k$-scheme. Let $\sigma$ be a numerical stability condition on $\mathcal{C}$ over $k$ in the sense of $\left[\mathrm{BLM}^{+} 21\right]$, with respect to a Mukai homomorphism $\mathbf{v}: \mathrm{K}_{\text {num }}(\mathcal{C}) \rightarrow \Lambda$ to a finite rank abelian group. Fix $v \in \Lambda$ and a compatible phase $\phi \in \mathbf{R}$, i.e. $Z(v) \in \mathbf{R}_{>0} e^{i \pi \phi}$ where $Z$ is the central charge of $\sigma$. Let $\mathcal{M}_{\sigma}(v, \phi)$ denote the moduli stack of $\sigma$-semistable objects in $\mathcal{C}$ of class $v$ and phase $\phi$. Then $\mathcal{M}_{\sigma}(v, \phi) \subset \mathcal{M}_{\mathrm{gl}}(\mathcal{C} / k)$ is an open substack by $\left[\mathrm{BLM}^{+} 21\right.$, Lemma 21.12], and $\mathcal{M}_{\sigma}(v, \phi)$ is universally closed over $k$ by (the proof of) $\left[\mathrm{BLM}^{+} 21\right.$, Theorem 21.24].

Similar to Example 10.11, we can also consider a relative variant of Example 11.4.
Example 11.5 (Relative moduli of semistable objects). Let $\mathcal{C} \subset \mathrm{D}_{\text {perf }}(X)$ be an $S$-linear semiorthogonal component where $f: X \rightarrow S$ a smooth proper morphism of complex varieties. Let $v \in \Gamma\left(S, \mathrm{~K}_{0}^{\mathrm{top}}(\mathcal{C} / S)\right)$ be a section. Suppose $\mathcal{C}$ is equipped with a stability condition $\sigma$ over a connected base $S$ with respect to a topological Mukai homomorphism $\mathbf{v}: \mathrm{K}_{\text {num }}(\mathrm{C} / S) \rightarrow \Lambda$ in the sense of Definition 11.2. Let $\lambda \in \Lambda^{\text {top }}$ be the image of $v$ under the map on global sections $\Gamma\left(\mathbf{v}^{\text {top }}\right): \Gamma\left(\mathrm{K}_{0}^{\text {top }}(\mathcal{C} / S)\right) \rightarrow \Lambda^{\text {top }}$.

Then, on the one hand, we can consider the moduli stack $\mathcal{M}_{\sigma}(\lambda, \phi)$ of $\sigma$-semistable objects in $\mathcal{C}$ of class $\lambda$ and phase $\phi$, where $\phi$ is a phase compatible with $\lambda$ (we will also say $\phi$ is compatible with $v$ in this case); this is an open substack of $\mathcal{M}_{\mathrm{gl}}(\mathrm{e} / S)\left[\mathrm{BLM}^{+} 21\right.$, Lemma 21.12] which is finite type and universally closed over $S$ [ $\mathrm{BLM}^{+} 21$, Theorem 21.24]. Note that by definition $\mathcal{M}_{\sigma}(\lambda, \phi)$ is empty if $\lambda \notin \Lambda$. On the other hand, we may consider a topological variant: the moduli stack $\mathcal{M}_{\sigma}(v, \phi)$ of $\sigma$-semistable objects in $\mathcal{C}$ of class $v$ and phase $\phi$. This is a connected component of $\mathcal{M}_{\sigma}(\lambda, \phi)$, and hence also open in $\mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S)$ and finite type and universally closed over $S$.

Often one requires the fibers $v_{s} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$ of $v$ to be Hodge classes for all $s \in S(\mathbf{C})$, as otherwise the above moduli spaces are empty.
11.4. Action of the identity component on stability conditions. We digress to explain an interesting consequence of Lemma 9.6 for the action of the identity component of the group of autoequivalences on stability conditions.

Let $\mathcal{C}$ and $\sigma$ be as in Example 11.4. The group of pairs

$$
\operatorname{Aut}_{\Lambda}(\mathcal{C} / k)(k):=\left\{(g, a) \in \operatorname{Aut}(\mathcal{C} / k)(k) \times \operatorname{Aut}(\Lambda) \mid \mathbf{v} \circ \Phi_{g}^{\mathrm{K}_{\text {num }}}=a \circ \mathbf{v}\right\}
$$

acts on the space $\operatorname{Stab}_{\Lambda}(\mathcal{C} / k)$ of all $\sigma$, where $\Phi_{g}^{\mathrm{K}_{\text {num }}}$ denotes the automorphism of $\mathrm{K}_{\text {num }}(\mathcal{C})$ induced by the autoequivalence $\Phi_{g} \in \operatorname{Aut}_{k}(\mathcal{C})$ corresponding to $g$. Namely, if $\sigma=(\mathcal{P}, Z)$, i.e. $\mathcal{P}$ is the slicing and $Z$ the central charge for $\sigma$, then

$$
(g, a) \cdot \sigma:=\left(\Phi_{g}(\mathcal{P}), Z \circ a^{-1}\right)
$$

where $\Phi_{g}(\mathcal{P})$ is the slicing $\Phi_{g}(\mathcal{P}(\phi)), \phi \in \mathbf{R}$. Let $\operatorname{Aut}_{\Lambda}^{0}(\mathcal{C} / k)(k) \subset \operatorname{Aut}_{\Lambda}(\mathcal{C} / k)(k)$ be the subgroup where $g \in \operatorname{Aut}^{0}(\mathcal{C} / k)(k)$.
Proposition 11.6. Let $\mathcal{C} \subset \mathrm{D}_{\text {perf }}(X)$ be a semiorthogonal component where $X$ is a smooth proper scheme over an algebraically closed field $k$, and assume that $\mathcal{C}$ is a connected as a $k$ linear category. Let $\sigma$ be a numerical stability condition on $\mathcal{C}$ over $k$ with respect to a surjective homomorphism $\mathbf{v}: \mathrm{K}_{\text {num }}(\mathcal{C}) \rightarrow \Lambda$. Then $\operatorname{Aut}_{\Lambda}^{0}(\mathcal{C} / k)(k)$ acts trivially on $\operatorname{Stab}_{\Lambda}(\mathcal{C} / k)$, i.e. for every $(g, a) \in \operatorname{Aut}_{\Lambda}^{0}(\mathrm{C} / k)(k)$ and $\sigma \in \operatorname{Stab}_{\Lambda}(\mathrm{C} / k)$ we have $(g, a) \cdot \sigma=\sigma$.

Proof. For a scheme $T$ over $k$, an autoequivalence $\Phi \in \operatorname{Aut}_{T}\left(\mathcal{C}_{T}\right)$ over $T$, and objects $E, F \in \mathcal{C}$, consider the function $t \mapsto \chi\left(F_{t}, \Phi_{t}\left(E_{t}\right)\right)$ on $T$, where a subscript $t$ denotes base change to the residue field $\kappa(t)$. This function is locally constant, as it computes the rank of the object $\mathcal{H o m}_{T}\left(\Phi\left(E_{T}\right), F_{T}\right)$. It follows that any $g \in \operatorname{Aut}_{\Lambda}^{0}(\mathbb{C} / k)(k)$ acts trivially on $\mathrm{K}_{\text {num }}(\mathbb{C})$. As $\mathbf{v}: \mathrm{K}_{\mathrm{num}}(\mathbb{C}) \rightarrow \Lambda$ is surjective, we then have $\operatorname{Aut}_{\Lambda}^{0}(\mathrm{C} / k)(k)=\operatorname{Aut}^{0}(\mathrm{C} / k)(k)$. Therefore, if $\sigma=(\mathcal{P}, Z)$, we just need to show that $\Phi_{g}(\mathcal{P}(\phi))=\mathcal{P}(\phi)$ for $g \in \operatorname{Aut}^{0}(\mathcal{C} / k)(k)$. But the objects of $\mathcal{P}(\phi)$ are precisely the $\sigma$-semistable objects of phase $\phi$, so we conclude by Lemma 9.6 and Example 11.4.

Remark 11.7. Polishchuk proved a variant of Proposition 11.6 in [Pol07, Theorem 3.5.1 and Corollary 3.5.2], where $\mathcal{C}=\mathrm{D}_{\text {perf }}(X)$ and the heart of the t -structure for $\sigma$ is assumed noetherian, but $\sigma$ is only required to be a stability condition in the sense of Bridgeland (as opposed to "over $k$ " in the sense of $\left[\mathrm{BLM}^{+} 21\right]$ ).

## 12. Construction of stability conditions

In general, it is a difficult problem to construct a stability condition on a given category. For a smooth projective complex variety $X$, stability conditions conjecturally always exist on $\mathrm{D}_{\text {perf }}(X)$. This is currently only known in general when $\operatorname{dim} X \leq 2$ [Bri08, AB15]. When $\operatorname{dim} X=3$, a construction is known for special classes of varieties, like Fano threefolds [Li19b, BMSZ17], abelian threefolds [MP15, MP16, BMS16], and quintic threefolds [Li19a], while in higher dimensions much less is known. The strategy for proving these results was laid out in [BMT14], which via a tilting construction reduced the problem to establishing a generalized Bogomolov-Gieseker inequality for certain complexes. Our goal is to explain how these results extend to the twisted setting. In most cases, the twisted result follows from the same proof as in the untwisted case, or can be deduced from the untwisted case by a covering argument.
12.1. Central charge. Let $X$ be a smooth projective variety equipped with a Brauer class $\alpha \in \operatorname{Br}(X)$. Let $\omega, D$ be real divisors on $X$ with $\omega$ ample. We define a central charge $Z_{\omega, D}: \mathrm{K}_{0}(X, \alpha) \rightarrow \mathbf{C}$ by

$$
Z_{\omega, D}(E)=-\int_{X} e^{-i \omega} \cdot \operatorname{ch}^{D}(E) .
$$

Explicitly, in low dimensions we have:

$$
\begin{array}{ll}
Z_{\omega, D}=-\operatorname{ch}_{1}^{D}+i \omega \operatorname{ch}_{0}^{D} & \text { if } \operatorname{dim} X=1, \\
Z_{\omega, D}=\left(-\operatorname{ch}_{2}^{D}+\frac{\omega^{2}}{2} \operatorname{ch}_{0}^{D}\right)+i \omega \operatorname{ch}_{1}^{D} & \text { if } \operatorname{dim} X=2, \\
Z_{\omega, D}=\left(-\operatorname{ch}_{3}^{D}+\frac{\omega^{2}}{2} \operatorname{ch}_{1}^{D}\right)+i\left(\omega \operatorname{ch}_{2}^{D}-\frac{\omega^{3}}{6} \operatorname{ch}_{0}^{D}\right) & \text { if } \operatorname{dim} X=3 .
\end{array}
$$

Note that $Z_{\omega, D}$ factors via the Mukai homomorphism

$$
\operatorname{ch}^{\omega, D}: \mathrm{K}_{\mathrm{num}}(X, \alpha) \rightarrow \Lambda_{\omega, D}
$$

from Example 11.3 (with $S$ a point).
The following is a precise statement of the conjectural existence of stability conditions, extending [BMT14, Conjecture 2.1.2] to the twisted case.

Conjecture 12.1. There exists a bounded $t$-structure on $\mathrm{D}_{\mathrm{perf}}(X, \alpha)$ with heart $\mathcal{A}_{\omega, D}$ such that the pair $\left(Z_{\omega, D}, \mathcal{A}_{\omega, D}\right)$ is a full numerical stability condition.

When $\operatorname{dim} X=1$ the standard heart $\mathcal{A}_{\omega, D}=\operatorname{Coh}(X, \alpha)$ works, but in higher dimensions the proposal is to take an $(\operatorname{dim} X-1)$-fold tilt of the category $\operatorname{Coh}(X, \alpha)$.
12.2. The first tilt. We consider $\mu_{\omega, D}$-stability for objects in $\operatorname{Coh}(X, \alpha)$, as reviewed in §10.2. There is a torsion pair $\left(\mathcal{T}_{\omega, D}, \mathcal{F}_{\omega, D}\right)$ in $\operatorname{Coh}(X, \alpha)$ defined by

$$
\begin{aligned}
\mathcal{T}_{\omega, D} & :=\left\{E \in \operatorname{Coh}(X, \alpha) \mid \mu_{\omega, D}^{-}(E)>0\right\}, \\
\mathcal{F}_{\omega, D} & :=\left\{E \in \operatorname{Coh}(X, \alpha) \mid \mu_{\omega, D}^{+}(E) \leq 0\right\} .
\end{aligned}
$$

Since $\operatorname{Coh}(X, \alpha)$ is the heart of the standard bounded t-structure on $\mathrm{D}_{\text {perf }}(X, \alpha)=\mathrm{D}^{\mathrm{b}}(X, \alpha)$, tilting at the above torsion pair produces a new bounded t -structure on $\mathrm{D}_{\text {perf }}(X, \alpha)$, with heart the extension closure

$$
\operatorname{Coh}^{\omega, D}(X, \alpha):=\left\langle\mathcal{T}_{\omega, D}, \mathcal{F}_{\omega, D}[1]\right\rangle
$$

This t-structure gives a solution to Conjecture 12.1 when $\operatorname{dim} X=2$ and the base field has characteristic 0 :

Theorem 12.2. Let $X$ be a smooth projective surface defined over a field of characteristic 0 , equipped with a Brauer class $\alpha \in \operatorname{Br}(X)$, a real ample divisor $\omega$, and a real divisor $D$. Then the pair $\left(Z_{\omega, D}, \operatorname{Coh}^{\omega, D}(X, \alpha)\right)$ is a full numerical stability condition.
Proof. When $\alpha=0$, this result goes back to [Bri08] in the case of K3 surfaces and [AB15] in general; see also [MS17, §6] for an exposition. The key input in the proof is the Bogomolov inequality for semistable sheaves. When $\alpha \in \operatorname{Br}(X)$ is arbitrary, it is straightforward to check that the same proof works, using instead the twisted Bogomolov inequality of Theorem 10.9.
12.3. Tilt stability on threefolds. Now we focus on the case of threefolds. To construct a tilt of $\operatorname{Coh}^{\omega, D}(X, \alpha)$, we will need a notion of stability which plays the role of slope stability in the construction of the first tilt.

Definition 12.3. Let $X$ be a smooth projective threefold equipped with a Brauer class $\alpha \in \operatorname{Br}(X)$, a real ample divisor $\omega$, and a real divisor $D$. For $E \in \operatorname{Coh}^{\omega, D}(X, \alpha)$, the tilt slope is

$$
\nu_{\omega, D}(E):= \begin{cases}\frac{\omega \operatorname{ch}_{2}^{D}(E)-\frac{\omega^{3}}{6} \operatorname{ch}_{0}^{D}(E)}{\omega^{2} \operatorname{ch}_{1}^{D}(E)} & \text { if } \omega^{2} \operatorname{ch}_{1}^{D}(E) \neq 0, \\ +\infty & \text { if } \omega^{2} \operatorname{ch}_{1}^{D}(E)=0 .\end{cases}
$$

We say $E$ is $\nu_{\omega, D}$-semistable (or tilt semistable if $(\omega, D)$ are understood) if for all nontrivial subobjects $F \hookrightarrow E$ in $\operatorname{Coh}^{\omega, D}(X, \alpha)$, the inequality $\nu_{\omega, D}(F) \leq \nu_{\omega, D}(E / F)$ holds, and $E$ is $\nu_{\omega, D}$-stable if for all $F$ the inequality is strict.

By the argument of [BMT14, Lemma 3.2.4] (which treats the untwisted case), HarderNarasimhan filtrations exist with respect to $\nu_{\omega, D}$-stability when $D$ is rational. That is, for any $E \in \operatorname{Coh}(X, \alpha)$ there exists a filtration

$$
0=E_{0} \subset E_{1} \subset \cdots \subset E_{m}=E
$$

such that the factors $A_{i}=E_{i} / E_{i-1}$ are $\nu_{\omega, D}$-semistable and

$$
\nu_{\omega, D}\left(A_{1}\right)>\nu_{\omega, D}\left(A_{2}\right)>\cdots>\nu_{\omega, D}\left(A_{m}\right) .
$$

We use the notation $\nu_{\omega, D}^{+}:=\nu_{\omega, D}\left(A_{1}\right)$ and $\nu_{\omega, D}^{-}(E)=\nu_{\omega, D}\left(A_{m}\right)$.

Tilt stability behaves well under finite covers. This is analogous to Lemma 10.6 for slope stability, except that we require the finite cover to be étale for one of the implications.
Lemma 12.4. Let $X$ be a smooth projective threefold equipped with a Brauer class $\alpha \in \operatorname{Br}(X)$, a real ample divisor $\omega$, and a real divisor $D$. Let $f: Y \rightarrow X$ be a finite surjective morphism from a smooth variety $Y$. Let $E \in \mathrm{D}_{\text {perf }}(X, \alpha)$.
(1) $E \in \operatorname{Coh}^{\omega, D}(X, \alpha)$ if and only if $f^{*} E \in \operatorname{Coh}^{f^{*} \omega, f^{*} D}\left(Y, f^{*} \alpha\right)$.
(2) If $f^{*} E$ is $\nu_{f^{*} \omega, f^{*} D}$-semistable, then $E$ is $\nu_{\omega, D}$-semistable.
(3) If $D$ is rational, $f$ is étale, and $E \in \operatorname{Coh}^{\omega, D}(X, \alpha)$ is $\nu_{\omega, D}$-semistable, then $f^{*} E$ is $\nu_{f^{*} \omega, f^{*} D \text {-semistable. }}$
Proof. This is essentially a twisted version of [BMS16, Proposition 6.1]; the proof is similar but we include it for convenience.

By definition, for $E \in \mathrm{D}_{\text {perf }}(X, \alpha)$ we have $E \in \operatorname{Coh}^{\omega, D}(X, \alpha)$ if and only if $\mathcal{H}^{0}(E) \in \mathcal{T}_{\omega, D}$, $\mathcal{H}^{-1}(E) \in \mathcal{F}_{\omega, D}$, and $\mathcal{H}^{i}(E)=0$ for $i \notin\{0,1\}$, and there is an analogous criterion for $f^{*} E \in \operatorname{Coh}^{f^{*} \omega, f^{*} D}\left(Y, f^{*} \alpha\right)$. Therefore, to prove (1) it suffices to show that for $E \in \operatorname{Coh}(X, \alpha)$, we have

$$
\begin{aligned}
E \in \mathcal{T}_{\omega, D} & \Longleftrightarrow f^{*} E \in \mathcal{T}_{f^{*} \omega, f^{*} D} \\
E \in \mathcal{F}_{\omega, D} & \Longleftrightarrow f^{*} E \in \mathcal{F}_{f^{*} \omega, f^{*} D}
\end{aligned}
$$

But $\mu_{f^{*} \omega, f^{*} D}\left(f^{*} E\right)=\mu_{\omega, D}(E)$ for any $E \in \operatorname{Coh}(X, \alpha)$ and Lemma 10.6 implies that $f^{*}$ preserves HN filtrations of objects in $\operatorname{Coh}(X, \alpha)$, so both claims follow.

Similar to the usual slope, for $E \in \operatorname{Coh}^{\omega, D}(X, \alpha)$ the tilted slope satisfies

$$
\begin{equation*}
\nu_{f^{*} \omega, f^{*} D}\left(f^{*} E\right)=\nu_{\omega, D}(E) . \tag{12.1}
\end{equation*}
$$

Since by (1) the pullback functor $f^{*}: \mathrm{D}_{\text {perf }}(X, \alpha) \rightarrow \mathrm{D}_{\text {perf }}(X, \alpha)$ is t-exact with respect to the tilt t-structures, any destabilizing subobject of $E$ must therefore destabilize $f^{*} E$; that is, $E$ is tilt semistable if $f^{*} E$ is tilt semistable. This proves (2).

Now assume $f$ is étale. By taking a finite étale Galois cover of $X$ which dominates $f: Y \rightarrow X$ and using (2), we may reduce to proving (3) when $f$ itself is Galois, say with Galois group $G$. In this case, if $E \in \operatorname{Coh}^{\omega, D}(X, \alpha)$, then let $F \hookrightarrow f^{*} E$ be the first step of the HN filtration with respect to $\nu_{f^{*} \omega, f^{*} D}$. As $f^{*} E$ is $G$-equivariant and HN filtrations are unique and functorial, the morphism $F \rightarrow f^{*} E$ is $G$-equivariant (for a natural $G$-equivariant structure on $F$ ), and thus descends to a morphism $F^{\prime} \rightarrow E$ in $\mathrm{D}_{\text {perf }}(X, \alpha)$. It follows from (1) that $F^{\prime} \rightarrow E$ is an injection in $\operatorname{Coh}^{\omega, D}(X, \alpha)$, which must destabilize $E$ in view of (12.1).
12.4. The generalized Bogomolov-Gieseker inequality. In the construction of stability conditions on threefolds, the role of the Bogomolov inequality for sheaves is replaced by the following inequality involving $\mathrm{ch}_{3}$.
Definition 12.5. Let $X$ be a smooth projective threefold equipped with a Brauer class $\alpha \in \operatorname{Br}(X)$, a real ample divisor $\omega$, and a real divisor $D$. Let $E \in \operatorname{Coh}^{\omega, D}(X, \alpha)$ be a $\nu_{\omega, D^{-}}$ semistable object with $\nu_{\omega, D}(E)=0$. We say $E$ satisfies the generalized Bogomolov-Gieseker inequality if

$$
\operatorname{ch}_{3}^{D}(E) \leq \frac{\omega^{2}}{18} \operatorname{ch}_{1}^{D}(E) .
$$

If this holds for all such $E$, we say $(X, \alpha)$ satisfies the generalized Bogomolov-Gieseker inequality with respect to $\omega$ and $D$.

For $\alpha=0$, the above inequality first appeared in [BMT14, Conjecture 1.3.1], where it was conjectured to hold in general in characteristic 0 . There are a number of threefolds, like abelian threefolds [BMS16] or Fano threefolds of Picard number 1 [Li19b], for which the inequality has been proved, but in [Sch17] an example was given where it fails. A more flexible modified conjecture, which is expected to always hold, is stated in [BM23, Conjecture 4.7] and would have similar consequences for the existence of stability conditions. We focus on the original form of the generalized Bogomolov-Gieseker inequality as it suffices for our case of interest:

Theorem 12.6. Let $X$ be an abelian threefold over a field of characteristic 0 equipped with a Brauer class $\alpha \in \operatorname{Br}(X)$. Then for any real ample divisor $\omega$ and rational divisor $D$ on $X$, $(X, \alpha)$ satisfies the generalized Bogomolov-Gieseker inequality with respect to $\omega$ and $D$.

Proof. The crucial result is [BMS16, Theorem 1.1], which handles the untwisted case, to which we will reduce. If $n=\operatorname{per}(\alpha)$ then the multiplication-by- $n$ map $[n]: A \rightarrow A$ is an étale cover of degree $n^{6}$ such that $[n]^{*} \alpha=0$. If $E \in \operatorname{Coh}^{\omega, D}(X, \alpha)$ is $\nu_{\omega, D}$-semistable, then by Lemma 12.4(3) the object $[n]^{*} E \in \operatorname{Coh}^{\omega, D}(X)$ is $\nu_{n^{2} \omega, n^{2} D^{-} \text {-semistable. By [BMS16, Theorem 1.1] we conclude }}$ that $[n]^{*} E$ satisfies the generalized Bogomolov-Gieseker inequality. But this is nothing but the generalized Bogomolov-Gieseker inequality for $E$ itself multiplied by $n^{6}=\operatorname{deg}([n])$.

Remark 12.7. In fact, [BMS16, Theorem 1.1] shows that when $\alpha=0$, Theorem 12.6 holds even when $D$ is a real divisor, not necessarily rational. Using deformation arguments as in [BMS16, §7], it would be possible to extend Theorem 12.6 to the case of real divisors for arbitrary $\alpha$, but we will not need this.
12.5. The second tilt. Let $X$ be a smooth projective threefold equipped with a Brauer class $\alpha \in \operatorname{Br}(X)$, a real ample divisor $\omega$, and a rational divisor $D$. Then HN filtrations exist with respect to $\nu_{\omega, D}$-stability, so we obtain a torsion pair $\left(\mathcal{T}_{\omega, D}^{\prime}, \mathcal{F}_{\omega, D}^{\prime}\right)$ in $\operatorname{Coh}^{\omega, D}(X, \alpha)$ defined by

$$
\begin{aligned}
\mathcal{T}_{\omega, D}^{\prime} & :=\left\{E \in \operatorname{Coh}^{\omega, D}(X, \alpha) \mid \nu_{\omega, D}^{-}(E)>0\right\}, \\
\mathcal{F}_{\omega, D}^{\prime} & :=\left\{E \in \operatorname{Coh}^{\omega, D}(X, \alpha) \mid \nu_{\omega, D}^{+}(E) \leq 0\right\} .
\end{aligned}
$$

Tilting at this torsion pair produces a bounded t-structure on $\mathrm{D}_{\text {perf }}(X, \alpha)$ with heart the extension closure

$$
\mathcal{A}^{\omega, D}(X, \alpha):=\left\langle\mathcal{T}_{\omega, D}^{\prime}, \mathcal{F}_{\omega, D}^{\prime}[1]\right\rangle .
$$

In [BMT14, Corollary 5.2.4] it is shown that if $(X, \alpha)$ satisfies the generalized BogomolovGieseker inequality with respect to $\omega$ and $D$, then $\left(Z_{\omega, D}, \mathcal{A}_{\omega, D}\right)$ satisfies the requirements of being a stability condition, except possibly the support property. In [BMS16], the support property is proved, at least when $\omega$ and $D$ are suitably proportional to an ample divisor.

For ease of reference, we will follow the conventions of [BMS16], where the stability condition is parameterized in a slightly different form. For an ample divisor $H$ on $X$ and rational numbers $a, b, c, d \in \mathbf{Q}$ with $a>0$, we write

$$
\mathcal{A}^{a, b}(X, \alpha):=\mathcal{A}^{\sqrt{3} a H, b H}(X, \alpha), \quad \operatorname{ch}^{b}:=\operatorname{ch}^{b H},
$$

and consider the the central charge

$$
Z_{a, b}^{c, d}:=\left(-\operatorname{ch}_{3}^{b}+d H \operatorname{ch}_{2}^{b}+c H^{2} \operatorname{ch}_{1}^{b}\right)+i\left(H \operatorname{ch}_{2}^{b}-\frac{a^{2}}{2} H^{3} \operatorname{ch}_{0}^{b}\right)
$$

which factors through the Mukai homomorphism $\mathrm{ch}^{H}: \mathrm{K}_{\mathrm{num}}(X, \alpha) \rightarrow \Lambda_{H}$ from Example 11.3 (with $S$ a point).
Theorem 12.8. Let $X$ be a smooth projective threefold with a Brauer class $\alpha \in \operatorname{Br}(X)$ and an ample divisor $H$. Let $a, b, c, d \in \mathbf{Q}$ such that

$$
\begin{equation*}
a>0 \quad \text { and } \quad c>\frac{a^{2}}{6}+\frac{|d| a}{2} . \tag{12.2}
\end{equation*}
$$

Assume that for any real ample divisor $\omega$ and rational divisor $D$ on $X$ which are both proportional to $H$, the generalized Bogomolov-Gieseker inequality holds for $(X, \alpha)$ with respect to $\omega$ and $D$. Then $\left(\mathcal{A}^{a, b}(X, \alpha), Z_{a, b}^{c, d}\right)$ is a stability condition on $\mathrm{D}_{\text {perf }}(X, \alpha)$ with respect to ch ${ }^{H}$.
Proof. In the untwisted case when $\alpha=0$, this is [BMS16, Theorem 8.2] combined with [BMS16, Theorem 4.2]. The same arguments work when $\alpha$ is general.
Remark 12.9. In Theorem 12.8, the assumption that the generalized Bogomolov-Gieseker inequality holds for all real $\omega$ and rational $D$ could be replaced with an a priori stronger inequality for a particular choice of $\omega$ and $D$ - see [BMS16, Conjecture 4.1 and Theorem 4.2].

Remark 12.10. In view of Theorem 12.6, we in particular find that stability conditions exist on twisted abelian threefolds. By [OPT22], in the case of an untwisted abelian threefold $X$, this construction gives full numerical stability conditions. In the space of all such, there is a distinguished connected component $\operatorname{Stab}^{\dagger}(X) \subset \operatorname{Stab}(X)$ which contains the stability conditions arising from this construction and is preserved by autoequivalences of $X$.
12.6. Relative case. In $\left[\mathrm{BLM}^{+} 21\right.$, Part V], the untwisted versions of the above results were upgraded to produce relative stability conditions in the sense of $\S 11.1$. The same arguments go through directly in the twisted setting. We state the result for threefolds, but a similar statement also holds for surfaces.
Theorem 12.11. Let $f: X \rightarrow S$ be a smooth projective morphism of varieties of relative dimension 3. Let $\alpha \in \operatorname{Br}(X)$ be a Brauer class, and let $H$ be a relatively ample divisor on $X$ over $S$. Assume that for every $s \in S,\left(X_{s}, \alpha_{s}\right)$ satisfies the generalized Bogomolv-Gieseker inequality with respect to $\omega$ and $D$, whenever $\omega$ is a real ample divisor and $D$ is a rational divisor, both of which are proportional to $H_{s}$. Then for any $a, b, c, d \in \mathbf{Q}$ satisfying (12.2), there is a stability condition $\sigma$ on $\mathrm{D}_{\mathrm{perf}}(X, \alpha)$ over $S$ with respect to the homomorphism $\operatorname{ch}^{H}: \mathrm{K}_{\text {num }}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / S\right) \rightarrow \Lambda_{H}$ from Example 11.3 whose fiber $\sigma_{s}$ over $s \in S$ is the stability condition on $\mathrm{D}_{\mathrm{perf}}\left(X_{s}, \alpha_{s}\right)$ given by Theorem 12.8.

Together with Theorem 12.6, this has the following important consequence.
Corollary 12.12. Let $f: X \rightarrow S$ be a smooth projective family of complex abelian threefolds. Let $\alpha \in \operatorname{Br}(X)$ be a Brauer class. Then there exists a stability condition $\sigma$ on $\mathrm{D}_{\mathrm{perf}}(X, \alpha)$ over $S$ with respect to the topological Mukai homomorphism $\mathrm{ch}^{H}: \mathrm{K}_{\text {num }}\left(\mathrm{D}_{\mathrm{perf}}(X, \alpha) / S\right) \rightarrow \Lambda_{H}$.

## Part IV. Donaldson-Thomas theory

## 13. Obstruction theories and virtual fundamental classes

In this section we cover some preliminaries on obstruction theories and their associated virtual fundamental classes.

### 13.1. Obstruction theories.

Definition 13.1. Let $\mathcal{X}$ be an algebraic stack over $S$. An obstruction theory for $\mathcal{X}$ over $S$ is a morphism $\phi: \mathcal{F} \rightarrow \tau^{\geq-1} L_{\mathcal{X} / S}$ in $\mathrm{D}_{\mathrm{qc}}(\mathcal{X})$ such that $\operatorname{cofib}(\phi) \in \mathrm{D}_{\mathrm{qc}}^{\leq-2}(\mathcal{X})$. We say $\phi$ is perfect if $\mathcal{F}$ is a perfect complex of Tor-amplitude $[-1, \infty]$.
Remark 13.2. As $\mathcal{X}$ is an algebraic stack, we have $L_{\mathcal{X} / S} \in \mathrm{D}_{\mathrm{qc}}^{\leq 1}(\mathcal{X})$. If $\phi: \mathcal{F} \rightarrow \tau^{\geq-1} L_{\mathcal{X} / S}$ is a relative obstruction theory, then it follows that $\mathcal{F}$ has Tor-amplitude in $[-\infty, 1]$; in particular, if $\phi$ is perfect, then $\mathcal{F}$ has Tor-amplitude in $[-1,1]$. If $\mathcal{X}$ is Deligne-Mumford, then we have the stronger connectivity $L_{\mathcal{X} / S} \in \mathrm{D}_{\mathrm{qc}}^{\leq 0}(\mathcal{X})$, so if $\phi$ is an obstruction theory then $\mathcal{F}$ has Toramplitude in $[-\infty, 0]$, and in $[-1,0]$ if $\phi$ is perfect.

Remark 13.3. There are some slight variants of Definition 13.1 in the literature. Let us compare with the original definition of Behrend and Fantechi [BF97]. There the target of $\phi$ is taken to be the full cotangent complex $L_{\mathcal{X} / S}$ instead of its truncation $\tau^{\geq-1} L_{\mathcal{X} / S}$. However, given such a $\mathcal{F} \rightarrow L_{\mathcal{X} / S}$, the composition $\mathcal{F} \rightarrow L_{\mathcal{X} / S} \rightarrow \tau^{\geq-1} L_{\mathcal{X} / S}$ gives an obstruction theory in the sense of Definition 13.1, and this is sufficient for all of the constructions in [BF97]. In [BF97] Behrend and Fantechi also only consider obstruction theories for DeligneMumford stacks; in this case our definition recovers theirs, modulo the discrepancy about cotangent complexes just explained. More recently, others have studied obstruction theories in the setting of (higher) algebraic stacks [AP23, Pom15]. For our main applications, we will in fact only need the Deligne-Mumford case, but some intermediate results are more naturally formulated in the context of general algebraic stacks.

Remark 13.4. Obstruction theories can be thought of as shadows of derived enhancements: by Lemma 7.7, if $\mathfrak{X}$ is a derived enhancement of an algebraic stack $\mathcal{X}$ over $S$ and $i: \mathcal{X} \rightarrow \mathfrak{X}$ is the canonical map, then $i^{*} L_{\mathfrak{X} / S} \rightarrow L_{\mathcal{X} / S} \rightarrow \tau^{\geq-1} L_{\mathcal{X} / S}$ is an obstruction theory.
Remark 13.5. Let $\phi: \mathcal{F} \rightarrow \tau^{\geq-1} L_{\mathcal{X} / S}$ be an obstruction theory for an algebraic stack $\mathcal{X}$ over $S$. Let $u: S^{\prime} \rightarrow S$ be a morphism, and consider the underived base change diagram


We claim that there is a natural way to base change $\phi$ to obtain an obstruction theory for $\mathcal{X}^{\prime}$ over $S^{\prime}$. To explain this, it is convenient to consider the derived fiber product

which is a derived enhancement of $\mathcal{X}^{\prime}$, i.e. $t_{0}\left(\mathfrak{X}^{\prime}\right)=\mathcal{X}^{\prime}$. By base change for the cotangent complex we have $\left(\mu^{\prime}\right)^{*} L_{\mathcal{X} / S} \simeq L_{\mathfrak{X}^{\prime} / S^{\prime}}$; note that for this to hold, it is important that we use the derived base change $\mathfrak{X}^{\prime}$ instead of $\mathcal{X}^{\prime}$. It follows that

$$
\tau^{\geq-1} L_{\mathfrak{X}^{\prime} / S^{\prime}} \simeq \tau^{\geq-1}\left(\mu^{\prime}\right)^{*} \tau^{\geq-1} L_{\mathcal{X} / S} .
$$

Therefore, pullback of $\phi$ along $\mu^{\prime}$ followed by truncation in degrees $\geq-1$ gives a morphism

$$
\begin{equation*}
\left(\mu^{\prime}\right)^{*} \mathcal{F} \rightarrow\left(\mu^{\prime}\right)^{*} \tau^{\geq-1} L_{\mathcal{X} / S} \rightarrow \tau^{\geq-1} L_{\mathfrak{X}^{\prime} / S^{\prime}} \tag{13.2}
\end{equation*}
$$

whose cone is easily seen to lie in $\mathrm{D}_{\mathrm{qc}}^{\leq-2}\left(\mathfrak{X}^{\prime}\right)$ using $\operatorname{cofib}(\phi) \in \mathrm{D}_{\mathrm{qc}}^{\leq-2}(\mathcal{X})$. This can be considered as an obstruction theory for $\mathfrak{X}^{\prime}$ over $S^{\prime}$.

To induce an obstruction theory for $\mathcal{X}^{\prime}$, let $i: \mathcal{X}^{\prime} \rightarrow \mathfrak{X}^{\prime}$ be the canonical closed immersion and consider the composition $i^{*} L_{\mathfrak{X}^{\prime} / S^{\prime}} \rightarrow L_{\mathcal{X}^{\prime} / S^{\prime}} \rightarrow \tau^{\geq-1} L_{\mathcal{X}^{\prime} / S^{\prime}}$. For degree reasons, this factors via a morphism $i^{*} \tau^{\geq-1} L_{\mathfrak{X}^{\prime} / S^{\prime}} \rightarrow \tau^{\geq-1} L_{\mathcal{X}^{\prime} / S^{\prime}}$, which by Lemma 7.7 has cone lying in $\mathrm{D}_{\mathrm{qc}}^{\leq-2}\left(\mathcal{X}^{\prime}\right)$. Composing this morphism with the pullback of (13.2) along $i$ we obtain a morphism

$$
\phi_{S^{\prime}}:\left(u^{\prime}\right)^{*} \mathcal{F} \rightarrow \tau^{\geq-1} L_{\mathcal{X}^{\prime} / S^{\prime}} .
$$

Using the connectivity estimates above, we see $\operatorname{cofib}\left(\phi_{S^{\prime}}\right) \in \mathrm{D}_{\mathrm{qc}}^{\leq-2}\left(\mathcal{X}^{\prime}\right)$, i.e. $\phi_{S^{\prime}}$ is an obstruction theory for $\mathcal{X}^{\prime}$ over $S^{\prime}$ which we call the base change of $\phi$. Note that $\phi_{S}$ is perfect if $\phi$ is. For any point $s \in S$, we denote by $\phi_{s}$ the base change of $\phi$ along $\operatorname{Spec}(\kappa(s)) \rightarrow S$.
13.2. Virtual fundamental classes. The main upshot of an obstruction theory is that it gives rise to a virtual fundamental class.

Theorem 13.6. Let $\mathcal{X}$ be a Deligne-Mumford stack over a pure-dimensional scheme $S$, with both $\mathcal{X}$ and $S$ of finite type over a field. Let $\phi: \mathcal{F} \rightarrow \tau^{\geq-1} L_{\mathcal{X} / S}$ be a perfect obstruction theory for $\mathcal{X}$ over $S$. Assume that the rank of $\mathcal{F}$ (a priori a locally constant function on $\mathcal{X}$ ) is constant, denoted $\operatorname{rk} \mathcal{F}$. Then there is a canonically associated virtual fundamental class

$$
[\mathcal{X}]_{\phi}^{\mathrm{vir}} \in \mathrm{CH}_{\mathrm{dim} S+\mathrm{rk} \mathcal{F}}(\mathcal{X})
$$

in the Chow group of $\mathcal{X}$, which is compatible with base change in the following sense: if $u: S^{\prime} \rightarrow S$ is a regular immersion or flat morphism from a pure-dimensional scheme of finite type over the base field, and $u^{\prime}: \mathcal{X}^{\prime} \rightarrow \mathcal{X}$ is the (underived) base change as in (13.1), then

$$
\left(u^{\prime}\right)^{*}[\mathcal{X}]_{\phi}^{\mathrm{vir}}=\left[\mathcal{X}^{\prime}\right]_{\phi_{S^{\prime}}}^{\mathrm{vir}} .
$$

Proof. The construction of the virtual fundamental class is the main result of [BF97], with the caveat that there $\mathcal{F}$ is assumed to admit a global resolution, but this assumption was removed in [Kre99]. The base change property is [BF97, Proposition 7.2].

Remark 13.7. A virtual fundamental class can also be defined for algebraic stacks that are not necessarily Deligne-Mumford [AP23, Pom15], but we will not need this.

In the situation of Theorem 13.6, the number $\operatorname{rk} \mathcal{F}$ is called the virtual dimension of $\mathcal{X}$ over $S$ with respect to $\phi$. Note that the virtual dimension is preserved by base change on $S$ (see Remark 13.5), and hence determined on any fiber of $\mathcal{X} \rightarrow S$. In the case where $S$ is a point, we see that the virtual fundamental class is a cycle of (homological) degree given by the virtual dimension. A particularly nice situation is when the virtual dimension is 0 . In this
case, if $S$ is a point and $\mathcal{X} \rightarrow S$ is proper, the virtual count of $\mathcal{X}$ with respect to $\phi$ is the number

$$
\#_{\phi}^{\mathrm{vir}}(\mathcal{X})=\int_{[\mathcal{X}]_{\phi}^{\mathrm{vir}}} 1
$$

i.e. the degree of the virtual fundamental class. A fundamental property is that virtual counts of fibers are deformation invariant when $\mathcal{X}$ is proper over $S$ :

Corollary 13.8. Let $\mathcal{X}$ and $\phi$ be as in Theorem 13.6. Assume that $\mathcal{X} \rightarrow S$ is proper and the virtual dimension of $\mathcal{X}$ over $S$ with respect to $\phi$ is 0 . Then for $s \in S$ a regular closed point, the virtual count $\#_{\phi_{s}}^{\mathrm{vir}} \mathcal{X}_{s}$ ) of the (underived) fiber $\mathcal{X}_{s}$ is independent of $s$.

Proof. This follows from Theorem 13.6, as the virtual fundamental classes $\left[\mathcal{X}_{s}\right]_{\phi_{s}}^{\mathrm{jir}}$ are the fibers of the family of 0 -cycles $[\mathcal{X}]_{\phi}^{\text {vir }}$ on $\mathcal{X}$ over $S$, and hence have the same degree.
13.3. Symmetric obstruction theories. The vanishing of the virtual dimension can be guaranteed by imposing a symmetry on the obstruction theory.

Definition 13.9. Let $\mathcal{X}$ be an algebraic stack over $S$. A symmetric obstruction theory for $\mathcal{X}$ over $S$ is a triple $(\phi, L, \theta)$ where $\phi: \mathcal{F} \rightarrow \tau^{\geq-1} L_{\mathcal{X} / S}$ is a relative obstruction theory, $\mathcal{F}$ is a perfect complex, $L$ is a line bundle on $S$, and $\theta: \mathcal{F} \rightarrow \mathcal{F}^{\vee} \otimes L[1]$ is an isomorphism satisfying $\theta^{\vee} \otimes L[1]=\theta$.

Remark 13.10. The data of $\theta$ is equivalent to that of a degree 1 nondegenerate symmetric bilinear form $\beta: \mathcal{F} \otimes \mathcal{F} \rightarrow \mathcal{O}_{\mathcal{X}} \otimes L[1]$; see [BF08, Remark 1.2].

Remark 13.11. The virtual dimension of a Deligne-Mumford stack $\mathcal{X}$ over $S$ with respect to a symmetric perfect obstruction theory is indeed 0 , because then $\operatorname{rk} \mathcal{F}=\operatorname{rk}\left(\mathcal{F}^{\vee} \otimes L[1]\right)=$ $-\operatorname{rk} \mathcal{F}$. The symmetry of an obstruction theory also has other important consequences by Behrend's work [Beh09], cf. Remark 15.3 below.

Remark 13.12. Parallel to Remark 13.5, if $(\phi, L, \theta)$ is a symmetric obstruction theory for an algebraic stack $\mathcal{X}$ over $S$, then for any morphism $u: S^{\prime} \rightarrow S$ we can form in an evident way the base change ( $\phi_{S^{\prime}}, L_{S^{\prime}}, \theta_{S^{\prime}}$ ) which is a symmetric obstruction theory for $\mathcal{X}^{\prime}$ over $S^{\prime}$.

In the Deligne-Mumford case, any symmetric obstruction theory is automatically perfect:
Lemma 13.13. Let $\left(\phi: \mathcal{F} \rightarrow \tau^{\geq-1} L_{\mathcal{X} / S}, L, \theta\right)$ be a symmetric obstruction theory for an algebraic stack $\mathcal{X}$ over $S$. Then $\mathcal{F}$ has Tor-amplitude $[-2,1]$. If $\mathcal{X}$ is Deligne - Mumford, then $\mathcal{F}$ has Tor-amplitude $[-1,0]$, and hence $\phi$ is a perfect obstruction theory.

Proof. By Remark $13.2, \mathcal{F}$ has Tor-amplitude in $[-\infty, 1]$. Dualizing and using symmetry, we find that $\mathcal{F} \cong \mathcal{F}^{\vee} \otimes L[1]$ also has Tor-amplitude $[-2, \infty]$, proving the first claim. If $\mathcal{X}$ is Deligne-Mumford, then by Remark 13.2 again $\mathcal{F}$ has Tor-amplitude in $[-\infty, 0]$, so the same symmetry argument shows that $\mathcal{F}$ has Tor-amplitude $[-1,0]$.

## 14. Obstruction theory for moduli of objects in a CY3 category

In this section, we construct a reduced symmetric perfect obstruction theory on a suitable quotient of the moduli of objects in a CY3 category. This is the main technical ingredient in our definition of reduced DT invariants in $\S 15$.
14.1. Setup. Now we describe the setup for the rest of this section. Let $\mathcal{C}$ be a CY3 category of geometric origin over a smooth complex variety $S$. By Theorem 5.20 , we have a local system $\mathrm{K}_{0}^{\mathrm{top}}(\mathrm{C} / S)$ on $S$ whose fibers are $\mathrm{K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$ for $s \in S(\mathbf{C})$. Note that any object $E \in \mathcal{C}$ defines a section $v_{E} \in \Gamma\left(S, \mathrm{~K}_{0}^{\mathrm{top}}(\mathcal{C} / S)\right)$ whose fiber over $s \in S(\mathbf{C})$ is the class of $E_{s}$ in $\mathrm{K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$, which is a Hodge class for the Hodge structure described in Theorem 5.20 (see [Per22, Lemma 5.10]).

Fix a section $v \in \Gamma\left(S, \mathrm{~K}_{0}^{\mathrm{top}}(\mathcal{C} / S)\right)$ whose fibers $v_{s} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$ are Hodge classes for all $s \in S(\mathbf{C})$. We define $s \mathcal{M}_{\mathrm{gl}}(\mathrm{e} / S, v) \subset s \mathcal{M}_{\mathrm{gl}}(\mathrm{e} / S)$ to be the open substack parameterizing objects with class $v$, where $\mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S)$ is the moduli stack of simple gluable objects introduced in $\S 7.1$. Note that as $\mathcal{C}$ is connected over $S$, by Proposition 8.2 the stack of autoequivalences $\mathcal{A} u t(\mathcal{C} / S)$ is an algebraic stack. Finally, let $\mathcal{M}$ be an open substack of $s \mathcal{M}_{\mathrm{gl}}(\mathcal{C} / S, v)$, and let $\mathcal{G}$ be an open subgroup stack of $\mathcal{A} u t(\mathrm{C} / S)$ which is smooth over $S$ and whose action on $s \mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S, v)$ preserves $\mathcal{M}$.
Remark 14.1. As explained in $\S 10.4$ and $\S 11.3$, many such examples can be obtained by taking $\mathcal{M}$ to be a moduli space of semistable objects and $\mathcal{G}=\mathcal{A} u t^{0}(\mathcal{C} / S)$ the identity component of $\mathcal{A} u t(\mathrm{C} / S)$. We will spell this out more explicitly in Examples 15.5 and 15.10 below.

Remark 14.2. Our goal is to construct a symmetric obstruction theory for the quotient stack $\mathcal{M} / \mathcal{G}$, which is perfect when this quotient is Deligne-Mumford. A priori the quotient $\mathcal{M} / \mathcal{G}$ is a higher algebraic stack, but as we explain now our assumptions actually imply it is 1 truncated, i.e. an ordinary algebraic stack. Indeed, by Proposition 8.2 the stack $\mathcal{G}$ is naturally a $\mathbf{G}_{m}$-gerbe $\mathcal{G} \rightarrow G$ over a group algebraic space $G$, and by Theorem 7.1 the stack $\mathcal{M}$ is naturally a $\mathbf{G}_{m}$-gerbe $\mathcal{M} \rightarrow M$ over an algebraic space $M$. Said differently, the group stack $B \mathbf{G}_{m}$ is a subgroup of $\mathcal{G}$ with quotient $G$, and acts on $\mathcal{M}$ with quotient $M$. In particular, we find that $G$ acts on $M$, and there is an isomorphism

$$
\mathcal{M} / \mathcal{G} \cong M / G
$$

As $M / G$ is an algebraic stack, this proves the above claim.
Remark 14.3. Let $\mathcal{E} \in \mathcal{C}_{\mathcal{M}}$ be the universal object. Before passing to the quotient, the stack $\mathcal{M}$ has a natural obstruction theory over $S$,

$$
\begin{equation*}
\phi_{\mathcal{M}}:\left(\mathcal{H o m}_{\mathcal{M}}(\mathcal{E}, \mathcal{E})[1]\right)^{\vee} \rightarrow \tau^{\geq-1} L_{\mathcal{M} / S} \tag{14.1}
\end{equation*}
$$

which arises via Remark 13.4 from the derived enhancement $\mathfrak{M} \subset \mathfrak{M}(\mathcal{C} / S)$ (see Remark 7.6) and the description of the cotangent complex of $\mathfrak{M}(\mathrm{C} / S)$ (Theorem 7.5). This can be thought of as the starting point for the obstruction theory we will construct for $\mathcal{M} / \mathcal{G}$ below.
14.2. Obstruction theory for $\mathcal{M} / \mathcal{G}$. Now we can formulate the main result of this section. Let $\mathcal{E} \in \mathcal{C}_{\mathcal{M}}$ be the universal object and let $L$ be the line bundle on $S$ such that $\mathrm{S}_{\mathcal{C} / S}=(-\otimes L)[n]$. Consider the morphism

$$
\begin{equation*}
\alpha: \tau^{\leq 1} \mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \otimes L[2] \rightarrow \mathcal{H o m}_{\mathcal{M}}(\mathcal{E}, \mathcal{E}) \otimes L[2] \tag{14.2}
\end{equation*}
$$

induced by the canonical morphism $a_{\mathcal{E}}: \mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \rightarrow \mathcal{H o m}_{\mathcal{M}}(\mathcal{E}, \mathcal{E})$, and the morphism

$$
\begin{equation*}
\beta: \mathcal{H o m}_{\mathcal{M}}(\mathcal{E}, \mathcal{E}) \otimes L[2] \rightarrow \tau^{\geq 2}\left(\mathcal{H} \mathcal{H}_{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right)\right) \otimes L[2] \tag{14.3}
\end{equation*}
$$

induced by the Chern character $\mathrm{ch}_{\mathcal{E}}: \mathcal{H o m}_{\mathcal{M}}(\mathcal{E}, \mathcal{E}) \rightarrow \mathcal{H}_{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right)$. For degree reasons, the composition

$$
\begin{equation*}
\tau^{\leq 1} \mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \otimes L[2] \xrightarrow{\alpha} \mathcal{H}^{\prime} m_{\mathcal{M}}(\mathcal{E}, \mathcal{E}) \otimes L[2] \xrightarrow{\beta} \tau^{\geq 2}\left(\mathcal{H H}_{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right)\right) \otimes L[2] \tag{14.4}
\end{equation*}
$$

vanishes, so we can consider the "cohomology" of this sequence defined by

$$
\mathcal{F}:=\operatorname{cofib}\left(\tau^{\leq 1} \mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \otimes L[2] \xrightarrow{\alpha^{\prime}} \operatorname{fib}(\beta)\right)
$$

where $\alpha^{\prime}: \tau^{\leq 1} \mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \rightarrow \mathrm{fib}(\beta)$ is the morphism through which $\alpha$ factors.
Theorem 14.4. In the setup of $\S 14.1$, there is a canonical symmetric obstruction theory $\left(\phi: \overline{\mathcal{F}} \rightarrow \tau^{\geq-1} L_{(\underset{\mathcal{M}}{(\mathcal{G}) / S}}, L, \theta\right)$ for $\mathcal{M} / \mathcal{G}$ over $S$, such that if $q: \mathcal{M} \rightarrow \mathcal{M} / \mathcal{G}$ is the quotient morphism then $q^{*} \overline{\mathcal{F}} \simeq \mathcal{F}$. Moreover, if $\mathcal{M} / \mathcal{G}$ is Deligne-Mumford, then this obstruction theory is perfect.

We will prove the theorem in several steps.
Step 1. Description of an obstruction theory coming from the derived enhancement of $\mathcal{M} / \mathcal{G}$.
By Proposition 9.4, Remark 9.5, and Remark 13.4, we obtain an obstruction theory

$$
\phi^{\prime}: \overline{\mathcal{F}}^{\prime} \rightarrow \tau^{\geq-1} L_{(\mathcal{M} / \mathcal{G}) / S}
$$

where

$$
\overline{\mathcal{F}}^{\prime}=\operatorname{fib}\left(\left(\mathcal{H} m_{\mathcal{M}}(\mathcal{E}, \mathcal{E})[1]\right)^{\vee} \xrightarrow{\bar{\beta}} \tau^{\geq 0}\left(\left(\mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right)[1]\right)^{\vee}\right)\right)
$$

and all terms are understood as objects in $\mathrm{D}_{\text {perf }}(\mathcal{M} / \mathcal{G})$ (with their natural equivariant structure). Using Corollary 6.7(2), we see that the pullback to $\mathcal{M}$ of $\overline{\mathcal{F}}^{\prime}$ is given by

$$
q^{*} \overline{\mathcal{F}}^{\prime} \simeq \operatorname{fib}\left(\mathcal{H o m}_{\mathcal{M}}(\mathcal{E}, \mathcal{E}) \otimes L[2] \xrightarrow{\beta} \tau^{\geq 2}\left(\mathcal{H} \mathcal{H}_{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right)\right) \otimes L[2]\right)
$$

where $\beta$ is the morphism (14.3) described above. The rest of the proof consists of "making $\phi^{\prime}$ symmetric".
Step 2. Construction of $\overline{\mathcal{F}} \in \mathrm{D}_{\text {perf }}(\mathcal{M} / \mathcal{G})$.
By construction, taking the dual of the morphism $\bar{\beta}$ from Step 1 and tensoring by $L[1]$ gives a morphism

$$
\bar{\alpha}: \tau^{\leq 1} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \otimes L[2] \rightarrow \mathcal{H o m}_{\mathcal{M}}(\mathcal{E}, \mathcal{E}) \otimes L[2]
$$

in $\mathrm{D}_{\text {perf }}(\mathcal{M} / \mathcal{G})$ that descends the morphism $\alpha$ from (14.2) above. Note that by Serre duality, we have

$$
\mathcal{H o m}_{\mathcal{M}}(\mathcal{E}, \mathcal{E}) \otimes L[2] \simeq\left(\mathcal{H o m}_{\mathcal{M}}(\mathcal{E}, \mathcal{E})[1]\right)^{\vee} .
$$

Using this, we can define $\overline{\mathcal{F}}$ as the "cohomology" of the sequence formed by $\bar{\alpha}$ and $\bar{\beta}$ (whose composition vanishes for degree reasons), i.e.

$$
\overline{\mathcal{F}}:=\operatorname{cofib}\left(\tau^{\leq 1} \mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \otimes L[2] \xrightarrow{\bar{\alpha}^{\prime}} \overline{\mathcal{F}}^{\prime}\right)
$$

where $\bar{\alpha}^{\prime}$ is the morphism through which $\bar{\alpha}$ factors. Then $\overline{\mathcal{F}} \in \mathrm{D}_{\text {perf }}(\mathcal{M} / \mathcal{G})$ because all of the terms in the sequence are perfect, and $q^{*} \overline{\mathcal{F}} \simeq \mathcal{F}$ by construction.
Step 3. Construction of the morphism $\phi: \overline{\mathcal{F}} \rightarrow \tau^{\geq-1} L_{(\mathcal{M} / \mathcal{G}) / S}$.
We claim that the composition

$$
\begin{equation*}
\tau^{\leq 1} \mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \otimes L[2] \xrightarrow{\bar{\alpha}^{\prime}} \overline{\mathcal{F}}^{\prime} \xrightarrow{\phi^{\prime}} \tau^{\geq-1} L_{(\mathcal{M} / \mathcal{G}) / S} \tag{14.5}
\end{equation*}
$$

vanishes. Since for degree reasons we also have

$$
\left.\operatorname{Hom}\left(\tau^{\leq 1} \mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \otimes L[3], \tau^{\geq-1} L_{(\mathcal{M} / \mathcal{G}) / S}\right)\right)=0,
$$

this implies that there is a unique morphism $\phi: \overline{\mathcal{F}} \rightarrow \tau^{\geq-1} L_{(\mathcal{M} / \mathcal{G}) / S}$ such that $\phi^{\prime}=\phi \circ \gamma$ where $\gamma: \overline{\mathcal{F}}^{\prime} \rightarrow \overline{\mathcal{F}}$ is the canonical map.

It remains to prove the claim. It suffices to prove that the pullback of the map (14.5) along the faithfully flat cover $q: \mathcal{M} \rightarrow \mathcal{M} / \mathcal{G}$ vanishes. Consider the exact triangle

$$
q^{*} L_{(\mathcal{M} / \mathcal{G}) / S} \rightarrow L_{\mathcal{M} / S} \rightarrow L_{\mathcal{M} /(\mathcal{M} / \mathcal{G})}
$$

Combining Lemma 9.3 with Lemma 8.6, we see that $L_{\mathcal{M} /(\mathcal{M} / \mathcal{G})} \in \mathrm{D}_{\mathrm{qc}}^{[0,1]}(\mathcal{M})$. In particular, the map $\mathcal{H}^{-1}\left(q^{*} L_{(\mathcal{M} / \mathcal{G}) / S}\right) \rightarrow \mathcal{H}^{-1}\left(L_{\mathcal{M} / S}\right)$ on cohomology sheaves in degree -1 is an isomorphism. On the other hand, for degree reasons the map (14.5) factors via a map

$$
\mathcal{H} \mathcal{H}^{1}\left(\mathfrak{C}_{\mathcal{M}} / \mathcal{M}\right) \otimes L[1] \rightarrow \mathcal{H}^{-1}\left(L_{(\mathcal{M} / \mathcal{G}) / S}\right)
$$

Altogether, these observations imply that (14.5) vanishes if and only if the composition

$$
\begin{equation*}
\mathcal{H H}{ }^{1}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \otimes L[1] \rightarrow \tau^{\geq-1} q^{*} L_{(\mathcal{M} / \mathcal{G}) / S} \rightarrow \tau^{\geq-1} L_{\mathcal{M} / S} \tag{14.6}
\end{equation*}
$$

vanishes. As the source and target have bounded coherent cohomology, by Nakayama's lemma it suffices to check that (14.6) vanishes after pullback along any locally of finite type Cpoint $m: \operatorname{Spec}(\mathbf{C}) \rightarrow \mathcal{M}$ (such a point is sometimes called a "finite type point" of $\mathcal{M}$, see [Sta24, Tag 06FW]). By Corollary 6.7(1) and Theorem 5.5(3) we have the base change formula $m^{*}\left(\mathcal{H} \mathcal{H}^{1}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \otimes L[1]\right)=\mathcal{H}^{1}\left(\mathcal{C}_{m} / \mathbf{C}\right)[1]$. Therefore, it suffices to check the map

$$
\begin{equation*}
\mathrm{HH}^{1}\left(\mathrm{C}_{m} / \mathbf{C}\right) \rightarrow \mathrm{H}^{-1}\left(m^{*} \tau^{\geq-1} L_{\mathcal{M} / S}\right)=\mathrm{H}^{-1}\left(m^{*} L_{\mathcal{M} / S}\right) \tag{14.7}
\end{equation*}
$$

vanishes. By construction this map can also be described as $\mathrm{H}^{-1}$ of the pullback along $m$ of the composition

$$
\mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \otimes L[2] \xrightarrow{a_{\mathcal{E}} \otimes L[2]} \mathcal{H o m}_{\mathcal{M}}(\mathcal{E}, \mathcal{E}) \otimes L[2] \simeq\left(\mathcal{H o m}_{\mathcal{M}}(\mathcal{E}, \mathcal{E})[1]\right)^{\vee} \xrightarrow{\phi_{\mathcal{M}}} \tau^{\geq-1} L_{\mathcal{M} / S},
$$

where the equivalence is Serre duality and $\phi_{\mathcal{M}}$ is the obstruction theory (14.1) for $\mathcal{M}$. Therefore, using base change, (14.7) identifies with

$$
\operatorname{HH}^{1}\left(\mathcal{C}_{m} / \mathbf{C}\right) \xrightarrow{a_{\mathcal{E}_{m}}} \operatorname{Ext}^{1}\left(\mathcal{E}_{m}, \mathcal{E}_{m}\right) \cong \operatorname{Ext}^{2}\left(\mathcal{E}_{m}, \mathcal{E}_{m}\right)^{\vee} \rightarrow \mathrm{H}^{-1}\left(m^{*} L_{\mathcal{M} / S}\right)
$$

Dualizing and using Corollary 6.7(2), this identifies with

$$
\begin{equation*}
\operatorname{Ext}^{1}\left(m^{*} L_{\mathcal{M} / S}, \mathbf{C}\right) \rightarrow \operatorname{Ext}^{2}\left(\mathcal{E}_{m}, \mathcal{E}_{m}\right) \xrightarrow{\mathrm{ch}_{\mathcal{E}_{m}}} \mathrm{HH}_{-2}\left(\mathrm{C}_{m} / \mathbf{C}\right) \tag{14.8}
\end{equation*}
$$

To show that (14.8) vanishes, we will use a general result which allows us to interpret the source in terms of obstruction theory. Recall that for an algebraic stack $\mathcal{X}$ over $S$, if $j: T \rightarrow T^{\prime}$ is a square-zero thickening of schemes defined by an ideal $I$, then given any solid commutative diagram

there is an obstruction $\omega(g, j, u) \in \operatorname{Ext}^{1}\left(g^{*} L_{\mathcal{X} / S}, I\right)$ which vanishes if and only if a dotted arrow $g^{\prime}$ making the diagram commute exists, in which case the set of such lifts $g^{\prime}$ forms a torsor under $\operatorname{Ext}^{0}\left(g^{*} L_{\mathcal{X} / S}, I\right)$. We say that a homomorphism $A^{\prime} \rightarrow A$ of artinian local Calgebras with residue field $\mathbf{C}$ is a small extension if its kernel $I$ is annihilated by $\mathfrak{m}_{A^{\prime}}$ and isomorphic to $\mathbf{C}$. Note that if $T=\operatorname{Spec}(A)$ and $T^{\prime}=\operatorname{Spec}\left(A^{\prime}\right)$ above and $x: \operatorname{Spec}(\mathbf{C}) \rightarrow \mathcal{X}$ is the restriction of $g: T \rightarrow \mathcal{X}$ to the closed point, then $\operatorname{Ext}^{1}\left(g^{*} L_{\mathcal{X} / S}, \mathbf{C}\right)=\operatorname{Ext}^{1}\left(x^{*} L_{\mathcal{X} / S}, \mathbf{C}\right)$, so the obstruction space only depends on the $\mathbf{C}$-point $x$.

Lemma 14.5. Let $\mathcal{X}$ be an algebraic stack locally of finite type over $S$. Let $x: \operatorname{Spec}(\mathbf{C}) \rightarrow \mathcal{X}$ be a locally of finite type $\mathbf{C}$-point. Then every element of $\operatorname{Ext}^{1}\left(x^{*} L_{\mathcal{X} / S}, \mathbf{C}\right)$ arises as $\omega(g, j, u)$ for a diagram (14.9) with $T \rightarrow T^{\prime}$ the map induced by a small extension of artinian local $\mathbf{C}$-algebras with residue field $\mathbf{C}$ such that $x: \operatorname{Spec}(\mathbf{C}) \rightarrow \mathcal{X}$ is restriction of $g$ to the closed point.

Remark 14.6. We work with $\mathbf{C}$ because that is the setup of this section, but the result holds more generally for any algebraically closed base field.

Proof. Choose $p: U \rightarrow \mathcal{X}$ a smooth surjection from a scheme $U$. As $x$ is a locally of finite type C-point, we can lift it along $p$ to a C-point $u: \operatorname{Spec}(\mathbf{C}) \rightarrow U$ [Sta24, Tag 06FX]. The morphism $p^{*} L_{\mathcal{X} / S} \rightarrow L_{U / S}$ induces a map

$$
\begin{equation*}
\operatorname{Ext}^{1}\left(u^{*} L_{U / S}, \mathbf{C}\right) \rightarrow \operatorname{Ext}^{1}\left(x^{*} L_{\mathcal{X} / S}, \mathbf{C}\right) \tag{14.10}
\end{equation*}
$$

which is easily seen to be an isomorphism. Given a diagram

with $T \rightarrow T^{\prime}$ a square-zero thickening induced by a small extension, we obtain a diagram as in (14.9) by taking $g=p \circ \tilde{g}$, and by functoriality the map (14.10) takes the obstruction $\omega(\tilde{g}, j, u)$ to $\omega(g, j, u)$. Therefore, to prove the result we may assume that $\mathcal{X}$ is a scheme.

Let $\pi: \mathcal{X} \rightarrow S$ be the structure morphism, and let $s=\pi \circ x: \operatorname{Spec}(\mathbf{C}) \rightarrow S$. The exact triangle $\pi^{*} L_{S / \mathbf{C}} \rightarrow L_{\mathcal{X} / \mathbf{C}} \rightarrow L_{\mathcal{X} / S}$ induces an exact sequence

$$
\begin{equation*}
\operatorname{Ext}^{0}\left(s^{*} L_{S / \mathbf{C}}, \mathbf{C}\right) \rightarrow \operatorname{Ext}^{1}\left(x^{*} L_{\mathcal{X} / S}, \mathbf{C}\right) \rightarrow \operatorname{Ext}^{1}\left(x^{*} L_{\mathcal{X} / \mathbf{C}}, \mathbf{C}\right) \rightarrow 0 \tag{14.11}
\end{equation*}
$$

where the final term is 0 due to the smoothness of $S$ over $\mathbf{C}$. Given a solid commutative diagram

with $T \rightarrow T^{\prime}$ a square-zero thickening induced by a small extension, by the smoothness of $S$ over $\mathbf{C}$ a dotted arrow $u$ making the diagram commute exists and the set of such $u$ form a $\operatorname{Ext}^{0}\left(s^{*} L_{S / \mathbf{C}}, \mathbf{C}\right)$-torsor. For elements arising as obstructions from such a diagram, the sequence (14.11) may be interpreted as follows: for varying $u$ the elements $\omega(g, j, u)$ form the fiber of the map $\operatorname{Ext}^{1}\left(x^{*} L_{\mathcal{X} / S}, \mathbf{C}\right) \rightarrow \operatorname{Ext}^{1}\left(x^{*} L_{\mathcal{X} / \mathbf{C}}, \mathbf{C}\right)$ over $\omega(g, j, v)$. Therefore, by the sequence (14.11), to prove the result it suffices to treat the case $S=\operatorname{Spec}(\mathbf{C})$, which is handled in [BF97, Proposition 4.7].

Finally, we can finish the proof that (14.8) vanishes. By Lemma 14.8, it suffices to prove the map vanishes when evaluated on $\omega(g, j, u) \in \operatorname{Ext}^{1}\left(m^{*} L_{\mathcal{M} / S}, \mathbf{C}\right)$ for a diagram

where $A^{\prime} \rightarrow A$ is a small extension of artinian local $\mathbf{C}$-algebras with residue field $\mathbf{C}$ such that $m: \operatorname{Spec}(\mathbf{C}) \rightarrow \mathcal{M}$ is restriction of $g$ to the closed point. Note that the morphism $g$ is classified by the pullback $\mathcal{E}_{A} \in \mathcal{C}_{A}$ of the universal object $\mathcal{E} \in \mathcal{C}_{\mathcal{M}}$. By [Pri22, §2.5] (combined with the description from Theorem 5.20 of the variation of Hodge structures $\mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C} / S)$ as a summand of that of $X \rightarrow S$ ), we find that the image of $\omega(g, f, u)$ under (14.8) vanishes due to our assumptions that $\mathcal{M} \subset s \mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S, v)$ and $v \in \Gamma\left(S, \mathrm{~K}_{0}^{\mathrm{top}}(\mathrm{C} / S)\right)$ is of Hodge type along $S$. This completes Step 3 of the proof.
Step 4. $\phi: \overline{\mathcal{F}} \rightarrow \tau^{\geq-1} L_{(\mathcal{M} / \mathcal{G}) / S}$ is an obstruction theory.
By construction, we have $\phi^{\prime}=\phi \circ \gamma$ where $\phi^{\prime}$ is the obstruction theory constructed in Step 1 and $\gamma: \overline{\mathcal{F}}^{\prime} \rightarrow \overline{\mathcal{F}}$ is the canonical map. Therefore, we obtain an exact triangle

$$
\operatorname{cofib}(\gamma) \rightarrow \operatorname{cofib}\left(\phi^{\prime}\right) \rightarrow \operatorname{cofib}(\phi)
$$

As $\phi^{\prime}$ is an obstruction theory we have $\operatorname{cofib}\left(\phi^{\prime}\right) \in \mathrm{D}_{\mathrm{qc}}^{\leq-2}(\mathcal{X} / \mathcal{G})$, and by construction we have $\operatorname{cofib}(\gamma)=\tau^{\leq 1} \mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \otimes L[3]$, so also $\operatorname{cofib}(\gamma) \in \mathrm{D}_{\mathrm{qc}}^{\leq-2}(\mathcal{X} / \mathcal{G})$. We conclude that $\operatorname{cofib}(\phi) \in \mathrm{D}_{\mathrm{qc}}^{\leq-2}(\mathcal{X} / \mathcal{G})$, i.e. $\phi$ is an obstruction theory.
Step 5. Construction of $\theta$ such that $(\phi, L, \theta)$ is a symmetric obstruction theory.
By the construction of Step $2, \overline{\mathcal{F}}$ is the perfect complex given by the "cohomology" of the sequence
$\tau^{\leq 1} \mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right) \otimes L[2] \xrightarrow{\bar{\alpha}} \mathcal{H o m}_{\mathcal{M}}(\mathcal{E}, \mathcal{E}) \otimes L[2] \simeq\left(\operatorname{Hom}_{\mathcal{M}}(\mathcal{E}, \mathcal{E})[1]\right)^{\vee} \xrightarrow{\bar{\beta}} \tau^{\geq 0}\left(\left(\mathcal{H} \mathcal{H}^{*}\left(\mathcal{C}_{\mathcal{M}} / \mathcal{M}\right)[1]\right)^{\vee}\right)$,
which is self-dual up to tensoring with $L[1]$. It follows formally from this that there is an induced isomorphism $\theta: \overline{\mathcal{F}} \rightarrow \overline{\mathcal{F}}^{\vee} \otimes L[1]$ satisfying $\theta^{\vee} \otimes L[1]=\theta$, i.e. $(\phi, L, \theta)$ is a symmetric obstruction theory.
Step 6. $\phi$ is perfect if $\mathcal{M} / \mathcal{G}$ is Deligne-Mumford.
In view of Step 5, the claim follows from Lemma 13.13. This completes the proof of Theorem 14.4.

Remark 14.7. A natural question is whether the obstruction theory of Theorem 14.4 arises from a derived enhancement of $\mathcal{M} / \mathcal{G}$. Our proof goes halfway toward answering this question: in Step 1 we obtain an obstruction theory using the derived enhancement of $\mathcal{M} / \mathcal{G}$ from Proposition 9.4, and in Steps 2-5 we "symmetrize" it by hand to obtain Theorem 14.4. The question is whether the derived enhancement from Proposition 9.4 can itself be modified to realize the symmetrized obstruction theory. We will address this in future work, where we will provide a positive answer using ideas from [Pri22] (already invoked in Step 3) and derived symplectic geometry.

## 15. Reduced DT invariants of CY3 categories

In this section, we define reduced DT invariants of CY3 categories that are preserved under deformations, using the obstruction theory constructed in §14. In particular, we prove Theorems 1.6 and 1.8 from the introduction.

### 15.1. DT invariant of $\mathcal{M} / \mathcal{G}$.

Definition 15.1. In the setup of $\S 14.1$, assume that $S=\operatorname{Spec}(\mathbf{C})$ is a point and $\mathcal{M} / \mathcal{G}$ is Deligne-Mumford and proper over C. Then the Donaldson-Thomas (DT) invariant of $\mathcal{M} / \mathcal{G}$ is the number

$$
\operatorname{DT}(\mathcal{M} / \mathcal{G}):=\#_{\phi}^{\mathrm{vir}}(\mathcal{M} / \mathcal{G})
$$

where $\phi$ is the obstruction theory constructed in Theorem 14.4.
Corollary 15.2. In the setup of §14.1, assume that $\mathcal{M} / \mathcal{G}$ is Deligne-Mumford and proper over $S$. Then the DT invariants $\operatorname{DT}\left(\mathcal{M}_{s} / \mathcal{G}_{s}\right)$ of the fibers are independent of $s \in S(\mathbf{C})$.

Proof. Combine Theorem 14.4 and Corollary 13.8.
Remark 15.3. In the situation of Definition 15.1 , if $\mathcal{M} / \mathcal{G}$ is also quasi-projective in the sense of [Beh09, Definition 0.1], then by [Beh09, Proposition 4.16 and Theorem 4.18] the DT invariant $\operatorname{DT}(\mathcal{M} / \mathcal{G})$ can be computed in terms of the Behrend function, and in particular is an intrinsic invariant of $\mathcal{M} / \mathcal{G}$.

The following observation is useful for checking the properness hypothesis of Corollary 15.2 in examples. We recall that $\mathcal{M} \rightarrow M$ is a $\mathbf{G}_{m}$-gerbe over an algebraic space $M$ over $S$ and $\mathcal{G} \rightarrow G$ is a $\mathbf{G}_{m}$-gerbe over a group algebraic space $G$ over $S$.

Lemma 15.4. In the setup of §14.1, assume that $M \rightarrow S$ and $G \rightarrow S$ are proper. Then $\mathcal{M} / \mathcal{G} \rightarrow S$ is proper.

Proof. By Remark 14.2 we have $\mathcal{M} / \mathcal{G} \cong M / G$, so it suffices to prove properness of the latter. As $M \rightarrow M / G$ is a smooth cover and $M \rightarrow S$ is proper, if follows that $M / G \rightarrow S$ is finite type (being locally finite type as $M \rightarrow S$ is and quasi-compact by [Sta24, Tag 050X]) and universally closed by [Sta24, Tag 0CQK]. For separatedness of $M / G \rightarrow S$, we must show that the diagonal is proper; equivalently, if $T$ is an $S$-scheme and $\rho_{i}: P_{i} \rightarrow M_{T}, i=1,2$, are two $T$-points of $M / G$ ( $G_{T}$-torsors equipped with an equivariant map to $M_{T}$ ), we must show the Isom-space $I:=\operatorname{Isom}\left(P_{1}, P_{2}\right) \rightarrow T$ is proper. Working étale locally on $T$, we may assume the $P_{i}$ are trivial, and then it is easy to see that $I$ is given by the (underived) fiber product diagram

where $\Delta$ is the diagonal and $1 \in G_{T}(T)$ is the identity section. The bottom arrow is a closed immersion as $M \rightarrow S$ is separated, so $I \rightarrow G_{T}$ is a closed immersion. As $G \rightarrow S$ is proper, we conclude that the composition $I \rightarrow G_{T} \rightarrow T$ is proper.
15.2. Reduced DT invariants for moduli of semistable objects. In the rest of this section, we discuss the DT invariants defined above in the two main cases of interest: moduli of Giesker semistable twisted sheaves and Bridgeland semistable objects.

Example 15.5 (Moduli of semistable twisted sheaves). Let $f: X \rightarrow S$ be a smooth proper morphism of relative dimension 3 with geometrically connected fibers and $\omega_{f}=f^{*} L$ for a line bundle $L$ on $S$, where $S$ is a smooth complex variety. Let $\alpha \in \operatorname{Br}_{\mathrm{Az}}(X)$ be a Brauer class. Then $\mathcal{C}=\mathrm{D}_{\text {perf }}(X, \alpha)$ is a CY3 category of geometric origin over $S$ by Lemma 6.4.

Let $v \in \Gamma\left(S, \mathrm{~K}_{0}^{\mathrm{top}}(\mathrm{C} / S)\right)$ be a section whose fibers $v_{s} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$ are Hodge classes for all $s \in S(\mathbf{C})$, and let $H$ be a relatively ample divisor on $X \rightarrow S$. Let $\mathcal{M}_{H}(v) \rightarrow S$ denote the moduli stack of Gieseker $H$-semistable $\alpha$-twisted sheaves of class $v$. Then, as noted in Example 11.5, $\mathcal{M}_{H}(v) \rightarrow S$ is an open substack of $\mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S, v)$, universally closed over $S$.

By Lemma 8.14, the identity component $\operatorname{Aut}^{0}(\mathcal{C} / S)$ of $\operatorname{Aut}(\mathcal{C} / S)$ exists and is smooth and proper over $S$. The identity component $\mathcal{A} u t^{0}(\mathbb{C} / S)$ of the stack of autoequivalences (Definition 8.7) is a $\mathbf{G}_{m}$-gerbe over $\operatorname{Aut}^{0}(\mathcal{C} / S)$, and in particular smooth over $S$. Moreover, it acts on the stack $\mathcal{M}_{H}(v)$ by Lemma 9.6.

If for all $s \in S(\mathbf{C})$ there do not exist strictly $H_{s}$-semistable $\alpha_{s}$-twisted sheaves on $X_{s}$ of class $v_{s}$, then $\mathcal{M}_{H}(v)$ parameterizes simple objects and hence is an open substack of $s \mathcal{M}_{\mathrm{gl}}(\mathcal{C} / S, v)$ with the structure of a $\mathbf{G}_{m}$-gerbe $\mathcal{M}_{H}(v) \rightarrow M_{H}(v)$ over an algebraic space; moreover, by standard results on (twisted) sheaves, $M_{H}(v)$ is proper over $S$ [HL10, Lie07]. Altogether, when this holds we have shown that $\mathcal{M}=\mathcal{M}_{H}(v)$ and $\mathcal{G}=\mathcal{A} u t^{0}(\mathcal{C} / S)$ satisfy the hypotheses of the setup in $\S 14.1$, as well as Lemma 15.4. Therefore, we may make the following definition.

Definition 15.6. In the setup of Example 15.5, assume that $S=\operatorname{Spec}(\mathbf{C})$ is a point, there do not exist strictly $H$-semistable $\alpha$-twisted sheaves of class $v$, and the quotient stack $\mathcal{M}_{H}(v) / \mathcal{A} u t^{0}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / \mathbf{C}\right)$ is Deligne-Mumford. Then we define the reduced DT invariant for $H$-semistable sheaves of class $v$ by

$$
\mathrm{DT}_{H}(v):=\mathrm{DT}\left(\mathcal{M}_{H}(v) / \mathcal{A} u t^{0}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / \mathrm{C}\right)\right) .
$$

For simplicity, we have chosen the notation $\mathrm{DT}_{H}(v)$ without any adornment to indicate it is the reduced invariant. This should not cause any confusion as we will only consider reduced DT invariants.

Corollary 15.7. In the setup of Example 15.5, assume that for all $s \in S(\mathbf{C})$ there do not exist strictly $H_{s}$-semistable $\alpha_{s}$-twisted sheaves of class $v_{s}$, and $\mathcal{M}_{H}(v) / \mathcal{A} u t^{0}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / S\right)$ is Deligne-Mumford. Then the reduced DT invariants $\mathrm{DT}_{H_{s}}\left(v_{s}\right)$ of the fibers are independent of $s \in S(\mathbf{C})$.

Remark 15.8. In the absence of a Brauer class (i.e. when $\alpha=0$ ), reduced DT invariants have been defined using virtual fundamental classes in special cases by various authors. Definition 15.6 recovers these previous ad hoc definitions in a uniform way. Let us spell out the comparison in two important cases:
(1) Suppose $X$ is strict Calabi-Yau threefold, i.e. a smooth projective complex variety $X$ with $\omega_{X} \cong \mathcal{O}_{X}$ and $h^{1}\left(\mathcal{O}_{X}\right)=0$. Then by the HKR isomorphism $\operatorname{HH}^{1}\left(\mathrm{D}_{\text {perf }}(X) / \mathbf{C}\right)$ vanishes, so by Lemma 8.10 the group Aut ${ }^{0}\left(\mathrm{D}_{\text {perf }}(X) / \mathbf{C}\right)$ is trivial. Thus, in this case Definition 15.6 recovers the classical DT invariant defined by Thomas [Tho00, BF08].
(2) Suppose $X$ is an abelian threefold. In this case, Gulbrandsen [Gul13] defined reduced DT invariants under certain assumptions which imply that the conditions in our Definition 15.6 are satisfied. His construction goes through a slice for the $\operatorname{Aut}^{0}\left(\mathrm{D}_{\text {perf }}(X) / \mathbf{C}\right)-$ action on $M_{H}(v)$. More precisely, he constructs a space $M^{\prime}$ equipped with a symmetric perfect obstruction theory $\psi$ and an action by a finite group $G^{\prime}$ such that

$$
M^{\prime} / G^{\prime} \cong M_{H}(v) / \operatorname{Aut}^{0}\left(\mathrm{D}_{\mathrm{perf}}(X) / \mathbf{C}\right)
$$

and then defines $\mathrm{DT}_{H}(v)$ as $\#_{\psi}^{\mathrm{vir}}\left(M^{\prime}\right) /\left|G^{\prime}\right|$ [Gul13, Definition 3.2]. It is easy to see that symmetric perfect obstruction theories pull back to symmetric perfect obstruction theories along étale morphisms. Let $\phi^{\prime}$ be the pullback of the obstruction theory $\phi$ from Theorem 14.4 along the étale morphism

$$
M^{\prime} \rightarrow M^{\prime} / G^{\prime} \cong M_{H}(v) / \operatorname{Aut}^{0}\left(\mathrm{D}_{\text {perf }}(X) / \mathbf{C}\right)
$$

By Remark 15.3 we have $\#_{\phi^{\prime}}^{\mathrm{vir}}\left(M^{\prime}\right)=\#_{\psi}^{\mathrm{vir}}\left(M^{\prime}\right)$, so by functoriality of virtual fundamental classes [BF97, Proposition 5.10] we conclude

$$
\#_{\phi}^{\mathrm{vir}}\left(M_{H}(v) / \operatorname{Aut}^{0}\left(\mathrm{D}_{\mathrm{perf}}(X) / \mathbf{C}\right)\right)=\#_{\phi^{\prime}}^{\mathrm{vir}}\left(M^{\prime}\right) /\left|G^{\prime}\right|=\#_{\psi}^{\mathrm{vir}}\left(M^{\prime}\right) /\left|G^{\prime}\right| .
$$

This shows the agreement of Gulbrandsen's definition with ours.
Remark 15.9. Using Hall algebra techniques, in [OPT22] reduced generalized DT invariants are defined for Calabi-Yau threefolds. In the presence of strictly semistable objects, it is not clear that their invariants are deformation-invariant. However, when there are no strictly semistable objects, the invariants defined here coincide with theirs, and Corollary 15.7 implies deformation-invariance.

Reduced DT invariants for moduli of semistable objects can be defined parallel to the case of sheaves:

Example 15.10 (Moduli of semistable objects). Let $\mathcal{C}$ be a CY3 category of geometric origin over a smooth complex variety $S$. Let $v \in \Gamma\left(S, \mathrm{~K}_{0}^{\mathrm{top}}(\mathrm{C} / S)\right)$ be a section whose fibers $v_{s} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(\mathrm{C}_{s}\right)$ are Hodge classes for all $s \in S(\mathbf{C})$. Let $\sigma$ be a stability condition on $\mathcal{C}$ over $S$ with respect to a topological Mukai homomorphism. Let $\phi \in \mathbf{R}$ be a phase compatible with $v$. Then, as noted in Example 11.5, the moduli space $\mathcal{M}_{\sigma}(v, \phi)$ of $\sigma$-semistable objects in $\mathcal{C}$ of class $v$ and phase $\phi$ is an open substack $\mathcal{M}_{\mathrm{gl}}(\mathcal{C} / S, v)$, universally closed over $S$.

By Lemma 8.11, the identity component $\operatorname{Aut}^{0}(\mathcal{C} / S)$ of $\operatorname{Aut}(\mathbb{C} / S)$ exists, and both it and $\mathcal{A} u t^{0}(\mathcal{C} / S)$ are smooth over $S$. Further, $\mathcal{A} u t^{0}(\mathcal{C} / S)$ acts on the stack $\mathcal{M}_{\sigma}(v, \phi)$ by Lemma 9.6.

If for all $s \in S(\mathbf{C})$ there do not exist strictly $\sigma_{s}$-stable objects of class $v_{s}$, then $\mathcal{M}_{\sigma}(v, \phi)$ is an open substack of $s \mathcal{M}_{\mathrm{gl}}(\mathrm{e} / S, v)$ with the structure of a $\mathbf{G}_{m}$-gerbe $\mathcal{M}_{\sigma}(v, \phi) \rightarrow M_{\sigma}(v, \phi)$ over an algebraic space, which is proper over $S$ by [ $\mathrm{BLM}^{+} 21$, Theorem 21.24]. Altogether, when this holds we have shown that $\mathcal{M}=\mathcal{M}_{\sigma}(v, \phi)$ and $\mathcal{G}=\mathcal{A} u t^{0}(\mathcal{C} / S)$ satisfy the hypotheses of the setup in §14.1, and $\mathcal{M}$ satisfies the hypothesis of Lemma 15.4. If $\mathcal{C}=\mathrm{D}_{\text {perf }}(X, \alpha)$ is as in Example 15.5, then as we discussed there $\operatorname{Aut}^{0}(\mathcal{C} / S)$ also satisfies the hypothesis of Lemma 15.4, i.e. is proper over $S$, by Lemma 8.14; in general, we do not know whether this holds (cf. Remark 8.15), so we take it as an assumption in the definition and corollary below.

The following definition and corollary complete the proofs of Theorems 1.6 and 1.8 promised in the introduction, which we state here in terms of moduli stacks and automorphism stacks instead of their corresponding algebraic spaces, cf. Remark 14.2.

Definition 15.11. In the setup of Example 15.10, assume that $S=\operatorname{Spec}(\mathbf{C})$ is a point, $\operatorname{Aut}^{0}(\mathbb{C} / \mathbf{C})$ is proper, there do not exist strictly $\sigma$-semistable objects of class $v$, and the quotient stack $\mathcal{M}_{\sigma}(v, \phi) / \mathcal{A} u t^{0}(\mathcal{C} / \mathbf{C})$ is Deligne-Mumford. Then we define the reduced $D T$ invariant for $\sigma$-semistable objects of class $v$ by

$$
\operatorname{DT}_{\sigma}(v, \phi):=\mathrm{DT}\left(\mathcal{M}_{\sigma}(v, \phi) / \mathcal{A} u t^{0}(\mathcal{C} / \mathbf{C})\right) .
$$

Corollary 15.12. In the setup of Example 15.10, assume that $\operatorname{Aut}^{0}(\mathcal{C} / S) \rightarrow S$ is proper, for all $s \in S(\mathbf{C})$ there do not exist strictly $\sigma_{s}$-semistable objects of class $v_{s}$, and the quotient stack $\mathcal{M}_{\sigma}(v, \phi) / \mathcal{A} u t^{0}(\mathcal{C} / S)$ is Deligne-Mumford. Then the reduced DT invariants $\mathrm{DT}_{\sigma_{s}}\left(v_{s}, \phi\right)$ of the fibers are independent of $s \in S(\mathbf{C})$.

Remark 15.13. It is easy to see that $\mathrm{DT}_{\sigma}(v, \phi)$ is independent of the phase $\phi \in \mathbf{R}$ compatible with $v$, so it is natural to define

$$
\mathrm{DT}_{\sigma}(v):=\mathrm{DT}_{\sigma}(v, \phi)
$$

for any such $\phi$.

## 16. The variational integral Hodge conjecture for CY3 categories

In this section we prove the following criterion for the validity of the noncommutative variational integral Hodge conjecture, and deduce Theorem 1.9 from the introduction.

Theorem 16.1. Let $\mathcal{C}$ be a CY3 category of geometric origin over a smooth complex variety $S$. Let $v$ be a section of $\mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C} / S)$ whose fibers $v_{s} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$ are Hodge classes for all $s \in S(\mathbf{C})$. Let $\mathcal{M} \subset \mathcal{M g l}_{\mathrm{gl}}(\mathrm{C} / S, v)$ be an open substack which is universally closed over $S$. Let $U \subset S$ be a nonempty open subset such that $\mathcal{M}_{U}$ is contained in the substack $s \mathcal{M}_{\mathrm{gl}}(\mathbb{C} / S, v)$ of simple objects. Let $\mathcal{G}_{U}$ be an open subgroup stack of $\mathcal{A u t}\left(\mathcal{C}_{U} / U\right)$ which is smooth over $U$ and whose action on s $\mathcal{M}_{\mathrm{gl}}(\mathrm{C} / S, v)$ preserves $\mathcal{M}_{U}$, such that $\mathcal{M}_{U} / \mathcal{G}_{U} \rightarrow U$ is proper. Assume there exists a point $0 \in S(\mathbf{C})$ such that:
(1) $\mathcal{M}_{0} / \mathcal{G}_{0}$ is Deligne-Mumford.
(2) $\operatorname{DT}\left(\mathcal{M}_{0} / \mathcal{G}_{0}\right) \neq 0$.

Then for every $s \in S(\mathbf{C})$ the space $\mathcal{M}_{s}$ is nonempty and, in particular, the class $v_{s} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(\mathcal{C}_{s}\right)$ is algebraic.

Proof. It suffices to show that the morphism $\mathcal{M} \rightarrow S$ is surjective. As it is universally closed by assumption, it suffices to show that it is dominant. By Lemma 16.2 below, up to shrinking $U$ we may assume that $\mathcal{M}_{U} / \mathcal{G}_{U}$ is Deligne-Mumford. Then by Corollary 15.2 the numbers $\mathrm{DT}\left(\mathcal{M}_{s} / \mathcal{G}_{s}\right)$ are constant for $s \in U(\mathbf{C})$, and hence nonzero as $\mathrm{DT}\left(\mathcal{M}_{0} / \mathcal{G}_{0}\right) \neq 0$. In particular, the space $\mathcal{M}_{s} / \mathcal{G}_{s}$, and hence also $\mathcal{M}_{s}$, is nonempty for $s \in U(\mathbf{C})$.

The next lemma, invoked above, says that for an algebraic stack universally closed over a base, the Deligne-Mumford locus is open on the base.

Lemma 16.2. Let $\pi: \mathcal{X} \rightarrow S$ be a universally closed morphism from an algebraic stack $\mathcal{X}$ to a scheme $S$. Let $0 \in S$ be a point such that the fiber $\mathcal{X}_{0}$ is Deligne-Mumford. Then there exists an open neighborhood $0 \in U \subset S$ such that $\mathcal{X}_{U}$ is Deligne-Mumford.

Proof. Consider the diagonal morphism of $\pi$, which fits into a diagram


The fiber over 0 is $\Delta_{\pi_{0}}: \mathcal{X}_{0} \rightarrow \mathcal{X}_{0} \times{ }_{\operatorname{Spec}(\kappa(0))} \mathcal{X}_{0}$, the diagonal of $\mathcal{X}_{0}$, which by assumption is unramified. As $\Delta_{\pi}$ is locally of finite type [Sta24, Tag 04XS], there is an open subset $V \subset \mathcal{X}$ where $\Delta_{\pi}$ is unramified, which by the previous observation contains $\mathcal{X}_{0}$. Consider the closed complement $Z=\mathcal{X} \backslash V$ and set $U=S \backslash \pi(Z)$, which is open as $\pi$ is universally closed. By construction, $0 \in U$ and $\Delta_{\pi_{U}}: \mathcal{X}_{U} \rightarrow \mathcal{X}_{U} \times{ }_{U} \mathcal{X}_{U}$ is unramified, i.e. $\mathcal{X}_{U}$ is Deligne-Mumford.

Now we specialize Theorem 16.1 to the case of moduli spaces of sheaves.
Corollary 16.3. Let $f: X \rightarrow S$ be a smooth proper morphism to a smooth variety $S$, such that $f$ has relative dimension 3 with geometrically connected fibers and $\omega_{f}=f^{*} L$ is the pullback of a line bundle on $S$. Let $\alpha \in \operatorname{Br}_{\mathrm{Az}}(X)$ be a Brauer class. Let $v$ be a section of $\mathrm{K}_{0}^{\mathrm{top}}((X, \alpha) / S)$ whose fibers $v_{s} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(X_{s}, \alpha_{s}\right)$ are Hodge classes for all $s \in S(\mathbf{C})$. Let $H$ be a relatively ample divisor on $X \rightarrow S$. Assume there exists a point $0 \in S(\mathbf{C})$ such that:
(1) There do not exist strictly $H_{0}$-semistable $\alpha_{0}$-twisted sheaves of class $v_{0}$.
(2) $\mathcal{M}_{H_{0}}\left(v_{0}\right) / \mathcal{A} u t^{0}\left(\mathrm{D}_{\text {perf }}\left(X_{0}, \alpha_{0}\right) / \mathbf{C}\right)$ is Deligne-Mumford.
(3) $\mathrm{DT}_{H_{0}}\left(v_{0}\right) \neq 0$.

Then for every $s \in S(\mathbf{C})$ the moduli space $\mathcal{M}_{H_{s}}\left(v_{s}\right)$ is nonempty, and in particular, the class $v_{s} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(X_{s}, \alpha_{s}\right)$ is algebraic.

Proof. We claim there exists a neighborhood $0 \in U \subset S$ such that for every $u \in U(\mathbf{C})$ there do not exist strictly $H_{u}$-semistable $\alpha_{u}$-twisted sheaves of class $v_{u}$. Indeed, let $\mathcal{M}_{H}^{\text {st }}(v) \subset \mathcal{M}_{H}(v)$ denote the open subspace parameterizing $H$-stable sheaves, let $Z \subset \mathcal{M}_{H}(v)$ be its complement, and let $Y \subset S$ be the image of $Z$, which is closed as $\mathcal{M}_{H}(v) \rightarrow S$ is universally closed; then $U=S \backslash Y$ is the desired neighborhood.

Set $\mathcal{M}:=\mathcal{M}_{H}(v)$ and $\mathcal{G}:=\mathcal{A} u t^{0}\left(\mathrm{D}_{\text {perf }}(X, \alpha) / S\right)$. By the discussion in Example 15.5 and Lemma 15.4, it follows that $\mathcal{M}_{U}=\mathcal{M}_{H_{U}}\left(v_{U}\right)$ and $\mathcal{G}_{U}$ satisfy the hypotheses of Theorem 16.1. Thus Theorem 16.1 applies and gives the result.

By the same argument, we also obtain the following analogous result for moduli of stable objects in a category, which gives the promised Theorem 1.9 from the introduction; for consistency with the above, we restate the result here in terms of moduli stacks and automorphism stacks, cf. Remark 14.2.

Corollary 16.4. Let $\mathcal{C}$ be a CY3 category of geometric origin over a smooth complex variety $S$. Let $v$ be a section of $\mathrm{K}_{0}^{\mathrm{top}}(\mathrm{C} / S)$ whose fibers $v_{s} \in \mathrm{~K}_{0}^{\mathrm{top}}\left(\mathrm{C}_{s}\right)$ are Hodge classes for all $s \in S(\mathbf{C})$. Let $\sigma$ be a stability condition on $\mathcal{C}$ over $S$ with respect to a topological Mukai homomorphism. Let $\phi \in \mathbf{R}$ be a phase compatible with $v$. Assume there exists a point $0 \in S(\mathbf{C})$ such that:
(1) There do not exist strictly $\sigma_{0}$-semistable objects of class $v_{0}$.
(2) $\mathcal{M}_{\sigma_{0}}\left(v_{0}, \phi\right) / \mathcal{A} u t^{0}\left(\mathcal{C}_{0} / \mathbf{C}\right)$ is Deligne-Mumford.
(3) $\mathrm{DT}_{\sigma_{0}}\left(v_{0}\right) \neq 0$.

Then for every $s \in S(\mathbf{C})$ the moduli space $\mathcal{M}_{\sigma_{s}}\left(v_{s}, \phi\right)$ is nonempty, and in particular, the class $v_{s} \in \mathrm{~K}_{0}^{\operatorname{top}}\left(\mathcal{C}_{s}\right)$ is algebraic.

Assumption (1) in Corollary 16.4 is mild. Indeed, if the image of $v_{0}$ in the lattice for the stability condition is primitive, then the assumption can be achieved up to deforming $\sigma$, due to the following general observation.
Lemma 16.5. Let $\mathcal{C} \subset \mathrm{D}_{\text {perf }}(X)$ be an $S$-linear semiorthogonal component, where $X \rightarrow S$ is a smooth proper morphism of complex varieties. Let $\sigma$ be a stability condition on $\mathcal{C}$ over $S$ with respect to a Mukai homomorphism $\mathbf{v}: \mathrm{K}_{\mathrm{num}}(\mathrm{e} / S) \rightarrow \Lambda$. Let $\lambda \in \Lambda$ be a primitive class. Then for any $0 \in S(\mathbf{C})$, there exists a stability condition $\sigma^{\prime}$ on $\mathcal{C}$ over $S$ with respect to $\mathbf{v}$ such that there do not exist strictly $\sigma_{0}^{\prime}$-semistable objects of class $\lambda$.

Proof. Let $\mathrm{Stab}_{\Lambda}(\mathrm{C} / S)$ denote the space of stability conditions over $S$ with respect to $\mathbf{v}$. Let $\mathrm{v}_{0}: \mathrm{K}_{\text {num }}\left(\mathrm{C}_{0}\right) \rightarrow \Lambda$ be the Mukai homomorphism obtained by composing the canonical map $\mathrm{K}_{\text {num }}\left(\mathcal{C}_{0}\right) \rightarrow \mathrm{K}_{\text {num }}(\mathcal{C} / S)$ with $\mathbf{v}$, and let $\operatorname{Stab}_{\Lambda}\left(\mathcal{C}_{0} / \mathbf{C}\right)$ denote the space of stability conditions on $\mathfrak{C}_{0}$ over $\mathbf{C}$ with respect to $\mathbf{v}_{0}$. We have maps

$$
\operatorname{Stab}_{\Lambda}(\mathrm{C} / S) \rightarrow \operatorname{Stab}_{\Lambda}\left(\mathfrak{C}_{0} / \mathbf{C}\right) \rightarrow \operatorname{Hom}(\Lambda, \mathbf{C})
$$

where the first map sends a stability condition over $S$ to its fiber over 0 , and the second map sends a stability condition to its central charge. By the deformation theorem for relative stability conditions $\left[\mathrm{BLM}^{+} 21\right.$, Theorem 1.2], $\operatorname{Stab}_{\Lambda}(\mathcal{C} / S)$ and $\operatorname{Stab}_{\Lambda}\left(\mathrm{C}_{0} / \mathbf{C}\right)$ are complex manifolds such that the above two maps are local isomorphisms. Therefore, it suffices to show there exists a small deformation $\sigma_{0}^{\prime}$ of $\sigma_{0}$ such that there do not exist strictly $\sigma_{0}^{\prime}$-semistable objects of class $\lambda$. But this follows from the wall and chamber structure for $\operatorname{Stab}_{\Lambda}\left(\mathrm{C}_{0} / \mathbf{C}\right)$ $\left[\mathrm{BLM}^{+} 21\right.$, Lemma 12.13]: it suffices to take $\sigma_{0}^{\prime}$ to be a nearby stability condition that does not lie on a wall for $\lambda$.

Remark 16.6. Even if $\lambda \in \Lambda$ is not primitive, one can often construct a stability condition over $S$ for which there do not exist strictly semistable objects of class $\lambda$, after possibly enlarging the lattice $\Lambda$, cf. $\left[\mathrm{BLM}^{+}\right.$21, Example 2.17 and Remark 30.7]. However, for our applications, we will not need such a result.

## Part V. The period-index conjecture for abelian threefolds

With the exception of Corollary 17.2, throughout Part V we work over the complex numbers.

## 17. The main result

We now state our main result on the period-index conjecture.
Theorem 17.1. Let $X$ be a complex abelian threefold and let $\alpha \in \operatorname{Br}(X)$ be a Brauer class. Then

$$
\operatorname{ind}(\alpha) \mid \operatorname{per}(\alpha)^{2}
$$

Since the index of a Brauer class may only drop under specialization, we obtain an analogous result in positive characteristic by lifting, which was stated as Theorem 1.3 in the introduction.
Corollary 17.2. Let $X$ be an abelian threefold over an algebraically closed field $k$. For any $\alpha \in \operatorname{Br}(X)$ such that $\operatorname{per}(\alpha)$ is prime to the characteristic of $k$, we have

$$
\operatorname{ind}(\alpha) \mid \operatorname{per}(\alpha)^{2}
$$

Proof. The case of an algebraically closed field $k$ of characteristic 0 follows from Theorem 17.1 and the Lefschetz principle. When $k$ may have positive characteristic, $X$ lifts to an abelian scheme $X_{R}$ over an integral local domain $R$ of characteristic 0 with residue field $k$ [NO80].

The class $\alpha$ lies in the image of a class $\theta \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{n}\right)$, where $n$ is the period of $\alpha$. Since $n$ is invertible on $R$, smooth and proper base change implies that $\theta$ lifts to a class $\theta_{R} \in \mathrm{H}^{2}\left(X_{R}, \boldsymbol{\mu}_{n}\right)$. Writing $\eta \in \operatorname{Spec} R$ for the generic point, the restriction of $\theta_{R}$ to the geometric generic fiber $X_{\bar{\eta}}$ gives a Brauer class $\alpha_{\bar{\eta}} \in \operatorname{Br}\left(X_{\bar{\eta}}\right)[n]$. Since $\kappa(\bar{\eta})$ is algebraically closed of characteristic 0 , by the previous paragraph we have

$$
\operatorname{ind}\left(\alpha_{\bar{\eta}}\right) \mid \operatorname{per}\left(\alpha_{\bar{\eta}}\right)^{2},
$$

so $\operatorname{ind}\left(\alpha_{\bar{\eta}}\right)$ divides $n^{2}$. Then observe that $\operatorname{ind}(\alpha) \mid \operatorname{ind}\left(\alpha_{\bar{\eta}}\right)$, since the index of a Brauer class may only decrease under specialization [dJ04, Lemma 6.2].

Remark 17.3. As the proof shows, when $\operatorname{per}(\alpha)$ is divisible by the characteristic of $k$, the result still holds as long as $\alpha \in \operatorname{Br}(X)$ admits a lift along with $X$ to characteristic 0 . It is plausible that such a lift always exists.

We make a few comments on Theorem 17.1. First, for an abelian threefold $X$ and a Brauer class $\alpha \in \operatorname{Br}(X)$, it is not difficult to see that

$$
\operatorname{ind}(\alpha) \mid \operatorname{per}(\alpha)^{3}
$$

This follows from symbol length considerations, and the analogous result holds more generally for an abelian variety of arbitrary dimension. Symbol length bounds are discussed in §23, where we show that they do not suffice to prove Theorem 17.1.

A different approach to proving Theorem 17.1 might be to show that for any twisted abelian threefold $(X, \alpha)$, the twisted derived category $\mathrm{D}_{\text {perf }}(X, \alpha)$ is equivalent to $\mathrm{D}_{\text {perf }}\left(X^{\prime}\right)$, for $X^{\prime}$ an abelian threefold. Since the integral Hodge conjecture holds for $X^{\prime}$ [Voi06, Gra04, Tot21] and the cohomology of $X^{\prime}$ is torsion free, the integral Hodge conjecture holds for $\mathrm{D}_{\mathrm{perf}}\left(X^{\prime}\right)$ [Per22, Corollary 5.18] and thus also for $\mathrm{D}_{\text {perf }}(X, \alpha)$. From there, Theorem 17.1 would follow from the observation that there are Hodge classes in $\mathrm{K}_{0}^{\mathrm{top}}(X, \alpha)$ of rank $\operatorname{per}(\alpha)^{2}$. Unfortunately, we
show in $\S 24$ that $\mathrm{D}_{\text {perf }}(X, \alpha)$ is not generally equivalent to $\mathrm{D}_{\text {perf }}(Y)$ for any smooth proper variety $Y$.
17.1. Outline of the proof. The basic premise of the argument is the following. For each abelian threefold $X_{1}$ and Brauer class $\alpha_{1} \in \operatorname{Br}\left(X_{1}\right)$, the goal is to construct a family of twisted abelian threefolds $(X, \alpha)$ over a base $S$, a section $v \in \Gamma\left(\mathrm{~K}_{0}^{\mathrm{top}}((X, \alpha) / S)\right)$ whose fibers are Hodge classes, a stability condition $\sigma$ on $(X, \alpha)$ over $S$ (with respect to a topological Mukai homomorphism), and points $0,1 \in S(\mathbf{C})$ such that the following conditions hold:
(1) The fiber over $1 \in S(\mathbf{C})$ is the original twisted abelian threefold ( $X_{1}, \alpha_{1}$ ), and the rank of $v_{1}$ is equal to $\operatorname{per}\left(\alpha_{1}\right)^{2}$.
(2) One has $\alpha_{0}=0 \in \operatorname{Br}\left(X_{0}\right)$, where $X_{0}$ is the fiber over $0 \in S(\mathbf{C})$.
(3) At $0 \in S(\mathbf{C})$, there do not exist strictly $\sigma_{0}$-semistable objects of class $v_{0}$.
(4) The quotient stack $\mathcal{M}_{\sigma_{0}}\left(v_{0}\right) / \mathcal{A} u t^{0}\left(\mathrm{D}_{\text {perf }}\left(X_{0}\right) / \mathbf{C}\right)$ is Deligne-Mumford.
(5) $\mathrm{DT}_{\sigma_{0}}\left(v_{0}\right) \neq 0$.

If all of these conditions are satisfied, then Corollary 16.4 shows that $v_{1}$ is algebraic. In particular, there exists an object in $\mathrm{D}_{\text {perf }}\left(X_{1}, \alpha_{1}\right)$ of rank $\operatorname{per}\left(\alpha_{1}\right)^{2}$, so ind $\left(\alpha_{1}\right) \mid \operatorname{per}\left(\alpha_{1}\right)^{2}$. The condition that $\alpha_{0}=0$ is not necessary in order to apply Corollary 16.4; rather, we have included it here because it plays an important role in making the computation (5) possible.

Let us now address how to arrange for conditions (1)-(5). Condition (1) is handled through the theory of twisted Mukai structures, which computes explicitly the variation of Hodge structure $\mathrm{K}_{0}^{\mathrm{top}}((X, \alpha) / S)$ and allows one to construct global sections of Hodge type. This is explained in $\S 18$ below. The precise choice of $v$ is rather intricate, as will be explained when we address condition (5).

Condition (2) is arranged as follows. The Brauer class $\alpha_{1}$ on $X_{1}$ lies in the image of a class

$$
\theta_{1} \in \mathrm{H}^{2}\left(X_{1}, \boldsymbol{\mu}_{n}\right)
$$

where $n=\operatorname{per}(\alpha)$. If $X_{0}$ is a deformation of $X_{1}$, then $\alpha_{1}$ deforms to the trivial Brauer class on $X_{0}$ if and only if a parallel transport $\theta_{0}$ of $\theta_{1}$ lies in the image of $\operatorname{Pic}\left(X_{0}\right) / n$. Therefore, in order to find such a deformation of $X_{1}$, we first lift $\theta_{1}$ to a class $\tilde{\theta}_{1} \in \mathrm{H}^{2}\left(X_{1}, \mathbf{Z}\right)$, and then choose $X_{0}$ to lie in the Hodge locus of $\tilde{\theta}_{1}$ in a suitable moduli space of polarized abelian varieties.

Condition (3) is responsible for the use of the theory of stability conditions over a base in the argument, as opposed to the more familiar stability of (twisted) sheaves with respect to a polarization. This is for a purely practical reason, which we now explain. Suppose we wished to run the argument using stability of sheaves with respect to a relative polarization $H$ on $X$ over $S$. Generically, $X_{1}$ has Picard rank 1 , so we have no choice when it comes to the relative polarization itself. On the other hand, $X_{0}$ has Picard rank at least 2 from the previous step, which means we have little control over whether strictly $H_{0}$-semistable twisted sheaves of class $v_{0}$ exist. Instead, we use Lemma 16.5 to construct a relative stability condition $\sigma$ such that strictly $\sigma_{0}$-semistable objects of class $v_{0}$ do not exist.

Condition (4) is the first of three appearances in the proof of a remarkable feature of the cohomology of abelian threefolds, which also plays an important role in [OPT22]. There is a Q-valued quartic form $\Delta$, called Igusa's discriminant, on the rational even cohomology of an abelian threefold. It turns out that if $X_{0}$ is simple, then for $v_{0} \in \mathrm{~K}^{\mathrm{top}}\left(X_{0}\right)$, the condition

$$
\Delta\left(\operatorname{ch}\left(v_{0}\right)\right) \neq 0
$$

is enough to guarantee that the quotient stack in (4) is Deligne-Mumford (Lemma 19.6). One can arrange that $X_{0}$ is simple from the beginning of the proof; this amounts to choosing $\tilde{\theta}_{1}$ in (2) so that the general member of its Hodge locus has multiplication by a totally real cubic field.

Condition (5) is the most intricate step, and impacts a number of choices made at the beginning of the proof. Very little is directly known about the DT invariants of higher rank classes on abelian threefolds, so the strategy is to transform the problem of computing $\mathrm{DT}_{\sigma_{0}}\left(v_{0}\right)$ into the problem of counting certain curves on $X_{0}$.

To explain how this works, we first recall a result from [OPT22]: If $\Delta\left(v_{0}\right) \geq 0$, where $\Delta$ is Igusa's discriminant, then $\mathrm{DT}_{\sigma_{0}}\left(v_{0}\right)$ is invariant under wall-crossing of stability conditions and the action of autoequivalences of $\mathrm{D}_{\text {perf }}\left(X_{0}\right)$ on $v_{0}$. With this in mind, we arrange (through the choice of $v$ at the beginning of the proof) that $v_{0}$ can be transformed by autoequivalences into a class of Chern character $(1,0,-\beta,-n)$, which is the shape of the Chern character of an ideal sheaf of a curve. By invariance under wall-crossing, it is enough to calculate $\mathrm{DT}_{H_{0}}(1,0,-\beta,-n)$, where $H_{0}$ is any polarization on $X_{0}$.

We have therefore reduced to a curve count. If $\beta \in \mathrm{H}_{2}\left(X_{0}, \mathbf{Z}\right)$ is a curve class and $H_{0}$ is any polarization, then a formula for the generating series

$$
\begin{equation*}
\sum_{n} \mathrm{DT}_{H_{0}}(1,0,-\beta,-n) q^{n} \tag{17.1}
\end{equation*}
$$

is known by work of Oberdieck-Shen [OS20] under the assumption that $\beta$ is of type $(1,1, d)$ for some $d>0$. This condition means that $\beta$ is of the form $e_{1} \wedge e_{2}+e_{3} \wedge e_{4}+d \cdot e_{5} \wedge e_{6}$, for $\left\{e_{i}\right\}$ a basis of $\mathrm{H}_{1}\left(X_{0}, \mathbf{Z}\right)$. An analysis of the series (17.1) leads to the observation that one has

$$
\mathrm{DT}_{H_{0}}(1,0,-\beta,-n) \neq 0
$$

whenever Igusa's discriminant is nonnegative: $\Delta(1,0,-\beta,-n) \geq 0$. (Though we have no need of it, the converse is nearly true). This curve counting argument is carried out in §20.

Arranging that $\Delta\left(\operatorname{ch}\left(v_{0}\right)\right) \geq 0$ is not difficult, and since Igusa's discriminant is invariant under the action of autoequivalences, one gets that $\Delta(1,0,-\beta,-n) \geq 0$. Unfortunately, choosing the initial class $v$ which guarantees that $\beta$ is ultimately of type $(1,1, d)$ is subtle. At first glance, the only way to check that $\beta$ is of type $(1,1, d)$ seems to be to verify that it has at least 4 after reduction modulo every prime number $p$. Fortunately, it is possible to arrange the situation so that there is a finite set of primes $\left\{\ell_{1}, \ldots, \ell_{n}\right\}$, depending rather loosely on $v$, such that if $\beta$ has rank at least 4 modulo each $\ell_{i}$, then $\beta$ is of type $(1,1, d)$. This, along with some flexibility afforded by the choice of $v$, allows us to arrange for $\beta$ to have type $(1,1, d)$. We have collected in Appendix A a number of auxiliary results on abelian varieties which are used in this argument and in arranging condition (2).

## 18. Hodge classes on twisted abelian varieties

Definition 18.1. Let $X$ be an abelian variety. Given a class $B \in \mathrm{H}^{2}(X, \mathbf{Q}(1))$, the twisted Mukai structure $\widetilde{\mathrm{H}}(X, B ; \mathbf{Z})$ is the integral Hodge structure of weight 0 on the even cohomology $H^{\mathrm{ev}}(X, \mathbf{Z})$ such that the homomorphism

$$
\widetilde{\mathrm{H}}(X, B ; \mathbf{Z}) \otimes \mathbf{Q} \rightarrow \bigoplus \mathrm{H}^{2 i}(X, \mathbf{Q})(i), \quad v \mapsto \exp (B) \cdot v .
$$

is an isomorphism of $\mathbf{Q}$-Hodge structures. We also set $\widetilde{\mathrm{H}}(X, B ; \mathbf{Q})=\widetilde{\mathrm{H}}(X, B ; \mathbf{Z}) \otimes \mathbf{Q}$.

Remark 18.2. In the K3 surfaces literature (e.g. [HS05]), it is standard to consider twisted Mukai structures as having weight 2 , which differs from our convention.

Remark 18.3. The case of abelian varieties is rather special, since the topological $K$-theory $\mathrm{K}_{0}^{\mathrm{top}}(X)$ coincides with the integral cohomology $\mathrm{H}^{\mathrm{ev}}(X, \mathbf{Z})$ under the Chern character. For a general variety with a topologically trivial Brauer class, the two differ, and one should use the lattice of topological $K$-theory to define twisted Mukai structures [Hot22].
Definition 18.4. Let $X$ be an abelian variety. Given a class $\theta \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{n}\right)$, a $\theta$-field is a class $B \in \mathrm{H}^{2}(X, \mathbf{Q}(1))$ such that the $n$th multiple is integral, i.e., $n B \in \mathrm{H}^{2}(X, \mathbf{Z}(1))$, and the image of $n B$ under the map

$$
\exp (-/ n): \mathrm{H}^{2}(X, \mathbf{Z}(1)) \rightarrow \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{n}\right)
$$

is $\theta$.
Lemma 18.5. Let $f: X \rightarrow S$ be a flat family of abelian varieties, and let $\mathcal{X} \rightarrow X$ be $a$ $\boldsymbol{\mu}_{n}$-gerbe of class $\theta \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{n}\right)$, with Brauer class $\alpha$.
(1) There is an isomorphism of $\mathbf{Q}$-variations of Hodge structure

$$
\text { ch }: \mathrm{K}_{0}^{\mathrm{top}}((X, \alpha) / S) \otimes \mathbf{Q} \rightarrow \mathrm{R}^{\mathrm{ev}} f_{*} \mathbf{Q}:=\bigoplus_{k \geq 0} \mathrm{R}^{2 k} f_{*} \mathbf{Q}(k)
$$

The formation of ch is compatible with base change $S^{\prime} \rightarrow S$. Here, $\mathrm{D}_{\mathrm{perf}}(X, \alpha)$ implicitly refers to the category of 1-twisted sheaves on a $\boldsymbol{\mu}_{n}$-gerbe of class $\alpha$.
(2) For $s \in S(\mathbf{C})$ and any $\theta_{s}$-field $B_{s}$, there is an isomorphism of integral Hodge structures

$$
\varphi_{s}: \mathrm{K}_{0}^{\mathrm{top}}\left(X_{s}, \alpha_{s}\right) \rightarrow \widetilde{\mathrm{H}}\left(X_{s}, B_{s} ; \mathbf{Z}\right)
$$

such that the diagram

commutes.
(3) (Parallel transport) Given $s, s^{\prime} \in S(\mathbf{C})$ and a continuous path $\gamma$ from $s$ to $s^{\prime}$, the diagram (18.1) is compatible with parallel transport. More precisely, if $\Phi_{\gamma}$ is the parallel transport isomorphism from $\mathrm{H}^{\mathrm{ev}}\left(X_{s}, \mathbf{Q}\right)$ to $\mathrm{H}^{\mathrm{ev}}\left(X_{s^{\prime}}, \mathbf{Q}\right)$, then

$$
\Phi_{\gamma}\left(\exp \left(B_{s}\right) \cdot \varphi_{s}\right)=\exp \left(\Phi_{\gamma}\left(B_{s}\right)\right) \cdot \varphi_{s^{\prime}}
$$

(4) In the situation of (2), a class $v \in \mathrm{~K}_{0}^{\mathrm{top}}\left(X_{s}, \alpha\right)$ lifts to a global section of the variation $\mathrm{K}_{0}^{\mathrm{top}}((X, \alpha) / S)$ if and only if $\exp \left(B_{s}\right) \cdot \varphi_{s}(v)$ lifts to a global section of $\mathrm{R}^{\mathrm{ev}} f_{*} \mathbf{Q}$.
Proof. This is a reformulation of the results of [Hot22].
Remark 18.6 (Fibers with trivial Brauer class). In the situation of Lemma 18.5, suppose that there is a point $0 \in S(\mathbf{C})$ and a $\theta_{0}$-field $B_{0}$ which is algebraic, i.e., lies in $\operatorname{NS}\left(X_{0}\right)$. Then we may choose an equivalence

$$
\begin{equation*}
\mathrm{D}_{\text {perf }}\left(X_{0}, \alpha_{0}\right) \rightarrow \mathrm{D}_{\text {perf }}\left(X_{0}\right) \tag{18.2}
\end{equation*}
$$

such that the induced isomorphism $\widetilde{\mathrm{H}}\left(X_{0}, B_{0} ; \mathbf{Z}\right) \simeq \widetilde{\mathrm{H}}\left(X_{0}, \mathbf{Z}\right)$ is the identity on the abelian group $H^{\text {ev }}\left(X_{0}, \mathbf{Z}\right)$ which underlies both Hodge structures.

The point is that if $\mathcal{X} \rightarrow X$ is a $\mu_{n}$-gerbe of class $\theta$, then $\mathcal{X}_{0}=\mathcal{X} \times_{X} X_{0}$ is isomorphic to the gerbe of $n$th roots of a line bundle $L$ on $X_{0}$ with first Chern class $n \cdot B_{0}$ [Lie07, 2.3.4.2]. Then $\mathcal{X}_{0}$ carries an $n$-twisted line bundle $L^{1 / n}$ such that $\left(L^{1 / n}\right)^{n}$ descends to $L$. The equivalence (18.2) is given by twisting down by $L^{1 / n}$, and the diagram

$$
\begin{align*}
& \mathrm{K}_{0}^{\mathrm{top}}\left(X_{0}, \alpha_{0}\right) \xrightarrow{\varphi_{0}} \widetilde{\mathrm{H}}\left(X_{0}, B_{0} ; \mathbf{Z}\right)=\mathrm{H}^{\mathrm{ev}}\left(X_{0}, \mathbf{Z}\right) \\
& \downarrow\left(L^{1 / n}\right)^{\vee} \quad \downarrow^{\text {id }}  \tag{18.3}\\
& \mathrm{K}_{0}^{\mathrm{top}}\left(X_{0}\right) \xrightarrow{\mathrm{ch}} \widetilde{\mathrm{H}}\left(X_{0}, \mathbf{Z}\right)=\mathrm{H}^{\mathrm{ev}}\left(X_{0}, \mathbf{Z}\right) \text {. }
\end{align*}
$$

commutes: $\varphi_{0}$ is given by twisting down by any topological 1-twisted line bundle with twisted first Chern class $B_{0}$, and $L^{1 / n}$ is an example of such [Hot22].

We now specialize to the case of threefolds.
Lemma 18.7. Let $f:(X, H) \rightarrow S$ be a flat, polarized family of abelian threefolds over a connected base, with a class $\theta \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{n}\right)$ of Brauer class $\alpha \in \operatorname{Br}(X)$. Fix a basepoint $1 \in S(\mathbf{C})$, and a $\theta_{1}$-field $B_{1}$.
(1) For any $x, y \in \mathbf{Q}$, the class

$$
\left(n^{2},-n^{2} B_{1}, \frac{n^{2}}{2} B_{1}^{2}+x \cdot \frac{H^{2}}{2}, y \cdot[\mathrm{pt}]\right) \in \widetilde{\mathrm{H}}\left(X_{1}, B_{1} ; \mathbf{Q}\right)
$$

is equal to $\varphi_{1}\left(v_{1}\right)$ for a global section $v$ of $\mathrm{K}_{0}^{\mathrm{top}}((X, \alpha) / S) \otimes \mathbf{Q}$ which is everywhere Hodge.
(2) Given an arbitrary point $s \in S(\mathbf{C})$ and the choice of a parallel transport $B_{s}$ of $B_{1}$, one has

$$
\varphi_{s}\left(v_{s}\right)=\left(n^{2},-n^{2} B_{s}, \frac{n^{2}}{2} B_{s}^{2}+x \cdot \frac{H^{2}}{2}, y \cdot[\mathrm{pt}]\right) \in \widetilde{\mathrm{H}}\left(X_{s}, B_{s} ; \mathbf{Q}\right) .
$$

Proof. For (1), let $z$ be the displayed class. Note that

$$
z=n^{2} \exp \left(-B_{1}\right)+x^{\prime} H^{2}+y^{\prime}[\mathrm{pt}] \in \mathrm{H}^{\mathrm{ev}}(X, \mathbf{Q})
$$

for appropriate constants $x^{\prime}, y^{\prime} \in \mathbf{Q}$, so

$$
\exp \left(B_{1}\right) \cdot z=n^{2}+x^{\prime} H^{2}+y^{\prime \prime}[\mathrm{pt}]
$$

for $y^{\prime \prime}=y^{\prime}+x^{\prime} B_{1} H^{2}$. Then it is clear that $\exp \left(B_{1}\right) \cdot z$ is Hodge in each degree and extends to a global section of $\mathrm{R}^{\mathrm{ev}} f_{*} \mathbf{Q}$; from the Theorem of the Fixed Part [Del71, Théorème 4.1.1], the latter must be everywhere Hodge, since it is Hodge at $1 \in S(\mathbf{C})$. Then everything follows from Lemma 18.5.

## 19. The discriminant

19.1. Spin representations. We begin by recalling some basic facts about spin representations. We refer the reader to [FH91, §20].

Let H be a $\mathbf{Q}$-vector space of dimension $n$. The vector space $V=\mathrm{H} \oplus \mathrm{H}^{\vee}$ is equipped with a natural quadratic form $q$ from the pairing between $H$ and $H^{\vee}$. The even part of the Clifford algebra $\mathrm{Cl}^{+}(V, q)$ admits a decomposition of algebras

$$
\begin{equation*}
\mathrm{Cl}^{+}(V, q)=\operatorname{End}\left(\bigwedge^{\mathrm{ev}} \mathrm{H}\right) \oplus \operatorname{End}\left(\bigwedge^{\mathrm{odd}} \mathrm{H}\right) \tag{19.1}
\end{equation*}
$$

There is a natural action of the spin group $\operatorname{Spin}(V, q)$ on $\bigwedge^{\text {ev }} H$ and $\bigwedge^{\text {odd }} H$; these are the half-spin representations of $\operatorname{Spin}(V, q)$.
19.2. Igusa's formula. In this section, we specialize to the case when $\operatorname{dim} H=6$.

Theorem 19.1 (Igusa). Let H be a Q-vector space of dimension 6 , and let $\omega \in \bigwedge^{6} \mathrm{H}$ be a nonzero volume element. There is a unique quartic form

$$
\Delta: \bigwedge^{\mathrm{ev}} \mathrm{H} \rightarrow \mathbf{Q}
$$

satisfying the following properties:
(1) $\Delta$ is invariant under the action of $\operatorname{Spin}(V, q)$.
(2) $\Delta(1+\omega)=-\frac{1}{4}$.

Proof. See [OPT22, Appendix A].
Igusa [Igu70, §3, Proposition 3] gives an explicit formula for $\Delta$, as follows. Let $x_{1}, \ldots, x_{6}$ be a basis for H such that

$$
\omega=x_{1} \wedge x_{2} \wedge \cdots \wedge x_{6}
$$

Any element $v$ of $\bigwedge^{\mathrm{ev}} \mathrm{H}$ may be written

$$
v=a+\sum_{i<j} b_{i j} x_{i j}+\sum_{i<j} c_{i j} x_{i j}^{*}+d \cdot \omega, \quad a, b_{i j}, c_{i j}, d \in \mathbf{Q}
$$

where $x_{i j}=x_{i} \wedge x_{j}$, and $x_{i j}^{*}$ satisfies $x_{i j} \wedge x_{i j}^{*}=\omega$. We use the following notation:

- $B$ is the $6 \times 6$ alternating matrix with $B_{i j}=b_{i j}$ for $i<j$.
- $C$ is the $6 \times 6$ alternating matrix with $C_{i j}=c_{i j}$ for $i<j$.
- For any pair of integers $1 \leq i, j \leq 6, B_{(i, j)}$ is the $4 \times 4$ alternating matrix obtained from $B$ by simultaneously deleting the $i$ th row and column and the $j$ th row and column from $B$.
- The $4 \times 4$ alternating matrix $C_{(i, j)}$ is defined analogously.

Theorem 19.2 (Igusa). With notation as above,

$$
\begin{align*}
\Delta(v)=-a & \operatorname{Pf}(C)-d \operatorname{Pf}(B) \\
& +\sum_{i<j} \operatorname{Pf}\left(B_{(i, j)}\right) \operatorname{Pf}\left(C_{(i, j)}\right)-\frac{1}{4}\left(a d-\sum_{i<j} b_{i j} c_{i j}\right)^{2} \tag{19.2}
\end{align*}
$$

where Pf denotes the Pfaffian.
Proof. See [Igu70, §3, Proposition 3]. We note, however, that the formula there appears to contain an inaccuracy in the sign of the first two terms (as one may see from the fact that it does not vanish for $v=\exp \left(x_{12}+x_{34}+x_{56}\right)$, as it ought).

### 19.3. Discriminants for abelian threefolds.

Definition 19.3. Let $X$ be an abelian threefold. The discriminant on $\mathrm{K}_{0}^{\mathrm{top}}(X)$ is the quartic form

$$
\Delta: \mathrm{K}_{0}^{\mathrm{top}}(X) \otimes \mathbf{Q} \simeq \Lambda^{\mathrm{ev}} \mathrm{H}^{1}(X, \mathbf{Q}) \longrightarrow \mathbf{Q}
$$

associated to $[\mathrm{pt}] \in \mathrm{H}^{6}(X, \mathbf{Q})$ as in Theorem 19.1.
The group of autoequivalences $\operatorname{Aut}\left(\mathrm{D}_{\text {perf }}(X) / \mathbf{C}\right)$ acts on $\mathrm{K}_{0}^{\text {top }}(X)$ via Fourier-Mukai transforms. On the other hand, $\operatorname{Spin}(V, q)$ acts on $\mathrm{K}_{0}^{\text {top }}(X) \otimes \mathbf{Q}$ through the half-spin representation, where

$$
V=\mathrm{H}^{1}(X, \mathbf{Q}) \oplus \mathrm{H}_{1}(X, \mathbf{Q}) .
$$

Theorem 19.4 (Mukai). The group $\operatorname{Aut}\left(\mathrm{D}_{\mathrm{perf}}(X) / \mathrm{C}\right)$ acts on $\mathrm{K}_{0}^{\mathrm{top}}(X)$ via half-spin transformations.

Proof. See [Muk98].
Corollary 19.5. The discriminant $\Delta$ is invariant under the action of $\operatorname{Aut}\left(\mathrm{D}_{\mathrm{perf}}(X) / \mathbf{C}\right)$.
Lemma 19.6. Let $X$ be a simple abelian threefold over $\mathbf{C}$, and let $v \in \mathrm{~K}_{0}^{\mathrm{top}}(X)$ be a Hodge class with $\Delta(v) \neq 0$ and $\operatorname{rk}(v) \neq 0$. Let $\sigma$ be a stability condition on $\mathrm{D}_{\mathrm{perf}}(X)$ over $\mathbf{C}$ such that there do not exist strictly $\sigma$-semistable objects of class $v$. Let $\phi \in \mathbf{R}$ be a phase compatible with $v$. Then the stack

$$
\mathcal{M}_{\sigma}(v, \phi) / \mathcal{A} u t^{0}\left(\mathrm{D}_{\mathrm{perf}}(X) / \mathbf{C}\right)
$$

is proper and Deligne-Mumford.
Remark 19.7. If $H$ is a polarization on $X$ such that there do not exist strictly $H$-semistable sheaves of class $v$, then the same result holds with $\mathcal{M}_{H}(v)$ in place of $\mathcal{M}_{\sigma}(v, \phi)$.

Proof. Note that $\mathcal{M}_{\sigma}(v, \phi)$ consists of stable (in particular simple) objects, and its good moduli space $M_{\sigma}(v, \phi)$ is proper [ $\mathrm{BLM}^{+} 21$, Theorem 21.24]. Moreover, by Lemma 8.14 the identity component of the space of autoequivalences $\operatorname{Aut}^{0}\left(\mathrm{D}_{\text {perf }}(X) / \mathbf{C}\right)$ is proper; in fact, it is isomorphic to $X \times X^{\vee}$. By Remark 14.2, we have an isomorphism

$$
\mathcal{M}_{\sigma}(v, \phi) / \mathcal{A} u t^{0}\left(\mathrm{D}_{\mathrm{perf}}(X) / \mathbf{C}\right) \cong M_{\sigma}(v, \phi) / \operatorname{Aut}^{0}\left(\mathrm{D}_{\mathrm{perf}}(X) / \mathbf{C}\right)
$$

Therefore the properness of the quotient stack follows from Lemma 15.4.
To prove the quotient is also Deligne-Mumford, we show that any stable object $E$ with nonzero rank and positive-dimensional stabilizer in $\operatorname{Aut}^{0}\left(\mathrm{D}_{\text {perf }}(X) / \mathrm{C}\right)$ has $\Delta(\operatorname{ch}(E))=0$. This is essentially [OPT22, Lemma 4.7], which uses Fourier-Mukai transforms to reduce to the classification of semihomogeneous vector bundles due to Mukai [Muk78], but we give a direct proof using the classification of semihomogeneous complexes from [dJO22].

Let $G_{E} \subset X \times X^{\vee}=\operatorname{Aut}^{0}\left(\mathrm{D}_{\mathrm{perf}}(X) / \mathbf{C}\right)$ be the stabilizer of $E$. Concretely, $G_{E}$ is the subgroup of pairs $(x, L)$ such that there exists an isomorphism $t_{x}^{*} E \otimes L \cong E$. We claim that the projection $G_{E} \rightarrow X$ is surjective. The fiber over $0 \in X$ consists of line bundles $L$ such that $E \otimes L \cong E$. Observe, however, that

$$
\operatorname{det}(E \otimes L)=\operatorname{det}(E) \otimes L^{\mathrm{rk} E}
$$

so $L$ is contained in the finite subgroup $X^{\vee}[\mathrm{rk} E]$. It follows that the projection $G_{E} \rightarrow X$ is finite over its image; since $G_{E}$ is positive-dimensional and $X$ is simple, the image is $X$.

It follows that $E$ is a semihomogeneous complex on $X$ (cf. [dJO22]). From the classification of semihomogeneous complexes (cf. [dJO22, Proposition 4.7]), there is an isogeny $\pi: X^{\prime} \rightarrow X$ and a line bundle $L$ on $X^{\prime}$ such that $E \simeq \pi_{*} L^{\prime}[s]$, for some shift $s \in \mathbf{Z}$. Writing $c_{1}\left(L^{\prime}\right)=\pi^{*} w$ for some rational class $w \in \mathrm{H}^{2}(X, \mathbf{Q})$, one sees that $\operatorname{ch}(E)= \pm(\operatorname{deg} \pi) \exp (w)$. Then

$$
\Delta(\operatorname{ch}(E))=(\operatorname{deg} \pi)^{4} \Delta(1,0,0,0)=0
$$

because multiplication by $\exp (w)$ is a spin transformation (cf. [Obe18, Appendix A]).

## 20. Nonvanishing of curve invariants

Given an abelian threefold $X$, the type of a class in $\mathrm{H}^{4}(X, \mathbf{C})$ is an associated tuple of integers $\left(d_{1}, d_{2}, d_{3}\right) \in \mathbf{Z}_{\geq 0}^{3}$, whose definition is recalled in $\S$ A.1. In what follows, by $\mathbf{Q}$-effective curve class $\beta \in \mathrm{H}^{4}(X, \mathbf{Z})$, we mean that $\beta$ is a positive $\mathbf{Q}$-linear combination of cycle classes $\left[C_{i}\right], C_{i} \subset X\left(\right.$ cf. Lemma A.1). ${ }^{9}$

Proposition 20.1. Let $X$ be an abelian threefold. Let $\beta \in \mathrm{H}^{4}(X, \mathbf{Z})$ be a $\mathbf{Q}$-effective curve class of type $(1,1, d)$ for some $d>0$, and let $n$ be an integer. Consider the class

$$
v=(1,0,-\beta,-n),
$$

and assume that $\Delta(v) \geq 0$. Then, for any polarization $H$ on $X, \mathrm{DT}_{H}(v)>0$.
In the above statement, we slightly abuse notation by identifying $(1,0,-\beta,-n) \in \mathrm{H}^{\mathrm{ev}}(X, \mathbf{Z})$ with a class $v \in \mathrm{~K}_{0}^{\mathrm{top}}(X)$ via the Chern character isomorphism $\mathrm{K}_{0}^{\mathrm{top}}(X) \cong \mathrm{H}^{\mathrm{ev}}(X, \mathbf{Z})$. Moreover, implicit in Proposition 20.1 is the claim that the assumptions of Definition 15.6 are satisfied, so that $\mathrm{DT}_{H}(v)$ is well-defined:
Remark 20.2 (Well-definedness). We explain why the invariant $\mathrm{DT}_{H}(v)$ is well-defined, which amounts to showing that the quotient stack

$$
M_{H}(v) / X \times X^{\vee}
$$

is Deligne-Mumford, so the assumptions of Definition 15.6 are met. In fact, the action of $X^{\vee}$ on $M_{H}$ is free, and the embedding $\operatorname{Hilb}_{X}(v) \rightarrow M_{H}(v)$ (sending $Z \subset X$ to its ideal sheaf) induces an isomorphism of quotient stacks

$$
\begin{equation*}
\operatorname{Hilb}_{X}(v) / X \rightarrow M_{H}(v) / X \times X^{\vee} . \tag{20.1}
\end{equation*}
$$

The left-hand side is Deligne-Mumford: this is due to Gulbrandsen [Gul13] when $n \neq 0$, while for $n=0$, a case which is unimportant for our application, it follows from a variant of Gulbrandsen's argument due to Oberdieck (cf. [Obe18, §2.1] for the analog for stable pairs, which adapts straightforwardly to Hilbert schemes).

Remark 20.3 (Deformation type of curve classes). Any two pairs $\left(X_{1}, \beta_{1}\right)$, ( $X_{2}, \beta_{2}$ ), where $X_{1}, X_{2}$ are abelian $g$-folds and $\beta_{1}, \beta_{2}$ are effective curve classes of rank $2 g$ and the same type $\left(d_{1}, \ldots, d_{g}\right)$, can be connected by a deformation which keeps $\beta_{1}, \beta_{2}$ of Hodge type and transports $\beta_{1}$ to $\beta_{2}$.

Indeed, passing to dual abelian varieties and applying Lemma A.1, this is equivalent to the claim that the polarized abelian $g$-folds $\left(X_{1}^{\vee}, L_{1}\right)$ and $\left(X_{2}^{\vee}, L_{2}\right)$ (where $L_{i}$ is the dual to $\beta_{i}$ ) can be connected by a polarized deformation. Since $L_{1}$ and $L_{2}$ have the same type, the claim follows from the fact that the moduli space of abelian $g$-folds with fixed polarization type is

[^7]connected (e.g., the classical analytic construction presents the moduli space as a quotient of Siegel's upper half-space [BL04, §8]).

From Remark 20.3, $\mathrm{DT}_{H}(v)$ depends only on the type of the effective class $\beta$ and the integer $n$. For simplicity, in what follows we write

$$
\mathrm{DT}_{d, n}=\mathrm{DT}_{H}(1,0,-\beta,-n),
$$

where $\beta$ is an effective class of type $(1,1, d)$ on an abelian threefold $X$.
We prove Proposition 20.1 by analyzing the generating function for DT invariants of curve classes of type $(1,1, d)$ on abelian threefolds. The generating function has recently been determined by Oberdieck-Shen [OS20], building on earlier work of Bryan-Oberdieck-Pandharipande-Yin [BOPY18] on the generating function for topological Euler characteristics:

Theorem 20.4 (Oberdieck-Shen). The generating series for the invariants $\mathrm{DT}_{d, n}$ is given as follows:

$$
\begin{equation*}
\sum_{d, n} \mathrm{DT}_{d, n} q^{n} t^{d}=\left(q+2+q^{-1}\right) \prod_{m \geq 1} \frac{\left(1+q t^{m}\right)^{2}\left(1+q^{-1} t^{m}\right)^{2}}{\left(1-t^{m}\right)^{4}} \tag{20.2}
\end{equation*}
$$

Proof. The version of Theorem 20.4 for PT invariants is described in [OS20, §5.7]. In what follows, we merely compare their notation and setup with ours.

They consider a series

$$
\mathrm{PT}_{2}^{A \times E}(q, t)=\sum_{d=0}^{\infty} \sum_{n \in \mathbf{Z}} \mathrm{P}_{n, H+d F}^{\mathrm{red}} q^{n} t^{d},
$$

where:

- $A$ is a simple, principally polarized abelian surface, and $E$ is an elliptic curve;
- $F$ is the cohomology class of any $\{\mathrm{pt}\} \times E$ embedded in $A \times E$;
- $H$ is the pushforward of the curve of type $(1,1)$ (also called $H$ ) on $A$ embedded via any $A \times\{$ pt $\}$ into $A \times E$, so that $H+d F$ is a curve class of type $(1,1, d)$ on $A \times E$;
- the subscript " 2 " refers to the genus of a curve $C$ in $A$ of class $H$.

The definition of $\mathrm{P}_{n, H+d F}^{\mathrm{red}}$ is the following: Fix a curve $C$ in $A$ of class $(1,1)$; such a curve turns out to be smooth of genus 2, uniquely determined up to translation, with Jacobian $A$. Inside the moduli space of stable pairs $\mathrm{P}_{n}(A \times E, H+d F)$, there is a locus $\mathrm{P}_{n}(A \times E,(C, d))$ consisting of pairs $(F, s)$ such that the set-theoretic support of $F$ pushes forward to $C$ along the projection $A \times E \rightarrow A$. (In [OS20], $C$ is written simply as $H$.) Then one defines

$$
\begin{equation*}
\mathrm{P}_{n, H+d F}^{\mathrm{red}}=\int_{\mathrm{P}_{n}(A \times E,(C, d)) / E} \nu \tag{20.3}
\end{equation*}
$$

where $\mathrm{P}_{n}(A \times E,(C, d)) / E$ is the quotient by the translation action of $\{0\} \times E$, and $\nu$ is the Behrend function.

On the other hand, the inclusion of $\mathrm{P}_{n}(A \times E,(C, d))$ into $\mathrm{P}_{n}(A \times E, H+d F)$ induces an isomorphism of Deligne-Mumford stacks

$$
\mathrm{P}_{n}(A \times E,(C, d)) / E \simeq \mathrm{P}_{n}(A \times E, H+d F) / A \times E,
$$

so (20.3) may be written

$$
\mathrm{P}_{n, H+d F}^{\mathrm{red}}=\int_{\mathrm{P}_{n}(A \times E, H+d F) / A \times E} \nu,
$$

where $\nu$ is now the Behrend function on $\mathrm{P}_{n}(A \times E, H+d F) / A \times E$.
Next, we explain why $\mathrm{P}_{n, H+d F}^{\text {red }}=\mathrm{DT}_{d, n}$. From Remark 20.3, the class $\beta$ which appears in the definition of $\mathrm{DT}_{d, n}$ is deformation equivalent to $H+d F$, since both are effective and of type $(1,1, d)$. In other words, we may take $X=A \times E$ and $\beta=H+d F$ in the definition of $\mathrm{DT}_{d, n}$. We claim that

$$
\mathrm{P}_{n, H+d F}^{\mathrm{red}}=\int_{\operatorname{Hilb}_{A \times E}(H+d F, n) / A \times E} \nu,
$$

where $\operatorname{Hilb}_{A \times E}(H+d F, n)$ is the Hilbert scheme of 1 -dimensional subschemes $Z \subset A \times E$ with $[Z]=H+d F$ and $\chi\left(\mathcal{O}_{Z}\right)=n$. This is essentially [Obe18, Theorem 3(i)], but the result is stated there for the product of a K3 surface with an elliptic curve $E$. Nonetheless, the proof goes through for $A \times E$ after replacing the action of $E$ with the action of $A \times E$ everywhere in sight. As in Remark 20.2, there is an isomorphism of Deligne-Mumford stacks

$$
\left.\operatorname{Hilb}_{A \times E}(H+d F, n) / A \times E \cong M_{H}(1,0,-H-d F,-n)\right] / A \times E \times(A \times E)^{\vee}
$$

induced by the embedding $\operatorname{Hilb}_{A \times E}(H+d F, n) \rightarrow M_{H}(1,0,-H,-d F,-n)$ sending $Z \subset X$ to its ideal sheaf. Now a result of Behrend [Beh09] asserts that

$$
\mathrm{DT}_{d, n}=\int_{\left.M_{H}(1,0,-H-d F,-n)\right] / A \times E \times(A \times E)^{\vee}} \nu,
$$

where $\nu$ is the Behrend function on $\left.M_{H}(1,0,-H-d F,-n)\right] / A \times E \times(A \times E)^{\vee}$. Altogether, this proves the claimed equality $\mathrm{P}_{n, H+d F}^{\mathrm{red}}=\mathrm{DT}_{d, n}$.

Finally, in [OS20, §5.7, Proposition 5], it is shown that

$$
\operatorname{PT}_{2}^{A \times E}(q, t)=\phi_{-2,1}(q, t),
$$

where the right-hand side (as defined in [OS20, §0.5]) is precisely the right-hand side of (20.2).

Remark 20.5. The coefficient of $q^{a} t^{b}$ in the expansion of the product

$$
\begin{equation*}
\prod_{m \geq 1}\left(1+q t^{m}\right) \tag{20.4}
\end{equation*}
$$

is the number of partitions of $b$ into $a$ distinct parts. For example, if $T_{k}$ is the $k$ th triangular number, then the coefficient of $q^{n} t^{T_{k}}$ in (20.4) is nonzero for all $1 \leq n \leq k$.
Lemma 20.6. Let $d, n>0$ be integers such that $n^{2} \leq 4 d$. In the expansion of the product

$$
\begin{equation*}
\prod_{m \geq 1}\left(1+q t^{m}\right)^{2} \tag{20.5}
\end{equation*}
$$

the coefficient of $q^{n-1} t^{d}$ is positive.
Proof. Let $k=\lfloor\sqrt{d}\rfloor$, and write $d=k^{2}+\epsilon$. Since $d<(k+1)^{2}$, we have $\epsilon<2 k+1$, which implies $n \leq 2 k+1$.

Consider the case $n \leq 2 k$. Then $d=T_{k}+T_{k-1}+\epsilon$, with notation as in Remark 20.5. Since $n-1 \leq 2 k-1$, we may write $n-1=n_{1}+n_{2}$, where $n_{1} \leq k$ and $n_{2} \leq k-1$. In particular, the
coefficients of $q^{n_{1}} t^{T_{k}}$ and $q^{n_{2}} t^{T_{k-1}+\epsilon}$ in (20.4) are positive by Remark 20.5, so their multiple $q^{n-1} t^{d}$ has a nonzero coefficient in (20.5).

Finally, consider the case $n=2 k+1$. From the inequality

$$
4 k^{2}+4 k+1 \leq 4 k^{2}+4 \epsilon
$$

we see that $k<\epsilon$. It follows that we may write $d=k^{2}+k+\epsilon^{\prime}$ for some $\epsilon^{\prime}>0$. Equivalently, $d=T_{k}+T_{k}+\epsilon^{\prime}$. A similar argument as in the previous paragraph shows that the coefficient of $q^{n-1} t^{d}$ in (20.5) is positive.
Proof of Proposition 20.1. Let $d>0, n$ be integers. We observe that $\Delta(v)=d-n^{2} / 4$, so our assumption is that $4 d-n^{2} \geq 0$. Since the coefficients of (20.2) are symmetric under $q \mapsto q^{-1}$, we may suppose that $n \geq 0$. The case $n=0$ is straightforward to see, so we take $n \geq 1$. In that case, from Lemma 20.6, the product (20.5) contributes a nonzero $q^{n-1} t^{d}$ term, which we multiply with $\left(q+1+q^{-1}\right)$ to obtain the desired $q^{n} t^{d}$ term.

## 21. Proof of the main result

21.1. Preliminary reduction. Given an abelian threefold $X$, the type of a class in $\mathrm{H}^{2}(X, \mathbf{C})$ is an associated tuple of integers $\left(d_{1}, d_{2}, d_{3}\right) \in \mathbf{Z}_{\geq 0}^{3}$, whose definition is recalled in §A.1.
Definition 21.1. A class $\theta \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{n}\right)$ has type $\left(d_{1}, d_{2}, d_{3}\right)$ if it admits a lift to an integral class $u \in \mathrm{H}^{2}(X, \mathbf{Z}(1))$ of type $\left(d_{1}, d_{2}, d_{3}\right)$. In fact, the reduction map

$$
\mathrm{SL}_{6}(\mathbf{Z}) \rightarrow \mathrm{SL}_{6}(\mathbf{Z} / n)
$$

is surjective (transvections, which generate the right-hand side, may be lifted [Lan02, XIII, $\S 9])$, so $\theta$ has type $\left(d_{1}, d_{2}, d_{3}\right)$ if and only if there is an integral basis $x_{1}, \ldots, x_{6}$ of $\mathrm{H}^{1}\left(X, \boldsymbol{\mu}_{n}\right)$ such that

$$
\theta=d_{1} x_{1} \wedge x_{4}+d_{2} x_{2} \wedge x_{5}+d_{3} x_{3} \wedge x_{6}
$$

The integers $d_{1}, d_{2}, d_{3}$ are only well-defined up to multiplication by units in $\mathbf{Z} / n$, and if $n=p^{e}$ is a prime power, then any class has type $\left(p^{a}, p^{b}, p^{c}\right)$ for some $a, b, c>0$.

If we may choose a lift $u$ of type $\left(d_{1}, d_{2}, d_{3}\right)$ with $u^{3}>0$, then we say that $\theta$ is of type $\left(d_{1}, d_{2}, d_{3}\right)$ and admits a positive lift.

Given an abelian threefold $X$ and a class $\theta \in \mathrm{H}^{2}\left(X, \mu_{n}\right)$, we say that the period-index conjecture holds for the pair $(X, \theta)$ if $\operatorname{ind}(\alpha) \mid n^{2}$, where $\alpha$ is the image of $\theta$ in $\operatorname{Br}(X)$.
Remark 21.2 (Isogeny trick). In the proof of Lemma 21.3 below, we repeatedly use the following: for an integral class $u$ of type $\left(d_{1}, d_{2}, d_{3}\right)$ on an abelian threefold $X$ and nonzero integers $e_{1}, e_{2}, e_{3}$ with $e_{1}\left|e_{2}\right| e_{3}$, there is an isogeny $\pi: X^{\prime} \rightarrow X$ of degree $e_{1} e_{2} e_{3}$ such that $\pi^{*} u$ is of type $\left(e_{1} d_{2}, e_{2} d_{2}, e_{3} d_{3}\right)$. The same holds for classes $\theta \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{n}\right)$.

For the proof, writing

$$
u=d_{1} x_{1} \wedge x_{4}+d_{2} x_{2} \wedge x_{5}+d_{3} x_{3} \wedge x_{6}
$$

we define the sublattice

$$
\Lambda^{\prime}=\left\langle\frac{x_{1}}{e_{1}}, \frac{x_{2}}{e_{2}}, \frac{x_{3}}{e_{3}}, x_{4}, x_{5}, x_{6}\right\rangle \subset \mathrm{H}^{1}(X, \mathbf{Q}) .
$$

Then $\pi: X^{\prime} \rightarrow X$ is dual to the isogeny $\mathrm{H}^{0,1}(X) / \Lambda \rightarrow \mathrm{H}^{0,1}(X) / \Lambda^{\prime}$, where $\Lambda=\mathrm{H}^{1}(X, \mathbf{Z})$.
Lemma 21.3. Suppose that the period-index conjecture holds for all pairs $(X, \theta)$ where $X$ is an abelian threefold and $\theta \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{n}\right)$ such that:
(1) $X$ admits a polarization $H$ of type $\left(d_{1}, d_{2}, d_{3}\right)$ for integers $d_{i}$ dividing a power of $n$.
(2) The class $\theta \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{n}\right)$ is of type $(1,1,1)$, and admits a positive lift.

Then for an arbitrary abelian variety $X$ with a class $\theta \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{n}\right)$, the period-index conjecture holds for $(X, \theta)$.

Proof. Let $(X, \theta)$ be arbitrary. The class $\theta$ admits a prime decomposition

$$
\theta=\theta_{1}+\theta_{2}+\cdots+\theta_{k}
$$

into $p_{i}$-power torsion classes $\theta_{i}$, for a set of primes $p_{i}$ dividing $n$. The period-index conjecture for all $\left(X, \theta_{i}\right)$ is equivalent to the period-index conjecture for $(X, \theta)$, so we may suppose that $n=p^{e}$ is a prime power [GS06, Proposition 4.5.16].

Let $H$ be a polarization on $X$ of type $\left(d_{1}, d_{2}, d_{3}\right)$. There is an isogeny $X^{\prime} \rightarrow X$ of degree prime to $p$ such that $X^{\prime}$ admits a polarization $H^{\prime}$ of type ( $d_{1}^{\prime}, d_{2}^{\prime}, d_{3}^{\prime}$ ), where each $d_{i}^{\prime}$ divides a power of $n$. (Use the isogeny trick from Remark 21.2 to make the pullback of $H$ a multiple of a class $H^{\prime}$ of the desired form.) The period-index conjecture for ( $X^{\prime}, \theta^{\prime}$ ), where $\theta^{\prime}$ is the pullback of $\theta$, implies the period-index conjecture for $(X, \theta)$. Replace $(X, H, \theta)$ with $\left(X^{\prime}, H^{\prime}, \theta^{\prime}\right)$.

Now, $\theta$ is of type $\left(p^{a}, p^{b}, p^{c}\right)$ for some $a, b, c>0$, as explained in Definition 21.1. Then there is an isogeny $X^{\prime} \rightarrow X$ of degree $p^{2 c-a-b}$ so that the pullback $\theta^{\prime}$ is of type $\left(p^{c}, p^{c}, p^{c}\right)$. If $\alpha^{\prime}$ is the image of $\theta^{\prime}$ in $\operatorname{Br}\left(X^{\prime}\right)$, then $\alpha^{\prime}$ is the image of a class $\theta_{0}^{\prime} \in \mathrm{H}^{2}\left(X^{\prime}, \boldsymbol{\mu}_{p^{e-c}}\right)$ of type $(1,1,1)$. After replacing $\theta$ with $\theta^{-1}$ (which does not change the index), we may suppose that $\theta_{0}^{\prime}$ is of type $(1,1,1)$ and admits a positive lift. Since the pullback $H^{\prime}$ of $H$ remains of the required type, the triple ( $X^{\prime}, H^{\prime}, \theta_{0}^{\prime}$ ) satisfies hypotheses (1) and (2), so we may assume that the period-index conjecture holds for $\theta_{0}^{\prime}$. In particular, the index of $\alpha^{\prime}$ is at most $p^{2 e-2 c}$.

If $\alpha$ is the image of $\theta$ in $\operatorname{Br}(X)$, then

$$
\operatorname{ind}(\alpha)\left|p^{2 c-a-b} \cdot p^{2 e-2 c}\right| p^{2 e-a-b}
$$

which implies that the period-index conjecture holds for $(X, \theta)$.

### 21.2. Choosing initial data.

Situation 21.4. Let $\left(X_{1}, H_{1}, \theta_{1}\right)$ be a triple, where:
(1) $X_{1}$ is an abelian threefold.
(2) For an integer $n>1, \theta_{1} \in \mathrm{H}^{2}\left(X_{1}, \boldsymbol{\mu}_{n}\right)$ is of type $(1,1,1)$ and admits a positive lift.
(3) The polarization $H_{1}$ is of type $\left(d_{1}, d_{2}, d_{3}\right)$, where each $d_{i}$ divides a power of $n$.

Lemma 21.5. In Situation 21.4, there exists a lift $u_{1} \in H^{2}\left(X_{1}, \mathbf{Z}(1)\right)$ of $\theta_{1}$ which satisfies the following properties:
(1) The class $u_{1}$ is of type $(1,1,1)$ with $u_{1}^{3}>0$.
(2) There exists a polarized deformation from $\left(X_{1}, H_{1}\right)$ to $\left(X_{0}, H_{0}\right)$ such that $X_{0}$ is a simple abelian threefold and a parallel transport $u_{0}$ of $u_{1}$ lies in $\operatorname{NS}\left(X_{0}\right)$; moreover, $u_{0}$ is a principal polarization.
(3) There exists an integer $A>0$, prime to $n$, and an integer $k>0$, which is arbitrarily large with respect to $A$, such that the class

$$
\begin{equation*}
\frac{1}{2}\left(A^{2} \cdot \frac{1}{2}\left(u_{1}^{2}\right)^{*}-n^{k} \cdot \frac{1}{2}\left(H_{1}^{2}\right)^{*}\right)^{2}+n \cdot A u_{1}^{*} \in \mathrm{H}^{4}\left(\left(X_{1}^{\vee}\right), \mathbf{Z}\right) \tag{21.1}
\end{equation*}
$$

is of type $(1,1, d)$, for some integer $d>0$, where $(-)^{*}$ denotes the duality isomorphism $\mathrm{H}^{i}\left(X_{1}, \mathbf{Z}\right) \simeq \mathrm{H}^{6-i}\left(\left(X_{1}^{\vee}\right), \mathbf{Z}\right)$.

Proof. From Proposition A.15, we see that the set of lifts $u_{1}$ satisfying (1) and (2) is nonempty, and its image in $\mathbf{P}=\mathbf{P}\left(\mathrm{H}^{2}\left(X_{1}, \mathbf{C}\right)\right)$ is Zariski dense. In particular, if $C \subset \mathbf{P}$ is the join of $\operatorname{Gr}\left(2, \mathrm{H}^{1}(X, \mathbf{C})\right)$ with the point $\left[H_{1}\right]$, then we may choose $u_{1}$ to lie in the complement of $C$. For such a choice of $u_{1}$, the vector space $\left\langle u_{1}, H_{1}\right\rangle_{\mathbf{C}}$ does not contain any rank 2 elements.

We show that $u_{1}$ satisfies (3). First, the statement of (3) is deformation invariant, so by (2) we may assume that $u_{1}, H_{1} \in \operatorname{NS}\left(X_{1}\right)$, where $X_{1}$ is simple. Let $u=\left(u_{1}^{2}\right)^{*} / 2$ and $H=\left(H_{1}^{2}\right)^{*} / 2$. We must show that Proposition A. 17 applies to (21.1), which amounts to checking that the following hold:
(1) $u$ is of type $(1,1,1)$ : This one computes from the fact that $u_{1}$ is of type $(1,1,1)$.
(2) $H$ is of type $\left(d_{1}^{\prime}, d_{2}^{\prime}, d_{3}^{\prime}\right)$ where each $d_{i}^{\prime}$ divides a power of $n$ : This one computes from the fact that $H$ is of type $\left(d_{1}, d_{2}, d_{3}\right)$, where each $d_{i}$ divides a power of $n$.
(3) $\left\langle u^{2}, H^{2}\right\rangle_{\mathbf{C}}$ does not contain rank 2 elements: This is because $u^{2}$ and $H^{2}$ are identified with $u_{1}$ and $H_{1}$ under the given duality isomorphism, up to scaling. We chose $u_{1}$ above so that $\left\langle u_{1}, H_{1}\right\rangle_{\mathbf{C}}$ does not contain rank 2 elements.
(4) $u^{2} / 2=u_{0}^{*}$ : As above, one chooses a basis and computes, noting that $u^{3}>0$.
21.3. The deformation step. Let $\left(X_{1}, H_{1}, \theta_{1}\right)$ be as in Situation 21.4. Choose a class $u_{1}$ satisfying the conclusions of Lemma 21.5, and integers $A, k$ as in Lemma 21.5(3). By Igusa's formula (Theorem 19.2), we may take $k$ to be sufficiently large so that the class

$$
\begin{equation*}
v_{1}=\left(n^{2},-n \cdot A u_{1}, \frac{1}{2}\left(A^{2} u_{1}^{2}-n^{k} H_{1}^{2}\right), 1\right) \in \mathrm{H}^{\mathrm{ev}}\left(X_{1}, \mathbf{Z}\right) \tag{21.2}
\end{equation*}
$$

has positive discriminant. In fact, we ultimately take $k$ to be sufficiently large so that, in the distant future, Remark 21.9 below applies.

From Lemma 21.5(2), we may choose a flat, polarized family $f:(X, H) \rightarrow S$ of abelian threefolds over a connected affine curve $S$, with points $1,0 \in S(\mathbf{C})$, satisfying the following properties:

- The fiber over $1 \in S(\mathbf{C})$ is $\left(X_{1}, H_{1}\right)$.
- The fiber over $0 \in S(\mathbf{C})$ is $\left(X_{0}, H_{0}\right)$, where $X_{0}$ is a simple abelian threefold.
- A parallel transport $u_{0} \in \mathrm{H}^{2}\left(X_{0}, \mathbf{Z}(1)\right)$ of $u_{1}$ is algebraic.

After finite base change, we may suppose that $\theta_{1}$ lifts to a global section of $\mathrm{R}^{2} f_{*} \boldsymbol{\mu}_{n}$. From the Leray spectral sequence, it lifts to a class $\theta \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{n}\right)$.

Remark 21.6. Let $B_{1}=A u_{1} / n$. Since $A$ is prime to $n$, we may regard $B_{1}$ as a $\theta$-field for a power $\theta^{t}$ of $\theta$, where $t$ is prime to $n$. Observe that $v_{1}$ is of the form described in Lemma 18.7. After applying Lemma 18.7, we conclude that there is a global section $v$ of $\mathrm{K}_{0}^{\text {top }}\left(\mathrm{D}_{\text {perf }}\left(X, \alpha^{t}\right) / S\right)$ (here $\alpha \in \operatorname{Br}(X)$ is the image of $\left.\theta\right)$, such that the following hold:
(1) The section $v$ is everywhere of Hodge type.
(2) The restriction of $v$ to the stalk at 1 corresponds (under the isomorphism from Lemma 18.5) to the class $v_{1} \in \widetilde{\mathrm{H}}\left(X_{1}, B_{1} ; \mathbf{Z}\right)$ described above.
(3) The restriction of $v$ to the stalk at 0 corresponds to the class $v_{0} \in \widetilde{\mathrm{H}}\left(X_{0}, B_{0} ; \mathbf{Z}\right)$, where $B_{0}=A u_{0} / n$ and

$$
v_{0}=\left(n^{2},-n \cdot A u_{0}, \frac{1}{2}\left(A^{2} u_{0}^{2}-n^{k} H_{0}^{2}\right), 1\right) .
$$

Remark 21.7. In the situation above, the class $B_{0}=A u_{0} / n$ is algebraic, so the restriction $\alpha_{0}^{t} \in \operatorname{Br}\left(X_{0}\right)$ is trivial, where $\alpha^{t}$ is the image of $\theta^{t}$ in $\operatorname{Br}(X)$. The upshot is that the twisted derived category $\mathrm{D}_{\text {perf }}\left(X_{0}, \alpha_{0}^{t}\right)$ is non-uniquely equivalent to $\mathrm{D}_{\text {perf }}\left(X_{0}\right)$. From Remark 18.6, we may choose an equivalence between categories such that the induced isomorphism between Mukai structures $\widetilde{\mathrm{H}}\left(X_{0}, B_{0} ; \mathbf{Z}\right)$ and $\widetilde{\mathrm{H}}\left(X_{0}, \mathbf{Z}\right)$ is the identity on the abelian group $\mathrm{H}^{\mathrm{ev}}(X, \mathbf{Z})$ which underlies both Hodge structures. The chosen equivalence is used implicitly throughout the remainder of the proof, e.g., to identify Bridgeland-stable objects of class $v \in \widetilde{\mathrm{H}}\left(X_{0}, B_{0} ; \mathbf{Z}\right)$ in $\mathrm{D}_{\text {perf }}\left(X_{0}, \alpha_{0}^{t}\right)$ with Bridgeland-stable objects of class $v \in \widetilde{\mathrm{H}}\left(X_{0}, \mathbf{Z}\right)$ in $\mathrm{D}_{\text {perf }}\left(X_{0}\right)$.

We have finally arrived at a situation where we may verify the hypotheses of Corollary 16.4.
Proposition 21.8. In the situation of Remark 21.6, there exists a stability condition $\sigma$ on $\mathrm{D}_{\mathrm{perf}}(X, \alpha)$ over $S$ with respect to a topological Mukai homomorphism, such that the following conditions hold:
(1) There do not exist strictly $\sigma_{0}$-semistable objects of class $v_{0}$.
(2) $\mathcal{M}_{\sigma_{0}}\left(v_{0}, \phi\right) / \mathcal{A} u t\left(\mathrm{D}_{\mathrm{perf}}\left(X_{0}, \alpha_{0}^{t}\right) / \mathbf{C}\right)$ is Deligne-Mumford, where $\phi$ is a phase compatible with $v_{0}$.
(3) $\mathrm{DT}_{\sigma_{0}}\left(v_{0}\right) \neq 0$.

The proof of Proposition 21.8 will be given in the next section. Using Corollary 16.4, we are now able to prove Theorem 17.1:

Proof of Theorem 17.1. For the convenience of the reader, we trace the thread of the argument. By Lemma 21.3, we reduce to proving the desired period-index bound for $\left(X_{1}, \theta_{1}\right)$ as in Situation 21.4. In fact, it is enough to prove the desired period-index bound for $\theta_{1}^{t}$, since $t$ is prime to $n$. (The period-index problem for $\alpha$ is equivalent to the period-index problem for $\alpha^{t}$, whenever $t$ is prime to the period.)

We have constructed a Hodge class $v_{1}$ of rank $n^{2}$ in the twisted Mukai structure for $\left(X_{1}, \theta_{1}^{t}\right)$, and it suffices to show that $v_{1}$ is algebraic. Proposition 21.8 shows that the hypotheses of Corollary 16.4 are satisfied, so $v_{1}$ is algebraic.
21.4. Proof of Proposition 21.8. First, the existence of a relative stability condition is granted by Corollary 12.12 . Once the existence of a single stability condition for $\mathrm{D}_{\text {perf }}(X, \alpha)$ over $S$ is known, we can find by Lemma 16.5 a (potentially different) stability condition $\sigma$ over $S$ such that strictly $\sigma_{0}$-semistable objects of class $v_{0}$ do not exist.

Recall from Lemma 21.5 that the class $u_{0} \in \mathrm{H}^{2}\left(X_{0}, \mathbf{Z}\right)$ is a principal polarization on $X_{0}$. Let $\Phi: \mathrm{D}_{\text {perf }}\left(X_{0}\right) \rightarrow \mathrm{D}_{\text {perf }}\left(X_{0}^{\vee}\right)$ be the standard Fourier-Mukai transform, and let $\phi: X \rightarrow X^{\vee}$ be the isomorphism provided by the principal polarization. We write $\Psi=\phi^{*} \circ \Phi$, which is an autoequivalence of $\mathrm{D}_{\text {perf }}\left(X_{0}\right)$.

By our assumptions on $A$ and $k$, the class $v_{0}$ has positive discriminant, so the moduli space $\mathcal{M}_{\sigma_{0}}\left(v_{0}, \phi\right) / \mathcal{A} u t^{0}\left(\mathrm{D}_{\text {perf }}\left(X_{0}\right) / \mathbf{C}\right)$ is Deligne-Mumford by Lemma 19.6, and we may define the DT invariant $\mathrm{DT}_{\sigma_{0}}\left(v_{0}\right)$. In fact, by [OPT22, Theorem 4.9 and Lemma 4.12], $\mathrm{DT}_{\sigma^{\prime}}\left(v_{0}\right)$ does
not depend on the stability condition $\sigma^{\prime} \in \operatorname{Stab}^{\dagger}\left(X_{0}\right)$, where $\operatorname{Stab}^{\dagger}\left(X_{0}\right)$ is the distinguished component of the stability manifold (see Remark 12.10 ), so we may simply write $\mathrm{DT}\left(v_{0}\right)$.

According to [OPT22, Theorem 1.1 and Proposition 1.2], we have the identity

$$
\mathrm{DT}\left(v_{0}\right)=\mathrm{DT}\left(\Psi_{*} v_{0}\right) .
$$

In addition, by Corollary 19.5, $\Delta\left(\Psi_{*} v_{0}\right)=\Delta\left(v_{0}\right)>0$. On the other hand, since $\phi^{*}$ comes from an isomorphism of the underlying varieties $X$ and $X^{\vee}$, it preserves DT invariants and the discriminant $\Delta$, so one has

$$
\mathrm{DT}\left(v_{0}\right)=\mathrm{DT}\left(w_{0}\right), \quad \Delta\left(v_{0}\right)=\Delta\left(w_{0}\right),
$$

where $w_{0}=\Phi_{*} v_{0}$. Therefore, it suffices to show that $\mathrm{DT}\left(w_{0}\right) \neq 0$. (We work with $w_{0}$ over $\Psi_{*} v$ simply to avoid additional notational clutter.)

From [Huy06, Lemma 9.23], one computes that

$$
w_{0}=\left(1,-\frac{1}{2}\left(A^{2}\left(u_{0}^{2}\right)^{*}-n^{k}\left(H_{0}^{2}\right)^{*}\right),-n \cdot A u_{0}^{*},-n^{2}\right)
$$

where $(-)^{*}$ denotes the duality isomorphism $\mathrm{H}^{i}\left(X_{1}, \mathbf{Z}\right) \simeq \mathrm{H}^{6-i}\left(\left(X_{1}^{\vee}\right), \mathbf{Z}\right)$. Again by [OPT22, Theorem 1.1 and Proposition 1.2], we have $\operatorname{DT}\left(w_{0}\right)=\operatorname{DT}\left(\Theta_{*} w_{0}\right)$ for any autoequivalence $\Theta$ of $\mathrm{D}_{\text {perf }}\left(X_{0}^{\vee}\right)$; taking $\Theta=-\otimes L$, where $L$ is a line bundle on $X_{0}^{\vee}$ of class $c_{1}(L) \in \mathrm{H}^{2}\left(X_{0}^{\vee}, \mathbf{Z}\right)$ equal to the degree 2 term of $w_{0}$, we see that we may replace $w_{0}$ with $\exp \left(-c_{1}(L)\right) \cdot w_{0}$. Computing, we find

$$
\exp \left(-c_{1}(L)\right) \cdot w_{0}=\left(1,0,-\frac{1}{2}\left(A^{2} \cdot \frac{1}{2}\left(u_{0}^{2}\right)^{*}-n^{k} \cdot \frac{1}{2}\left(H_{0}^{2}\right)^{*}\right)^{2}-n \cdot A u_{0}^{*}, \ldots\right)
$$

We write it simply as $(1,0,-\beta,-n)$.
In Lemma 21.5, we arranged it so that $\beta$ is of type $(1,1, d)$ for some $d>1$, and as above,

$$
\Delta(1,0,-\beta,-n)=\Delta\left(v_{0}\right)>0
$$

From Remark 21.9 below, the class $\beta$ is $\mathbf{Q}$-effective for $k$ sufficiently large, which we may arrange from the beginning. From Proposition 20.1 and the existence of a Gieseker chamber, [OPT22, Proposition 3.26] (see Remark 21.10 below), we have

$$
\mathrm{DT}\left(v_{0}\right)=\mathrm{DT}(1,0,-\beta,-n)>0,
$$

as needed.
Remark 21.9 (Effectivity of the curve class). For $k \gg 0$, the curve class

$$
\beta=\frac{1}{2}\left(A^{2} \cdot \frac{1}{2}\left(u_{0}^{2}\right)^{*}-n^{k} \cdot \frac{1}{2}\left(H_{0}^{2}\right)^{*}\right)^{2}+n \cdot A u_{0}^{*}
$$

is $\mathbf{Q}$-effective in the sense of Lemma A.1.
Indeed, since $u_{0}$ and $H_{0}$ are ample, Lemma A. 1 shows that $u_{0}^{*}$ is $\mathbf{Q}$-effective and the classes $x:=\left(u_{0}^{2}\right)^{*} / 2$ and $y:=\left(H_{0}^{2}\right)^{*} / 2$ are ample. Expanding the first term, we need to show that

$$
n^{2 k} y^{2}-2 A^{2} n^{k} x y+A^{4} x^{2}=n^{k}\left(n^{k} y^{2}-2 A^{2} x y\right)+A^{4} x^{2}
$$

is effective for $k \gg 0$. This reduces to showing that $n^{k} y^{2}-2 A^{2} x y$ is effective for $k \gg 0$, which follows from a claim: $y^{2}$ lies in the interior of the cone of $\mathbf{Q}$-effective curve classes.

To prove the claim, observe that since $y$ is ample, multiplication by $y$ sends the ample cone in $\operatorname{NS}(X)_{\mathbf{Q}}$ isomorphically onto an open cone in $\operatorname{Hdg}^{4}(X, \mathbf{Q})$ contained in the cone of

Q-effective curve classes. Since $y$ lies in the interior of the ample cone, $y^{2}$ lies in the interior of the cone of $\mathbf{Q}$-effective curve classes.
Remark 21.10. In [OPT22], there is a sign convention in play (cf. [OPT22, Remark 2.16]), which we do not adopt here. As a result, one cannot naïvely invoke [OPT22, Proposition 4.2] to ensure the existence of a Gieseker chamber. Instead, [OPT22, Proposition 3.26] ensures its existence when the leading term of the Chern character is an effective algebraic class.

## Appendix A. Auxiliary results on abelian threefolds

A.1. Rank and type. Let $X$ be an abelian variety of dimension $g$, and let $u \in \mathrm{H}^{2}(X, \mathbf{C})$. The rank of $u$ is the rank of the corresponding map

$$
\begin{equation*}
\varphi_{u}: \mathrm{H}_{1}(X, \mathbf{C}) \rightarrow \mathrm{H}^{1}(X, \mathbf{C}) \tag{A.1}
\end{equation*}
$$

given by the skew-symmetric form associated to $u \in \bigwedge^{2} \mathrm{H}_{1}(X, \mathbf{C})^{\vee}$. In particular, the rank belongs to $\{0,2,4, \ldots, 2 g\}$. An element $u$ has rank $\leq 2 r$ if and only if $u^{r+1}=0$.

If $u$ lies in $\mathrm{H}^{2}(X, \mathbf{Z})$, then there is a unique sequence of nonnegative integers $d_{1}, \ldots, d_{g}$ such that $d_{1}|\cdots| d_{g}$ and

$$
u=d_{1} e_{1} \wedge e_{g+1}+\cdots+d_{g} e_{g} \wedge e_{2 g}
$$

for some integral basis $e_{1}, \ldots, e_{2 g}$ of $\mathrm{H}^{1}(X, \mathbf{Z})$. The sequence $\left(d_{1}, \ldots, d_{g}\right)$ is the type of $u$.
The rank of an element of $\mathrm{H}_{2}(X, \mathbf{C}) \cong \bigwedge^{2} \mathrm{H}_{1}(X, \mathbf{C})$ and type of an element of $\mathrm{H}_{2}(X, \mathbf{Z})$ are defined similarly.

A class $\beta \in \mathrm{H}_{2}(X, \mathbf{Q})$ is $\mathbf{Q}$-effective if it is a positive $\mathbf{Q}$-linear combination of cycle classes $\left[C_{i}\right]$, for curves $C_{i} \subset X$.
Lemma A.1. Let $\beta \in \mathrm{H}_{2}(X, \mathbf{Q})$ be a class of rank $2 g$ on an abelian $g$-fold $X$. The duality $\mathrm{H}_{2}(X, \mathbf{Q}) \simeq \mathrm{H}^{2}\left(X^{\vee}, \mathbf{Q}\right)$ induced by the natural isomorphism $\mathrm{H}_{1}(X, \mathbf{Q}) \simeq \mathrm{H}^{1}\left(X^{\vee}, \mathbf{Q}\right)$ exchanges the following two cones:
(1) The cone of $\mathbf{Q}$-effective curve classes of rank $2 g$ in $\mathrm{H}_{2}(X, \mathbf{Q})$.
(2) The ample cone in $\operatorname{NS}\left(X^{\vee}\right)_{\mathbf{Q}}$.

Proof. Before embarking on the proof, we note that if $\pi: X \rightarrow Y$ is an isogeny between abelian varieties, and $\beta \in \mathrm{H}_{2}(X, \mathbf{Q})$ is a class, then

$$
\begin{equation*}
\left(\pi_{*} \beta\right)^{*}=\left(\pi^{\vee}\right)^{*}\left(\beta^{*}\right), \tag{A.2}
\end{equation*}
$$

where $(-)^{*}$ denotes the duality isomorphism and $\pi^{\vee}: Y^{\vee} \rightarrow X^{\vee}$ is the dual isogeny.
Let $\beta$ be a $\mathbf{Q}$-effective curve class. After scaling, we may assume that $\beta$ is a positive $\mathbf{Z}$-linear combination $\sum n_{i}\left[C_{i}\right]$, where $C_{i} \subset X$ are integral curves. The fact that $\beta$ has rank $2 g$ implies that $\sum C_{i}$ is nondegenerate, i.e., is not contained in any abelian subvariety of $X$. From (A.2), the dual of $\beta$ is the pullback of $\sum n_{i}\left[\Theta_{i}\right]$ along the induced map

$$
\begin{equation*}
\pi: X^{\vee} \rightarrow \prod \operatorname{Jac}\left(C_{i}^{\nu}\right) \tag{A.3}
\end{equation*}
$$

where $C_{i}^{\nu} \rightarrow C_{i}$ is the normalization, and $\Theta_{i}$ is the theta divisor on $\operatorname{Jac}\left(C_{i}^{\nu}\right)$, which is dual to $\left[C_{i}^{\nu}\right] \in \mathrm{H}_{2}\left(\mathrm{Alb}\left(C_{i}^{\nu}\right), \mathbf{Z}\right)$. Since $\sum C_{i}$ is nondegenerate, $\pi^{\vee}$ is surjective, so $\pi$ has a finite kernel. In particular, the pullback of a polarization along $\pi$ remains a polarization.

Let $L \in \operatorname{NS}(X)_{\mathbf{Q}}$ be an ample class, and write $\beta=L^{*}$. From (A.1), we are allowed to work up to finite isogeny, so we may assume that $L$ is a multiple of a principal polarization $P$. Then the dual of $P$ (hence $L$ ) is effective, since it is identified with $P^{g-1} /(g-1)!$ under the isomorphism $\phi_{P}: X \rightarrow X^{\vee}$.
A.2. The characteristic Pfaffian. Let $(X, H)$ be a polarized abelian variety of dimension $g$. Throughout, we abuse notation and write $H$ for both the line bundle and its first Chern class. Given an element $u \in \mathrm{H}^{2}(X, \mathbf{C})$, the characteristic Pfaffian of $u$ is

$$
p_{u}(t)=\operatorname{Pf}(t H-u) \in \mathbf{C}[t] .
$$

Here, the right-hand side is the Pfaffian of a complex-valued skew-symmetric matrix associated to $t H-u$; our sign convention in forming the Pfaffian is that $p_{u}(t)$ has positive leading coefficient. The roots of $p_{u}(t)$ correspond to values of $t$ for which $t H-u$ is a degenerate form. Although it is not reflected in the notation, $p_{u}(t)$ depends on the choice of polarization.

Lemma A.2. For $u \in \mathrm{H}^{2}(X, \mathbf{C})$,

$$
\begin{equation*}
p_{u}(t)=\sum_{i=0}^{g}(-1)^{g-i} \frac{\left(H^{i} u^{g-i}\right)}{(g-i)!i!} t^{i} . \tag{A.4}
\end{equation*}
$$

Proof. Let $q_{u}(t)$ be the right-hand side of (A.4). From the binomial theorem,

$$
q_{u}(t)=\frac{1}{g!} \int_{X}(t H-u)^{g}
$$

The roots of $q_{u}(t)$ are the values of $t$ where $(t H-u)^{g}=0$, which occurs precisely when $\operatorname{rk}(t H-u)<2 g$. It follows that $p_{u}(t)$ and $q_{u}(t)$ have the same roots; since the leading coefficients match, the lemma follows.

The following is an analogue of the fact that a matrix with distinct eigenvalues which belong to the base field can be diagonalized:

Lemma A.3. Let $k$ be a field, and let $(V, H)$ be a symplectic vector space of dimension $2 g$ over $k$. Let $u \in \Lambda^{2} V^{\vee}$ be an alternating form such that $p_{u}(t)=\operatorname{Pf}(t H-u)$ has distinct roots $a_{1}, \ldots, a_{g} \in k$. Then there is a symplectic basis $x_{1}, \ldots, x_{2 g}$ of $V$ such that

$$
\begin{aligned}
H & =x_{1}^{\vee} \wedge x_{g+1}^{\vee}+\cdots+x_{g}^{\vee} \wedge x_{2 g}^{\vee} \\
u & =a_{1} x_{1}^{\vee} \wedge x_{g+1}^{\vee}+\cdots+a_{g} x_{g}^{\vee} \wedge x_{2 g}^{\vee},
\end{aligned}
$$

where $x_{1}^{\vee}, \ldots, x_{2 g}^{\vee}$ is the dual basis of $x_{1}, \ldots, x_{2 g}$.
Proof. For each $i$, let $V_{i}$ be the kernel of the alternating form $u-a_{i} H$. For each $x \in V_{i}$ and any $y \in V$,

$$
\langle x, y\rangle_{u}=a_{i}\langle x, y\rangle_{H} .
$$

For $x \in V_{i}$ and $y \in V_{j}$,

$$
\langle x, y\rangle_{H}=a_{i}^{-1}\langle x, y\rangle_{u}=a_{j}^{-1}\langle x, y\rangle_{u} .
$$

If $i \neq j$ (so that $a_{i} \neq a_{j}$, by assumption), then $\langle x, y\rangle_{H}=\langle x, y\rangle_{u}=0$. In particular, the subspaces $V_{i}$ and $V_{j}$ are $H$-orthogonal for $i \neq j$. On the other hand, since $H$ is nondegenerate, $\left.H\right|_{V_{i}}$ is nondegenerate for each $i$. It follows that the map

$$
\bigoplus_{i=1}^{g} V_{i} \rightarrow V
$$

is an isomorphism, since for each $i, \bigoplus_{j \neq i} V_{j}$ is $H$-orthogonal to $V_{i}$.

Putting everything together, there is an isomorphism of symplectic vector spaces

$$
\begin{equation*}
(V, H)=\bigoplus_{i=1}^{g}\left(V_{i},\left.H\right|_{V_{i}}\right) \tag{A.5}
\end{equation*}
$$

To conclude, one takes $x_{i}, x_{g+i} \in V_{i}$ to be any symplectic basis for $\left.H\right|_{V_{i}}=\left.a_{i}^{-1} \cdot u\right|_{V_{i}}$.
A.3. Endomorphisms. Let $(X, H)$ be a polarized abelian $g$-fold. Consider the first homology $\mathrm{H}_{1}=\mathrm{H}_{1}(X, \mathbf{Z})$, regarded as a Hodge structure of weight 1, with a Hodge decomposition

$$
\mathrm{H}_{1, \mathbf{C}}=\mathrm{H}_{1,0} \oplus \mathrm{H}_{0,1} .
$$

Given an element $u \in \mathrm{H}^{1,1}(X)$, consider the homomorphism

$$
\varphi_{u}: \mathrm{H}_{1, \mathrm{C}} \rightarrow \mathrm{H}_{\mathbf{C}}^{1}=\mathrm{H}^{1}(X, \mathbf{C})
$$

induced by the alternating form associated to $u$. The composition

$$
\begin{equation*}
\rho(u): \mathrm{H}_{1, \mathbf{C}} \xrightarrow{\varphi_{u}} \mathrm{H}_{\mathbf{C}}^{1} \xrightarrow{\varphi_{H}^{-1}} \mathrm{H}_{1, \mathbf{C}} \tag{A.6}
\end{equation*}
$$

preserves $\mathrm{H}_{1,0}$, and from the Hodge decomposition one sees that the induced map

$$
\begin{equation*}
\rho: \mathrm{H}^{1,1}(X) \rightarrow \operatorname{End}\left(\mathrm{H}_{1,0}\right) \tag{A.7}
\end{equation*}
$$

is an isomorphism which sends $H$ to id. Although it is not reflected in the notation, $\rho$ depends on the choice of polarization $H$.

Let $\operatorname{End}^{s}(X)$ be the subring of $\operatorname{End}(X)$ fixed by the Rosati involution [BL04, §5.1]. There is a commutative diagram

where $\tilde{\rho}$ is given by sending $u$ to the rational endomorphism of $X$ induced by the Hodgestructure endomorphism $\varphi_{u} \circ \varphi_{H}^{-1}$ of $\mathrm{H}_{1, \mathbf{Q}}$ from (A.6). Moreover, the right vertical arrows are ring homomorphisms.

Lemma A.4. Let $u \in \mathrm{H}^{1,1}(X)$. The characteristic polynomial of $\rho(u) \in \operatorname{End}\left(\mathrm{H}_{1,0}\right)$ is given by $p_{u}(t)$, up to a nonzero scalar.

Proof. Let $\chi_{u}(t)=\operatorname{det}(t \cdot \mathrm{id}-\rho(u))$ be the characteristic polynomial of $\rho(u)$. It is enough to show that $\chi_{u}(t)$ and $p_{u}(t)$ have the same roots.

For any $v \in \mathrm{H}^{1,1}(X)$, the compatibility of $v$ with the Hodge decomposition implies that $v$ is a degenerate form if and only if $\rho(v)$ has rank $<g$. Therefore, $\operatorname{Pf}(v)$ vanishes if and only if $\operatorname{det}(\rho(v))=0$. Taking $v=a H-u \in \mathrm{H}^{1,1}(X)$ for each $a \in \mathbf{C}$, we see that $\chi_{u}(t)$ and $p_{u}(t)$ have the same roots.

Lemma A.5. Let $X$ be a polarized abelian $g$-fold, and let $u \in \operatorname{NS}(X)_{\mathbf{Q}}$. Then there is a ring homomorphism

$$
\mathbf{Q}[t] / p_{u}(t) \rightarrow \operatorname{End}^{s}(X)_{\mathbf{Q}}
$$

sending $t$ to $\tilde{\rho}(u)$. In particular, if $p_{u}(t)$ is irreducible over $\mathbf{Q}$, then $\operatorname{End}^{s}(X)_{\mathbf{Q}}$ contains the field $\mathbf{Q}[t] / p_{u}(t)$.
Proof. From Lemma A.4, the map $\mathbf{Q}[t] \rightarrow \operatorname{End}\left(\mathrm{H}_{1,0}\right)$ factors through $\mathbf{Q}[t] / p_{u}(t)$. There is a commutative diagram of ring homomorphisms


The injectivity of the bottom arrow, and hence the existence of the dotted arrow, follows from chasing the diagram (A.8).

Remark A.6. If $X$ is a simple abelian threefold, then $\operatorname{End}(X)_{\mathbf{Q}} / \mathbf{Q}$ is either the trivial extension, an imaginary quadratic extension, a totally real cubic extension, or a CM extension of degree 6. It follows that the rank of $\operatorname{NS}(X)_{\mathbf{Q}} \simeq \operatorname{End}^{s}(X)_{\mathbf{Q}}$ is either 1 or 3, and in the latter case, $\operatorname{End}^{s}(X)_{\mathbf{Q}}$ is a totally real cubic field [BL04, Proposition 5.5.7].

Lemma A.7. Let $X$ be a simple abelian $g$-fold such that $\operatorname{End}^{s}(X)_{\mathbf{Q}}$ is a product of fields (e.g., a simple abelian threefold). If $u \in \operatorname{NS}(X)_{\mathbf{C}}$ has rank 2, then there exists a constant $c \in \mathbf{C}$ so that $c \cdot \tilde{\rho}(u)$ is idempotent.
Proof. Since the rank of $u$ is 2 , we have $u^{2}=0$. Thus, it follows from Lemma A. 4 that

$$
\mathbf{C}[t] / p_{u}(t) \simeq \mathbf{C}[t] /\left(t^{g-1}(t-\lambda)\right)
$$

for some constant $\lambda$. Since $\operatorname{End}^{s}(X)_{\mathbf{C}}$ is nilpotent-free and $\tilde{\rho}(u)$ is nonzero, $\lambda$ is nonzero. Similarly, since $t(t-\lambda)$ is nilpotent in $R_{u}, \tilde{\rho}(u)^{2}-\lambda \cdot \tilde{\rho}(u)=0$. It follows that $1 / \lambda \cdot \tilde{\rho}(u)$ is idempotent.

Proposition A.8. Let $X$ be an abelian $g$-fold such that $\operatorname{End}^{s}(X)_{\mathbf{Q}}$ is a product of fields (e.g., a simple abelian threefold). Then the intersection

$$
\begin{equation*}
\mathbf{P}\left(\mathrm{NS}(X)_{\mathbf{C}}\right) \cap \operatorname{Gr}\left(2, \mathrm{H}_{\mathbf{C}}^{1}\right) \subset \mathbf{P}\left(\mathrm{H}^{2}(X, \mathbf{C})\right) \tag{A.9}
\end{equation*}
$$

is finite.
Proof. The intersection (A.9) is the set of rank 2 points in $\mathbf{P}\left(\mathrm{NS}(X)_{\mathbf{C}}\right)$. We choose a polarization on $X$. From Lemma A.7, the image of (A.9) in $\mathbf{P}\left(\operatorname{End}^{s}(X)_{\mathbf{C}}\right)$ under $\mathbf{P}(\tilde{\rho})$ is contained in the image in $\mathbf{P}\left(\operatorname{End}^{s}(X)_{\mathbf{C}}\right.$ ) of the set of nonzero idempotents in $\operatorname{End}^{s}(X)_{\mathbf{C}}$. The set of idempotents of $\operatorname{End}^{s}(X)_{\mathbf{C}}$ is in bijection with the set of clopen subsets of $\operatorname{Spec} \operatorname{End}^{s}(X)_{\mathbf{C}}$, hence is finite.
A.4. Hodge loci. Let $f: Y \rightarrow S$ be a smooth projective morphism of complex varieties, and let $u \in \mathrm{H}^{2 k}\left(Y_{s}, \mathbf{Q}\right)$ for some $s \in S(\mathbf{C})$. The Hodge locus $\operatorname{Hdg}(u) \subset S$ is the set of points $t$ such that there exists a path $\gamma$ from $s$ to $t$ which transports $u$ to a Hodge class in $\mathrm{H}^{2 k}\left(Y_{t}, \mathbf{Q}\right)$.

Given a polarized abelian $g$-fold $(X, H)$ and a class $u \in \mathrm{H}^{2}(X, \mathbf{Q})$, there is an equation for the Hodge locus of $u$ in the moduli space of polarized abelian $g$-folds, or rather its universal
cover $\mathbf{H}_{g}$. Recall that Siegel's upper half-space $\mathbf{H}_{g}$ is the space of symmetric complex matrices $Z$ such that $\operatorname{Im} Z$ is positive-definite.

For simplicity, we treat only the case of principally polarized abelian varieties. On the other hand, it is convenient to allow real classes $u \in \mathrm{H}^{2}(X, \mathbf{R})$. Each $Z \in \mathbf{H}_{g}$ determines a principally polarized abelian variety $X$ is follows: The $g \times 2 g$ matrix $\left(Z, 1_{g}\right)$ induces an $\mathbf{R}$-linear map $\mathbf{R}^{2 g} \rightarrow \mathbf{C}^{g}$. Then $X=\mathbf{C}^{g} / \Lambda$, where $\Lambda$ is the image of $\mathbf{Z}^{2 g}$.

Let $M$ be the real skew-symmetric matrix corresponding to $u \in \mathrm{H}^{2}(X, \mathbf{R})$ in an $H$ symplectic basis of $\mathbf{Z}^{2 g}$. We write $M$ as matrix of $g \times g$ blocks

$$
M=\left(\begin{array}{cc}
A & B \\
-B^{t} & C
\end{array}\right)
$$

where $A$ and $C$ are skew-symmetric.
Lemma A.9. In the above situation, the class $u$ lies in $\mathrm{H}^{1,1}(X)$ if and only if

$$
\begin{equation*}
A-B Z+Z B^{t}+Z C Z=0 \tag{A.10}
\end{equation*}
$$

Proof. This is [BL99, $\S 1$, Proposition 3.4]. Note, however, that our matrix $Z$ is symmetric, and also that the cited result is a criterion for an integral class $u \in \mathrm{H}^{2}(X, \mathbf{Z})$ to belong to the Néron-Severi group $\mathrm{NS}(X)=\mathrm{H}^{2}(X, \mathbf{Z}) \cap \mathrm{H}^{1,1}(X)$. The argument applies to real classes $u \in \mathrm{H}^{2}(X, \mathbf{R})$ without change.
Remark A.10. Lemma A. 9 shows that the codimension of $\operatorname{Hdg}(u)$ inside of $\mathbf{H}_{g}$ is at most $g(g-1) / 2$. Indeed, the expression (A.10) is skew-symmetric in the entries of $Z$, so it imposes at most $g(g-1) / 2$ conditions on $\mathbf{H}_{g}$. The same holds in the (coarse) moduli space $\mathcal{A}_{g}$ of principally polarized abelian varieties: the Hodge locus $\operatorname{Hdg}(u) \subset \mathcal{A}_{g}$, which is simply the image of $\operatorname{Hdg}(u) \subset \mathbf{H}_{g}$, is a subvariety of codimension $\leq g(g-1) / 2$. By working up to polarized isogeny, one gets the same bound for Hodge loci in a moduli space of abelian varieties with any fixed polarization type.
Proposition A.11. Let $(X, H)$ be a polarized abelian variety, and let $u \in H^{2}(X, \mathbf{Z})$ be an element such that $p_{u}(t)$ is irreducible over $\mathbf{Q}$ and has real roots. Then there is a polarized deformation from $(X, H)$ to $\left(X^{\prime}, H^{\prime}\right)$ such that the following hold:
(1) $X^{\prime}$ is simple.
(2) A parallel transport $u^{\prime}$ of $u$ from $X$ to $X^{\prime}$ lies in $\mathrm{NS}\left(X^{\prime}\right)$. If, in addition, the roots of $p_{u}(t)$ are positive, then $u^{\prime}$ is a polarization.
Remark A.12. Let $(X, H)$ be a polarized abelian $g$-fold, and let $u \in \operatorname{NS}(X)$ be a class such that $p_{u}(t)$ has positive real roots. Then $u$ is a polarization. Indeed, if $p_{u}(t)$ has positive real roots, then the coefficients of $t^{i}$ in $p_{u}(t)$ are nonzero and alternate in sign. By Lemma A.4,

$$
H^{i} u^{g-i}>0
$$

for all $i$, so it follows from [BL04, 4.3.3] that $u$ is a polarization.
Remark A. 13 (The real symplectic group). Given a principally polarized abelian variety $(X, H)$ and a real symplectic transformation $g \in \operatorname{Sp}\left(\mathrm{H}_{1}(X, \mathbf{R}), H\right)$, one may construct a new principally polarized abelian variety $\left(X^{g}, H\right)$, given as follows: the weight-one Hodge structure corresponding to $X^{g}$ is determined by the real Hodge structure $\mathrm{H}_{1}(X, \mathbf{R})$ with lattice $g\left(\mathrm{H}_{1}(X, \mathbf{Z})\right)$. Since $g$ is symplectic, $X^{g}$ is principally polarized; moreover, an element $u \in \mathrm{H}^{2}(X, \mathbf{Q})$ lies in $\mathrm{NS}(X)_{\mathbf{Q}}$ if and only if $g^{*} u$ lies in $\mathrm{H}^{1,1}\left(X^{g}\right)$. The association $(g, X) \mapsto X^{g}$ corresponds to the natural action of $\mathrm{Sp}_{2 g}(\mathbf{R})$ on Siegel's upper half-space $\mathbf{H}_{g}$.

Proof of Proposition A.11. Assume for the moment that we have found a parallel transport $u^{\prime}$ of $u$ which is Hodge. Then we may take $X^{\prime}$ to be simple. Indeed, $p_{u}(t)=p_{u^{\prime}}(t)$, so $\operatorname{End}_{\mathbf{Q}}\left(X^{\prime}\right)$ will contain the totally real field $F=\mathbf{Q}[t] / p_{u}(t)$ by Lemma A.5. In the moduli space of abelian $g$-folds with fixed polarization type, the locus of abelian varieties with multiplication by $F$ is a union of codimension $g(g-1) / 2$ subvarieties whose generic elements are simple abelian varieties of Picard rank $g$ [DL90]. On the other hand, the Hodge locus of $u$ is contained in this locus and has codimension at most $g(g-1) / 2$ (Remark A.10), so we may indeed take $X^{\prime}$ to be simple. If, in addition, the roots of $p_{u}(t)$ are positive, then $u^{\prime}$ is a polarization by Remark A. 12.

Working up to polarized isogeny, we may assume that $H$ is a principal polarization. By Lemma A. 3 and the assumption that $p_{u}(t)$ has real roots (which are in fact distinct, since $p_{u}(t)$ is assumed to be irreducible over $\mathbf{Q}$ ), there is a real symplectic transformation $g \in \mathrm{Sp}_{2 g}(\mathbf{R})$ which diagonalizes $u$. Replacing $X$ by $X^{g}$ and $u$ by $g^{*} u$ as in Remark A.13, it is enough to show that if $u \in \mathrm{H}^{2}(X, \mathbf{R})$ is a diagonal form, then then there is a polarized deformation ( $X^{\prime}, H^{\prime}$ ) such that $u$ is Hodge. Suppose that the skew-symmetric matrix corresponding to $u$ is of the form

$$
M=\left(\begin{array}{cc}
0 & B  \tag{A.11}\\
-B & 0
\end{array}\right) \quad \text { where } \quad B=\left(\begin{array}{lll}
b_{1} & & \\
& b_{2} & \\
& & b_{3}
\end{array}\right) .
$$

Let $X_{Z}$ be a principally polarized abelian variety associated to an element $Z \in \mathbf{H}_{g}$. From Lemma A.9, a parallel transport of $u$ to $X_{Z}$ belongs to $\mathrm{H}^{1,1}\left(X_{Z}\right)$ if and only if

$$
-B Z+Z B=0
$$

The relation is satisfied for any diagonal matrix $Z \in \mathbf{H}_{g}$.
A.5. Forms with positive discriminant. In this section, we specialize to the case of abelian threefolds. Roughly, the goal is to show that a class $\bar{u} \in \mathrm{H}^{2}(X, \mathbf{Z} / n)$ can be lifted to a large number of classes $u \in \mathrm{H}^{2}(X, \mathbf{Z})$ such that the cubic polynomial $p_{u}(t)$ has positive real roots.

For an integer $N>0$, we write $\Gamma_{6}(N)$ for the finite-index subgroup of $\mathrm{SL}_{6}(\mathbf{Z})$ consisting of matrices which reduce to the identity modulo $N$. For $u \in \mathrm{H}^{2}(X, \mathbf{Z})$ and $g \in \mathrm{SL}_{6}(\mathbf{Z})$ (regarded as $\mathrm{SL}_{6}\left(\mathrm{H}_{1}(X, \mathbf{Z})\right)$ ), we write $g^{*} u$ for the action of $g$.

Lemma A.14. Let $(X, H)$ be a polarized abelian 3 -fold, $u \in H^{2}(X, \mathbf{Z})$ be a class with $u^{3}>0$, and $N>0$ be an integer.
(1) Let $\mathrm{O}(u)$ be the $\Gamma_{6}(N)$-orbit of $u$. Then the image of $\mathrm{O}(u)$ in $\mathbf{P}\left(\mathrm{H}^{2}(X, \mathbf{C})\right)$ is Zariski dense.
(2) Let $\mathrm{O}^{+}(u) \subset \mathrm{O}(u)$ be the subset of classes $v$ such that $p_{v}(t)$ has positive real roots Then $\mathrm{O}^{+}(u)$ is nonempty and has Zariski dense image in $\mathbf{P}\left(\mathrm{H}^{2}(X, \mathbf{C})\right)$.

Proof. For (1), $\Gamma_{6}(N)$ is Zariski dense in $\mathrm{SL}_{6}(\mathbf{C})$ (since $\mathrm{SL}_{6}(\mathbf{Z})$ is), so it is enough to show that the $\mathrm{SL}_{6}(\mathbf{C})$-orbit of $u$ is Zariski dense in $\mathbf{P}\left(\mathrm{H}^{2}(X, \mathbf{C})\right)$. Since $u$ has rank 6 , the orbit is the complement of the Pfaffian hypersurface $\operatorname{Pf}=0$.

For (2), we first let $V \subset \mathbf{P}\left(\mathrm{H}^{2}(X, \mathbf{C})\right)$ be an arbitrary closed proper subset. To prove Zariski-density of $\mathrm{O}^{+}(u)$, we will show below that there is an element of $\mathrm{O}^{+}(u)$ whose image in $\mathbf{P}\left(\mathrm{H}^{2}(X, \mathbf{C})\right)$ does not lie in $V$. From (1), we may choose $v \in \mathrm{O}(u)$ whose image does not lie in $V$. Let $A=\left(a_{i j}\right)$ be the alternating matrix associated to $v$ in an integral $H$-symplectic
basis. Applying (1) once more, we may assume that

$$
\begin{equation*}
a_{16} \neq 0, \quad a_{13} a_{26}-a_{16} a_{23}-a_{12} a_{36} \neq 0 \tag{A.12}
\end{equation*}
$$

In our chosen integral $H$-symplectic basis, the matrix for $H$ (also denoted by $H$ ) is

$$
H=\left(\begin{array}{cc}
0 & D \\
-D & 0
\end{array}\right) \quad \text { where } \quad D=\left(\begin{array}{ccc}
d_{1} & & \\
& d_{2} & \\
& & d_{3}
\end{array}\right)
$$

and $\left(d_{1}, d_{2}, d_{3}\right)$ is the type of $H$. To conclude the setup, consider the upper-triangular matrix

$$
E=\left(\begin{array}{cccccc}
1 & x & x y & 0 & 0 & 0  \tag{A.13}\\
& 1 & y & 0 & 0 & 0 \\
& & 1 & z & 0 & 0 \\
& & & 1 & 0 & 0 \\
& & & & 1 & 0 \\
& & & & & 1
\end{array}\right),
$$

where $x, y, z$ are variables. If we specialize $x, y, z$ to integer multiples of $N$, then $E$ specializes to an element of $\Gamma_{6}(N)$.

Consider the characteristic Pfaffian

$$
\operatorname{Pf}\left(t H-E^{t} A E\right)=a t^{3}+b t^{2}+c t+d
$$

The coefficients are polynomials in $x, y, z$. A computation shows that:

$$
\begin{aligned}
a & =d_{1} d_{2} d_{3} \\
b & =-d_{1} d_{2} a_{16} x y+\cdots, \\
c & =d_{2}\left(a_{13} a_{26}-a_{16} a_{23}-a_{12} a_{36}\right) y z+\cdots, \\
d & =-\operatorname{Pf}(A)=-u^{3} / 6,
\end{aligned}
$$

where the omitted terms are of lower degree in $x, y, z$. Note that $b$ and $c$ are polynomials in $x, y, z$, whereas $a$ and $d$ are constants. Writing $\Delta$ for the discriminant of the cubic polynomial $\operatorname{Pf}\left(t H-E^{t} A E\right)$, we get that

$$
\Delta=b^{2} c^{2}+\cdots
$$

where the omitted terms have degree $<8$ in $x, y, z$.
By our assumption (A.12) on $v$ above, the leading coefficients of $b$ and $c$ are nonzero. From the formulas above, it is easy to see that we may specialize $(x, y, z)$ to $\left(x_{0}, y_{0}, z_{0}\right) \in N \cdot \mathbf{Z}^{3}$ so that

$$
\begin{equation*}
b<0, \quad c>0, \quad \Delta>0 . \tag{A.14}
\end{equation*}
$$

In fact, if $\left(x_{0}^{\prime}, y_{0}^{\prime}, z_{0}^{\prime}\right) \in N \cdot \mathbf{Z}^{3}$ is any element so that

$$
-d_{1} d_{2} a_{16} x_{0}^{\prime} y_{0}^{\prime}<0, \quad d_{2}\left(a_{13} a_{26}-a_{16} a_{23}-a_{12} a_{36}\right) y_{0}^{\prime} z_{0}^{\prime}>0,
$$

then we can take $\left(x_{0}, y_{0}, z_{0}\right)=m \cdot\left(x_{0}^{\prime}, y_{0}^{\prime}, z_{0}^{\prime}\right)$ for $m \gg 0$. We refer to a choice of element $\left(x_{0}, y_{0}, z_{0}\right) \in N \cdot \mathbf{Z}^{3}$ such that (A.14) holds as a good choice.

A good choice $\left(x_{0}, y_{0}, z_{0}\right)$ determines an element $g \in \Gamma_{6}(N)$ by specializing the coefficients of $E$. The cubic $\operatorname{Pf}\left(t H-E^{t} A E\right)$ specializes to the characteristic Pfaffian $p_{g^{*} v}(t)$. From (A.14), $p_{g^{*} v}(t)$ has positive discriminant $\Delta>0$, hence real roots. Moreover, $p_{g^{*} v}(t)$ has alternating coefficients $a>0, b<0, c>0, d<0$, which implies that the roots of $p_{g^{*} v}(t)$ are positive. It follows that $g^{*} v$ lies in $\mathrm{O}^{+}(u)$.

We show that $\mathrm{O}^{+}(u)$ is Zariski dense. The set of good choices $\left(x_{0}, y_{0}, z_{0}\right)$ is Zariski dense in $\mathbf{C}^{3}$ : as explained above, it contains every element of $\mathbf{Z}^{3}$ with nonzero coordinates, modulo flipping signs in each coordinate and scaling by a sufficiently large positive integer. Given $\left(x_{0}, y_{0}, z_{0}\right) \in \mathbf{C}^{3}$ with associated $g \in \mathrm{SL}_{6}(\mathbf{C})$, it is a Zariski closed condition on the entries of $\left(x_{0}, y_{0}, z_{0}\right)$ for $\left[g^{*} v\right] \in \mathbf{P}\left(\mathrm{H}^{2}(X, \mathbf{C})\right)$ to lie in the closed subset $V$ chosen above. By assumption, $[v] \notin V$, so the Zariski closed condition is nontrivial. By Zariski density of the set of good choices, there is a good choice $\left(x_{0}, y_{0}, z_{0}\right)$ such that $\left[g^{*} v\right]$ does not lie in $V$.

## A.6. Generic lifting.

Proposition A. 15 (Generic lifting). Let $(X, H)$ be a polarized abelian threefold. Fix a class $\bar{u} \in \mathrm{H}^{2}(X, \mathbf{Z} / n)$ for an integer $n>1$, and suppose that $\bar{u}$ admits a lift to a class $u_{0} \in \mathrm{H}^{2}(X, \mathbf{Z})$ of type $(1,1,1)$ with $u_{0}^{3}>0$. Let $\mathcal{L}$ be the set of $u \in H^{2}(X, \mathbf{Z})$ satisfying the following properties:
(a) $u$ is of type $(1,1,1)$,
(b) $u \equiv \bar{u} \bmod n$,
(c) There exists a polarized deformation from $(X, H)$ to $\left(X^{\prime}, H^{\prime}\right)$, where $X^{\prime}$ is simple and some parallel transport $u^{\prime}$ of $u$ to $X$ lies in $\mathrm{NS}\left(X^{\prime}\right)$ and is a polarization.
Then the image of $\mathcal{L}$ in $\mathbf{P}\left(\mathrm{H}^{2}(X, \mathbf{C})\right)$ is Zariski dense.
Remark A.16. Let $(X, H)$ be a simple, polarized abelian threefold with multiplication by a cyclic cubic field $K / \mathbf{Q}$. In particular, $K$ is totally real, and the construction of such $(X, H)$ can be found in [BL04, Ch. 9]. Let $v \in \operatorname{NS}(X)$ be a class which does not lie in $\langle H\rangle$. Then $\mathbf{Z}[t] / p_{v}(t)$ is an order in $K$, and there exists an infinite set $\mathcal{P}$ of primes $\ell$ such that the reduction of $p_{v}(t)$ modulo $\ell$ is irreducible. Indeed, up to a finite set, $\mathcal{P}$ coincides with the inert primes for the cyclic extension $K / \mathbf{Q}$, and the latter is an infinite set of primes with density $2 / 3$. This is a consequence of Chebotarev's density theorem [Jan73, Ch. IV, Corollary 5.3].

Proof. We begin by choosing a prime $\ell$ which does not divide $n$ and a class $\bar{v} \in \mathrm{H}^{2}(X, \mathbf{Z} / \ell)$ such that the polynomial $p_{\bar{v}}(t)=\operatorname{Pf}(t \bar{H}-\bar{v})$ is irreducible. The fact that $\bar{v}$ may be found for an infinite set of primes follows, for instance, from Remark A.16.

Let $u \in \mathrm{H}^{2}(X, \mathbf{Z})$ be a class of type $(1,1,1)$ with $u^{3}>0$ lifting both $\bar{u}$ and $\bar{v}$. One way to construct $u$ is through the observation that the reduction-mod- $\ell$ map

$$
\Gamma_{6}(n) \rightarrow \mathrm{SL}_{6}(\mathbf{Z} / \ell)
$$

is surjective, since the right-hand side is generated by transvections, which can be lifted [Lan02, XIII, §9]. To construct $u$, recall that we assumed the existence of a class $u_{0}$ of type $(1,1,1)$ with $u_{0}^{3}>0$ lifting $\bar{u}$. Since $\mathrm{SL}_{6}(\mathbf{Z} / \ell)$ acts transitively on the set of rank 6 classes in $\mathrm{H}^{2}(X, \mathbf{Z} / \ell)$, we can find an element $g \in \Gamma_{6}(n)$ such that

$$
g^{*} u_{0} \equiv \bar{v} \quad \bmod \ell .
$$

Take $u=g^{*} u_{0}$.
We observe that $p_{u}(t)$ is irreducible, and the same is true for any $v$ in the $\Gamma_{6}(N)$-orbit $\mathrm{O}(u)$ of $u$, where $N=n \cdot \ell$. Indeed, irreducibility may be checked after reduction $\bmod \ell$, and the reduction of $p_{v}(t)$ modulo $\ell$ is $p_{\bar{v}}(t)$. Moreover, for any $v \in \mathrm{O}(u)$, we have $v^{3}=u^{3}=u_{0}^{3}>0$, since the Pfaffian $\operatorname{Pf}(u)=u^{3} / 6$ is preserved under orientation-preserving change of basis.

Finally, let $\mathrm{O}^{+}(u)$ be the set considered in Lemma A.14. The image of $\mathrm{O}^{+}(u)$ in $\mathbf{P}\left(\mathrm{H}^{2}(X, \mathbf{C})\right)$ is Zariski dense by Lemma A.14, so if we can show that $\mathrm{O}^{+}(u)$ is a subset of $\mathcal{L}$, i.e., any element $v \in \mathrm{O}^{+}(u)$ satisfies (a)-(c), then the image of $\mathcal{L}$ in $\mathbf{P}\left(\mathrm{H}^{2}(X, \mathbf{C})\right)$ is Zariski dense and we are done.

Item (a) holds because any element of the $\Gamma_{6}(N)$-orbit (or, indeed, the $\mathrm{SL}_{6}(\mathbf{Z})$-orbit) of $u$ is of type $(1,1,1)$. Item (b) holds because the action of $\Gamma_{6}(N)$ on $\mathrm{H}^{2}(X, \mathbf{Z})$ preserves the reduction modulo $N=n \cdot \ell$, hence also the reduction modulo $n$. Finally, for any $v \in \mathrm{O}^{+}(u)$, $p_{v}(t)$ is irreducible as explained above, and has positive real roots by assumption. Then Proposition A. 11 gives (c).

## A.7. Prime avoidance.

Proposition A.17. Let $X$ be a simple abelian threefold, and let $n>1$ be an integer. Let $u, H \in \operatorname{NS}(X)$ be classes satisfying the following properties:
(1) The class $u \in \operatorname{NS}(X)$ is of type $(1,1,1)$.
(2) The class $H \in \operatorname{NS}(X)$ is of type $\left(d_{1}, d_{2}, d_{3}\right)$, where each $d_{i}$ is nonzero and divides a power of $n$.
(3) The $\mathbf{C}$-linear span $\left\langle u^{2}, H^{2}\right\rangle_{\mathbf{C}} \subset \mathrm{H}^{4}(X, \mathbf{C})$ has dimension 2, and does not contain any rank 2 elements.

There exists an integer $A>0$, relatively prime to $n$, and an integer $k>0$, which is arbitrarily large with respect to $A$, such that the class

$$
\begin{equation*}
\frac{1}{2}\left(A^{2} u-n^{k} H\right)^{2}+\frac{1}{2} A n \cdot u^{2} \tag{A.15}
\end{equation*}
$$

is of type $(1,1, d)$, for some integer $d>0$.
Notation A.18. With the assumptions of Proposition A.17, we write $V \subset \mathrm{H}^{4}(X, \mathbf{Z})$ for the sublattice of integral Hodge classes. We observe that $\mathrm{rk}_{\mathbf{z}} V=3$, by Remark A.6.
Notation A.19. - We write $\mathcal{P}_{0}$ for the set of primes which divide the order of the torsion part of $V /\left\langle u^{2} / 2, u \cdot H, H^{2} / 2\right\rangle$.

- Let $Z \subset \mathbf{P}(V)$ be a closed subscheme. We write $\mathcal{P}(Z)$ for the (possibly infinite) set of primes $p \in \mathbf{Z}$ such that the $\mathbf{Z}$-scheme

$$
\begin{equation*}
Z \cap \operatorname{Gr}(2,6) \subset \mathbf{P}\left(\mathrm{H}^{4}(X, \mathbf{Z})\right) \tag{A.16}
\end{equation*}
$$

has a nonempty fiber over $\mathbf{F}_{p}$, where $\operatorname{Gr}(2,6)=\operatorname{Gr}\left(2, \mathrm{H}_{1}(X, \mathbf{Z})\right)$ is embedded via Poincaré duality.

Remark A.20. Let $Z \subset \mathbf{P}(V)$ be a closed subscheme such that the complex fiber $Z_{\mathbf{C}} \cap \operatorname{Gr}(2,6)$ of the intersection above is empty. Then $\mathcal{P}(Z)$ is finite.
Lemma A.21. Let $a, b$, and $c$ be integers, and consider the class $z=a u^{2} / 2+b u H+c H^{2} / 2$. Assume the following:
(1) $\operatorname{gcd}(a, b, c)=1$.
(2) For each $p \in \mathcal{P}_{0}$, the reduction of $z$ modulo $p$ is nonzero.
(3) The point $[z] \in \mathbf{P}(V)(\mathbf{Z})$ is contained in $Z(\mathbf{Z})$, for some closed subscheme $Z \subset \mathbf{P}(V)$, and for each $p \in \mathcal{P}(Z)$, the reduction of $z$ modulo $p$ has rank at least 4 .
Then $z$ is of type $(1,1, d)$, for some $d>0$.

Proof. Conditions (1) and (2) imply that $z$ is primitive, i.e., that it is of type ( $1, d, e$ ) for some $d>0$. If $p$ is a prime which divides $d$, then the reduction $[z]_{p}$ of $[z]$ modulo $p$ lies in the intersection $Z_{p} \cap \operatorname{Gr}(2,6)$, so $p$ is contained in $\mathcal{P}(Z)$. On the other hand, $[z]_{p}$ has rank at most 2 , contradicting (3).
Lemma A.22. Proposition A. 17 holds if $\mathrm{rk}_{\mathbf{Z}}\left\langle u^{2} / 2, u \cdot H, H^{2} / 2\right\rangle=2$.
Proof. By assumption (3) of Proposition A.17, P(V) satisfies the conditions of Remark A.20, so $\mathcal{P}(\mathbf{P}(V))$ is finite.

Let $A$ be the product of the primes in $\mathcal{P}_{0} \cup \mathcal{P}(\mathbf{P}(V))$ which do not divide $n$, and consider the class

$$
\begin{aligned}
z & =\frac{1}{2}\left(A^{2} u-n^{k} H\right)^{2}+\frac{1}{2} n A \cdot u^{2} \\
& =\frac{1}{2}\left(A^{4}+n A\right) u^{2}-n^{k} A^{2} \cdot u H+\frac{1}{2} n^{2 k} \cdot H^{2}
\end{aligned}
$$

for any $k>0$.
Given a prime $p$ in $\mathcal{P}_{0} \cup \mathcal{P}(\mathbf{P}(V)), p$ either divides $n$ or $A$, and the reduction of $z$ modulo $p$ is nonzero by assumptions (1) or (2) of Proposition A.17. Since $A$ is prime to $n, z$ satisfies the assumptions of Lemma A.21, and $k$ may be taken to be arbitrarily large.

The case when $\mathrm{rk}_{\mathbf{Z}}\left\langle u^{2} / 2, u \cdot H, H^{2} / 2\right\rangle=3$ is more complicated, because the complex fiber $\Gamma$ of its intersection with $\operatorname{Gr}(2,6)$ is equal to $\mathbf{P}(V)_{\mathbf{C}} \cap \operatorname{Gr}(2,6)$, which is not empty. However, by Proposition A.8, $\Gamma$ is supported on a finite set. Therefore, our strategy in the rank 3 case is to produce subvarieties of $\mathbf{P}(V)$ which avoid $\Gamma$ and contain the classes (A.15) from the proposition.
Situation A.23. Throughout the remainder of the section, we work in the context of Proposition A.17. In particular, $n>1, u$, and $H$ are fixed. We write

$$
\pi: \mathbf{P}_{\mathbf{Z}}^{2} \rightarrow \mathbf{P}(V)
$$

for the morphism over $\operatorname{Spec}(\mathbf{Z})$ induced by the map $\mathbf{Z}^{3} \rightarrow V$ sending the standard basis to $u^{2} / 2, u \cdot H, H^{2} / 2$.
Example A. 24 (Conics). For any integer $t$, consider the map

$$
f_{t}: \mathbf{P}_{\mathbf{Z}}^{1} \rightarrow \mathbf{P}_{\mathbf{Z}}^{2}, \quad[x, y] \mapsto\left[\left(t^{4}+n t\right) x^{2},-t^{2} x y, y^{2}\right] .
$$

Let $C_{t}^{\prime}$ be the scheme-theoretic image of $f_{t}$ in $\mathbf{P}_{\mathbf{Z}}^{2}$, and let $C_{t} \subset \mathbf{P}(V)$ be the image of $C_{t}^{\prime}$ under $\pi$.

Example A. 25 (Quartics). Let $t$ be an integer, and consider the map

$$
g_{t}: \mathbf{P}_{\mathbf{Z}}^{1} \rightarrow \mathbf{P}_{\mathbf{Z}}^{2}, \quad[x, y] \mapsto\left[x^{4}+n x y^{3},-t \cdot x^{2} y^{2}, t^{2} \cdot y^{4}\right] .
$$

Let $Q_{t}^{\prime}$ be the scheme-theoretic image of $g$ in $\mathbf{P}_{\mathbf{Z}}^{2}$, and let $Q_{t}$ be the image of $Q_{t}^{\prime}$ under $\pi$.
Remark A.26. In the context of Proposition A.17, the point (A.15) is contained in the intersection $C_{A} \cap Q_{n^{k}}(\mathbf{Z})$.
Lemma A.27. Suppose that $\mathrm{rk}_{\mathbf{Z}}\left\langle u^{2} / 2, u \cdot H, H^{2} / 2\right\rangle=3$. For all but finitely many integers $t$, the intersections

$$
\left(C_{t}\right)_{\mathbf{C}} \cap \operatorname{Gr}(2,6), \quad\left(Q_{t}\right)_{\mathbf{C}} \cap \mathrm{Gr}(2,6)
$$

are empty.

Proof. By Proposition A.8, the intersection $\Gamma=\operatorname{Gr}(2,6) \cap \mathrm{NS}(X)_{\mathbf{C}}$ is supported on a finite set of points, and it suffices to show that the basepoints of the families $\left\{C_{t}\right\}$ and $\left\{Q_{t}\right\}$ do not intersect $\Gamma$ over $\mathbf{C}$. We claim that (in each case) the only basepoints are $[1,0,0]$ and $[0,0,1]$. The lemma follows, since both points correspond to forms of rank 6. For the duration of the proof, we write $C_{t}$ and $Q_{t}$ to refer to the complex fibers $\left(C_{t}\right)_{\mathbf{C}}$ and $\left(Q_{t}\right)_{\mathbf{C}}$, respectively.

We begin with the conic case. Suppose that $[a, b, c]$ is a point which is contained in $C_{t}$ for all $t \in \mathbf{Z}$. Let $D \subset \mathbf{P}_{\mathbf{C}}^{2}$ be the standard conic, defined as the image of the map $\mathbf{P}_{\mathbf{C}}^{1} \rightarrow \mathbf{P}_{\mathbf{C}}^{2}$ given by

$$
[x, y] \mapsto\left[x^{2}, x y, y^{2}\right] .
$$

For a general choice of $t \in \mathbf{C}$, there is a linear change of coordinates $L_{t}: \mathbf{P}_{\mathbf{C}}^{2} \rightarrow \mathbf{P}_{\mathbf{C}}^{2}$ carrying $C_{t}$ to $D$, given by

$$
[x, y, z] \mapsto\left[\left(t^{4}+n t\right)^{-1} \cdot x,-t^{-2} y, z\right]
$$

It follows that $L_{t}([a, b, c])$ lies on $D$ for generic $t$, so we obtain a family of points

$$
p_{t}=\left[\left(t^{4}+n t\right)^{-1} a,-t^{-2} b, c\right]
$$

contained in $D$, for almost all $t \in \mathbf{C}$.
If both $a, b \neq 0$, then the Zariski closure of $\left\{p_{t}\right\}$ is positive-dimensional, contained in $D$, and is given by the set

$$
Z=\left\{\left[s^{4} t a,-\left(s^{2} t^{3}+n s^{5}\right) b, t\left(t^{4}+n s^{3} t\right) c\right]\right\}, \quad[s, t] \in \mathbf{P}^{1}
$$

Setting $t=0$, we see that $Z$ contains the point $[0, n b, 0]$. But $[0, n b, 0]$ is not contained in $D$, contradicting our assumption that both $a, b \neq 0$. Therefore, either $a$ or $b$ is 0 ; from the formula for the curves $C_{t}$ which contain $[a, b, c]$ by assumption, only $[1,0,0]$ and $[0,0,1]$ are possible. This concludes the conic case.

We now turn to the quartic case. Arguing as above, let $[a, b, c]$ be a basepoint, and for generic $t$ let $L_{t}: \mathbf{P}_{\mathbf{C}}^{2} \rightarrow \mathbf{P}_{\mathbf{C}}^{2}$ be the linear change of coordinates

$$
[x, y, z] \mapsto\left[x,-t^{-1} y, t^{-2} z\right]
$$

which carries $Q_{t}$ onto $Q_{-1}=\left\{\left[x^{4}+n x y^{3}, x^{2} y^{2}, y^{4}\right]\right\}$. Clearing denominators, one sees that the Zariski closure of the points $\left\{q_{t}=L_{t}([a, b, c])\right\}$ is given by

$$
W=\left\{\left[a t^{2},-b s t, c s^{2}\right]\right\}, \quad[s, t] \in \mathbf{P}^{1}
$$

There are three possible cases:
(1) If $a, b, c \neq 0$, then $W$ is a conic which is not contained in $Q_{-1}$, so this case cannot occur.
(2) If exactly one of $a, b, c$ is 0 , then $W$ is a line. But we claim that $Q_{-1}$ does not contain a line, so this case cannot occur. Since $Q_{-1}$ is irreducible (as it is the image of a map from $\mathbf{P}^{1}$ ), it is enough to show that $Q_{-1}$ is not supported on a line. But the intersection $Q_{-1} \cap\{y=z\}$ contains at least the points $[1+n, 1,1]$ and $[1-n, 1,1]$, which are distinct since we have assumed that $n>1$.
(3) The case $[a, b, c]=[0,1,0]$ cannot occur, since $[0,1,0]$ is not contained in $Q_{t}$ for any $t$. The only remaining possibilities are $[a, b, c]=[1,0,0]$ or $[0,0,1]$.

We are now in a position to complete the proof of Proposition A.17. Some care is needed in the proof to ensure that one may take $k$ to be arbitrarily large with respect to $A$.

Proof of Proposition A.17. By Lemma A.22, we may suppose that $\mathrm{rk}_{\mathbf{z}}\left\langle u^{2} / 2, u \cdot H, H^{2} / 2\right\rangle=3$. From Lemma A.27, we may choose an integer $k_{0}$ such the intersection

$$
\left(Q_{n^{k_{0}}}\right)_{\mathbf{C}} \cap \operatorname{Gr}(2,6)
$$

is empty. From Remark A. 20 , the set $\mathcal{P}\left(Q_{n^{k_{0}}}\right)$ is finite.
Let $A_{0}$ be the product of the primes in $\mathcal{P}\left(Q_{n^{k_{0}}}\right) \cup \mathcal{P}_{0}$ which do not divide $n$. By Lemma A.27, we may choose a power $A$ of $A_{0}$ such that the intersection

$$
\left(C_{A}\right)_{\mathbf{C}} \cap \operatorname{Gr}(2,6)
$$

is empty. Again from Remark A.20, $\mathcal{P}\left(C_{A}\right)$ is finite.
The class

$$
\begin{aligned}
z & =\frac{1}{2}\left(A^{2} u-n^{k_{0}} H\right)^{2}+\frac{1}{2} n A \cdot u^{2} \\
& =\left(A^{4}+n A\right) \cdot \frac{u^{2}}{2}-n^{k_{0}} A^{2} \cdot u H+n^{2 k_{0}} \cdot \frac{H^{2}}{2}
\end{aligned}
$$

lies in the intersection of $C_{A}(\mathbf{Z})$ and $Q_{n^{k}}(\mathbf{Z})$. An identical calculation as in Lemma A. 22 shows that $z$ is of type $(1,1, d)$ for some $d>1$. However, it is not clear that we can take $k_{0}$ to be sufficiently large with respect to $A$.

To remedy this, let $\mathcal{P}^{\prime}$ be the set of primes in $\mathcal{P}_{0} \cup \mathcal{P}\left(C_{A}\right)$ which do not divide $n$, and let $\epsilon$ be any integer such that

$$
n^{\epsilon} \equiv 1 \quad \bmod p
$$

for any $p \in \mathcal{P}^{\prime}$. Then the class

$$
z^{\prime}=\frac{1}{2}\left(A^{4}+n A\right) u^{2}-n^{k_{0}+\epsilon} A^{2} \cdot u H+\frac{1}{2} n^{2 k_{0}+2 \epsilon} \cdot H^{2}
$$

lies in $C_{A}(\mathbf{Z})$, and

$$
z^{\prime} \equiv z \quad \bmod p
$$

for any $p \in \mathcal{P}^{\prime}$. In particular, $z^{\prime}$ satisfies the assumptions of Lemma A.21, so $z^{\prime}$ is of type $\left(1,1, d^{\prime}\right)$ for some $d^{\prime}>0$. Since $\epsilon$ may be arbitrarily large, we can arrange for $k=k_{0}+\epsilon$ to be arbitrarily large with respect to $A$.

## Part VI. Complements

Throughout Part VI, we work over the complex numbers.

## 22. Applications to the integral Hodge conjecture

In this section, we prove Theorem 1.10 from the introduction, concerning the Voisin group of a twisted Calabi-Yau threefold. Using Corollary 1.11 from the introduction, we also construct an example of a Severi-Brauer variety $P$ for which the integral Hodge conjecture holds for $\mathrm{D}_{\text {perf }}(P)$ but fails for $P$.
22.1. The twisted Atiyah-Hirzebruch spectral sequence. To prove Theorem 1.10, we need to compute $\mathrm{K}_{0}^{\mathrm{top}}(X, \alpha)$ when $\alpha$ is not necessarily topologically trivial. This is done using the twisted Atiyah-Hirzebruch spectral sequence [AS04].

In the following lemma, we write

$$
\mathbf{Z}(q / 2)=\left\{\begin{array}{lll}
\mathbf{Z} & q \equiv 0 & \bmod 2  \tag{22.1}\\
0 & q \equiv 1 & \bmod 2
\end{array}\right.
$$

Succinctly, $\mathbf{Z}(q / 2)=\mathrm{K}_{-q}^{\mathrm{top}}(\mathrm{pt})$.
Lemma 22.1 (Twisted Atiyah-Hirzebruch). Let $X$ be a smooth quasiprojective complex variety, with $\alpha \in \operatorname{Br}(X)$. There is a strongly convergent spectral sequence

$$
\begin{equation*}
\mathrm{E}_{2}^{p, q}=\mathrm{H}^{p}(X, \mathbf{Z}(q / 2)) \Longrightarrow \mathrm{K}_{-p-q}^{\mathrm{top}}(X, \alpha), \tag{22.2}
\end{equation*}
$$

satisfying the following properties:
(1) The differentials are torsion.
(2) If $X$ is projective, the resulting filtration of $\mathrm{K}_{-i}^{\mathrm{top}}(X, \alpha)$ is a filtration by pure Hodge substructures of weight $i$.

Proof. Since $X$ is quasi-projective, we may choose a Severi-Brauer variety $\pi: P \rightarrow X$ of class $\alpha$. The spectral sequence (22.2) is constructed in [AW14] as the descent spectral sequence for the sheaf of spectra $\mathrm{K}^{\operatorname{top}}((X, \alpha) / X)$, which is the relative topological $K$-theory discussed in §5.3.

From Bernardara's decomposition (Lemma 4.3), there is a direct sum decomposition

$$
\mathrm{K}^{\mathrm{top}}(P / X)=\mathrm{K}^{\mathrm{top}}(X / X) \oplus \mathrm{K}^{\operatorname{top}}((X, \alpha) / X) \oplus \cdots
$$

for the sheaf of spectra $\mathrm{K}^{\operatorname{top}}(P / X)$ [Mou19, Theorem 1.3]. Then (22.2) is a summand of the descent spectral sequence

$$
\begin{equation*}
\mathrm{E}_{2}^{p, q}=\mathrm{H}^{p}\left(X, \mathrm{~K}_{-q}^{\mathrm{top}}(P / X)\right) \Longrightarrow \mathrm{K}_{-p-q}^{\mathrm{top}}(P) \tag{22.3}
\end{equation*}
$$

for $\mathrm{K}^{\mathrm{top}}(P / X)$, so it suffices to show that (22.3) has torsion differentials and is a spectral sequence of Hodge structures. This is a general fact, as discussed in Remark 22.2 below.

Remark 22.2. Let $\pi: Y \rightarrow X$ be a smooth, projective morphism of complex varieties. The descent spectral sequence for $\mathrm{K}^{\mathrm{top}}(Y / X)$ takes the form

$$
\begin{equation*}
\mathrm{E}_{2}^{p, q}=\mathrm{H}^{p}\left(X, \mathrm{~K}_{-q}^{\mathrm{top}}(Y / X)\right) \Longrightarrow \mathrm{K}_{-p-q}^{\mathrm{top}}(Y) . \tag{22.4}
\end{equation*}
$$

Then (22.4) has torsion differentials and is a spectral sequence of Hodge structures.

Indeed, the Chern character induces an isomorphism of generalized cohomology theories

$$
\begin{equation*}
\mathrm{ch}: \mathrm{K}_{-q}^{\mathrm{top}}(-) \otimes \mathbf{Q} \simeq \mathrm{H}^{2 *+q}(-, \mathbf{Q}) \tag{22.5}
\end{equation*}
$$

as in [AH61, §2.4]. Then (22.5) induces an isomorphism between (22.4) tensored with $\mathbf{Q}$ and the descent spectral sequence for $\mathrm{H}^{2 *+q}(-, \mathbf{Q})$ :

$$
\begin{equation*}
\mathrm{E}_{2}^{p, q}=\mathrm{H}^{p}\left(X, \mathrm{R}^{2 *+q} f_{*} \mathbf{Q}\right) \Longrightarrow \mathrm{H}^{2 *+p+q}(Y, \mathbf{Q}) \tag{22.6}
\end{equation*}
$$

In fact, (22.6) is a direct sum of vertical shifts of the usual Leray spectral sequence

$$
\begin{equation*}
\mathrm{E}_{2}^{p, q}=\mathrm{H}^{p}\left(X, \mathrm{R}^{q} f_{*} \mathbf{Q}\right) \Longrightarrow \mathrm{H}^{p+q}(Y, \mathbf{Q}), \tag{22.7}
\end{equation*}
$$

Then (22.7) degenerates by a classical result of Deligne [Del68], and the filtration from the Leray spectral sequence (22.7) is a filtration by mixed Hodge substructures [Ara05], which are pure if $X$ is proper. Unwinding the identifications, we get that the differentials of (22.4) are torsion and the resulting filtration is by Hodge substructures (as the Hodge structures on $\mathrm{K}_{-q}^{\mathrm{top}}(Y)$ correspond to those on $\mathrm{H}^{2 *+q}(Y, \mathbf{Q})$ under the Chern character $)$.
Lemma 22.3. Let $X$ be a smooth projective complex variety over $\mathbf{C}$ with $\alpha \in \operatorname{Br}(X)$. Let $E$ be a torsion-free $\left.\alpha\right|_{Z \text {-twisted coherent sheaf on an integral closed subscheme } i: Z \rightarrow X \text { of }}$ codimension $c$. Then the leading term of $\left[i_{*} E\right] \in \mathrm{K}_{0}^{\mathrm{top}}(X)$ is the image of $\operatorname{rk}(E)[Z]$ in $\mathrm{E}_{\infty}^{2 c, 0}$.
Proof. The leading term of $i_{*} E$ lies in the kernel of the pullback map

$$
\begin{equation*}
\mathrm{H}^{2 c}(X, \mathbf{Z}) \rightarrow \mathrm{H}^{2 c}(X-Z, \mathbf{Z}), \tag{22.8}
\end{equation*}
$$

which is generated by the cycle class $[Z]\left[\right.$ Voi02, §11.1.2]. Therefore, the leading term of $i_{*} E$ is of the form $m[Z]$ for some $m \in \mathbf{Z}$. To check that $m=\operatorname{rk}(E)$, we reduce to the case $\alpha=0$ by pulling back along a morphism $f: Y \rightarrow X$ from a smooth projective variety $Y$ such that $f^{*} \alpha=0$, e.g., a Severi-Brauer variety of class $\alpha$.

When $\alpha=0$, the desired claim is that the leading term of $\left[i_{*} E\right] \in \mathrm{K}_{0}^{\mathrm{top}}(X)$ is $\operatorname{rk}(E)[Z]$, for the filtration on $\mathrm{K}_{0}^{\mathrm{top}}(X)$ obtained from the Atiyah-Hirzebruch spectral sequence

$$
\mathrm{H}^{p}(X, \mathbf{Z}(q / 2)) \Longrightarrow \mathrm{K}_{-p-q}^{\mathrm{top}}(X) .
$$

After tensoring with $\mathbf{Q}$, the Chern character induces an isomorphism between the spectral sequence for $\mathrm{K}_{*}^{\mathrm{top}}(-) \otimes \mathbf{Q}$ and the spectral sequence for $\mathrm{H}^{*}(-, \mathbf{Q})([A H 61, \S 2.4]$, or Remark 22.2 for the relative situation). The isomorphism identifies the leading term of $\left[i_{*} E\right]$ with the leading term of $\operatorname{ch}(E)$.

Lemma 22.4. Let $X$ be a smooth projective complex threefold, and let $\mathrm{F}^{\bullet}$ be the double-speed filtration on $\mathrm{K}_{0}^{\mathrm{top}}(X, \alpha)$ from the Atiyah-Hirzebruch spectral sequence (22.2). Then

$$
\begin{aligned}
& \operatorname{gr}_{\mathrm{F}}^{0}=\operatorname{ind}(\bar{\alpha}) \cdot \mathbf{Z} \subset \mathrm{H}^{0}(X, \mathbf{Z}) \\
& \operatorname{gr}_{\mathrm{F}}^{1}=\operatorname{ker}\left(-\cup \bar{\alpha}: \mathrm{H}^{2}(X, \mathbf{Z}) \rightarrow \mathrm{H}^{5}(X, \mathbf{Z})\right) \\
& \operatorname{gr}_{\mathrm{F}}^{2}=\mathrm{H}^{4}(X, \mathbf{Z}) /\left\langle\mathrm{H}^{1}(X, \mathbf{Z}) \cup \bar{\alpha}\right\rangle \\
& \operatorname{gr}_{\mathrm{F}}^{3}=\mathrm{H}^{6}(X, \mathbf{Z}) .
\end{aligned}
$$

Here, $\bar{\alpha} \in \mathrm{H}^{3}(X, \mathbf{Z})_{\text {tors }}$ is the topological Brauer class associated to $\alpha$, and $\operatorname{ind}(\bar{\alpha})$ is its (topological) index.
Proof. Up to periodicity (i.e., vertical shift), the only nonzero differentials which contribute to $\mathrm{K}_{0}^{\mathrm{top}}(X, \alpha)$ are:

- $d_{3}^{0,0}$ and $d_{5}^{0,0}$, which determine $\operatorname{gr}_{\mathrm{F}}^{0}$;
- $d_{3}^{2,0}$, which determines $\operatorname{gr}_{\mathrm{F}}^{1}$;
- $d_{3}^{1,0}$, which determines $\operatorname{gr}_{\mathrm{F}}^{2}$.

The description of $\operatorname{gr}_{\mathrm{F}}^{0}$ is [AW14, Lemma 2.23], which says that $\operatorname{ind}(\bar{\alpha})$ is the generator of $\mathrm{E}_{\infty}^{0,0} \subset \mathrm{H}^{0}(X, \mathbf{Z})$, i.e., the product of the orders of the differentials originating at $\mathrm{E}^{0,0}$.

For $\operatorname{gr}_{\mathrm{F}}^{1}$, we invoke a formula for $d_{3}$ due to Atiyah and Segal [AS06, §4]:

$$
\begin{equation*}
d_{3}(x)=\left(\beta \circ \mathrm{Sq}^{2}\right)(\bar{x})-\bar{\alpha} \cup x, \tag{22.9}
\end{equation*}
$$

Here, $\bar{x}$ is reduction of $x \bmod 2, \mathrm{Sq}^{2}$ is the Steenrod square (whose definition and basic properties may be found in [Hat02, §4.L], for instance), and $\beta: \mathrm{H}^{*}(X, \mathbf{Z} / 2) \rightarrow \mathrm{H}^{*+1}(X, \mathbf{Z})$ is the mod 2 Bockstein, i.e., the connecting homomorphism in cohomology coming from the sequence

$$
0 \longrightarrow \mathbf{Z} \xrightarrow{.2} \mathbf{Z} \longrightarrow \mathbf{Z} / 2 \longrightarrow 0 .
$$

In degree 2 cohomology, $\mathrm{Sq}^{2}$ sends $\bar{x} \in \mathrm{H}^{2}(X, \mathbf{Z} / 2)$ to $\bar{x} \cup \bar{x} \in \mathrm{H}^{4}(X, \mathbf{Z} / n)$. If $\bar{x}$ is the reduction mod 2 of some integral class $x \in \mathrm{H}^{2}(X, \mathbf{Z})$, then $\bar{x} \cup \bar{x}$ is the reduction $\bmod 2$ of $x \cup x \in \mathrm{H}^{4}(X, \mathbf{Z})$, hence is killed by the Bockstein. In other words,

$$
d_{3}(x)=\beta(\bar{x} \cup \bar{x})-\bar{\alpha} \cup x=0-\bar{\alpha} \cup x,
$$

as needed.
We using the same description of $d_{3}$ to calculate the image of $d_{3}: \mathrm{H}^{1}(X, \mathbf{Z}) \rightarrow \mathrm{H}^{3}(X, \mathbf{Z})$. It is a general fact that $\mathrm{Sq}^{2}$ vanishes on $\mathrm{H}^{<2}(X, \mathbf{Z} / 2)$, so $d_{3}^{0,1}$ is again given by cup-product with $\bar{\alpha}$.

Given a nonzero class $v \in \mathrm{~K}_{0}^{\mathrm{top}}(X, \alpha)$, the leading term of $v$ is the image of $v$ in $\operatorname{gr}_{\mathrm{F}}^{i}$, for $i$ the least integer such that $v$ does not lie in $\mathrm{F}^{i+1}$. If $v$ is nonzero, then the leading term of $v$ is nonzero. From Lemma 22.1, $\mathrm{F}^{\bullet}$ is a filtration by Hodge substructures, so if $v$ is Hodge, then the leading term of $v$ is Hodge.
22.2. Proof of Theorem 1.10. We freely use Lemma 22.4 and Lemma 22.3 throughout. Theorem 1.10 is equivalent to the statement that any Hodge class $v$ in $\mathrm{F}^{1} \mathrm{~K}_{0}^{\mathrm{top}}(X, \alpha)$, i.e. any class $v \in \operatorname{Hdg}(X, \alpha, \mathbf{Z})$ of rank 0 , is algebraic. Indeed, the rank map induces a surjection

$$
\mathrm{V}(X, \alpha)=\frac{\operatorname{Hdg}(X, \alpha, \mathbf{Z})}{\mathrm{K}_{0}(X, \alpha)} \rightarrow \frac{\operatorname{ind}_{\mathrm{Hdg}}(\alpha) \cdot \mathbf{Z}}{\operatorname{ind}(\alpha) \cdot \mathbf{Z}}
$$

whose kernel is precisely the subgroup of rank 0 Hodge classes in $\mathrm{K}_{0}^{\mathrm{top}}(X, \alpha)$ modulo the algebraic classes of rank 0 .

We proceed by induction on the degree of the leading term of $v$. If the leading term lies in $\operatorname{gr}^{3}{ }_{\mathrm{F}}^{3}$, then $v$ is a multiple of the class of a (twisted) skyscraper sheaf, so $v$ is algebraic.

Suppose that the leading term, say $y$, lies in $\operatorname{gr}_{\mathrm{F}}^{2} \simeq \mathrm{H}^{4}(X, \mathbf{Z}) /\left\langle\mathrm{H}^{1}(X, \mathbf{Z}) \cup \bar{\alpha}\right\rangle$. From the integral Hodge conjecture for $X$ [Tot21], $y$ is the image of a $\mathbf{Z}$-linear combination of cycle classes of curves in $\mathrm{H}^{4}(X, \mathbf{Z})$. It suffices to show that for each integral curve $C \subset X$, there is an algebraic class in $\mathrm{K}_{0}^{\mathrm{top}}(X, \alpha)$ with leading term $[C]$. The pullback of the Brauer class $\alpha$ to the function field of $C$ is trivial. If $M$ is the coherent extension to $X$ of an $\left.\alpha\right|_{C}$-twisted line bundle on an open subscheme of $C$, then the leading term of $[M]$ is $[C]$.

The only remaining case is when the leading term, say $x$, lies in $\operatorname{gr}_{\mathrm{F}}^{1} \subset \mathrm{H}^{2}(X, \mathbf{Z})$. First, let $|H|$ be a very ample linear system on $X$, and consider the case when $x=n[H]$, where $n=\operatorname{per}(\alpha)$. If $S \in|H|$ is a smooth surface, then the restriction of $\alpha$ to $S$ has period at most $n$, so the index of $\left.\alpha\right|_{S}$ is at most $n$ by de Jong's theorem [dJ04]. Therefore, there exists an $\left.\alpha\right|_{S}$-twisted sheaf $E$ on $S$ of rank $n$, and the pushforward of $E$ to $X$ gives an algebraic class of leading term $n[H]$.

Now we treat the general case when $x \in \operatorname{gr}_{\mathrm{F}}^{1}$. From the previous paragraph, we may replace $x$ with $x+n\left[H^{\prime}\right]$, for $H^{\prime}$ a very ample divisor. For instance, we may assume that $x=[H]$, for $H$ an ample divisor. Again from the previous paragraph, it suffices to show that there is an integer $m$, relatively prime to $n$, and an algebraic class of leading term $m[H]$. By Lemma 22.5 below, we may choose $m$ so that the following holds:

Lemma 22.5 ([Tot21, Proposition 5.3]). For $m \gg 0$ and $S_{0} \in|m H|$ a very general smooth surface, there is a nonempty open cone $\mathrm{C} \subset \mathrm{H}^{2}\left(S_{0}, \mathbf{R}\right)_{\text {van }}$ such that the following holds: every element of $\mathrm{H}^{2}\left(S_{0}, \mathbf{Z}\right)_{\text {van }}$ whose image in $\mathrm{H}^{2}\left(S_{0}, \mathbf{R}\right)_{\text {van }}$ lies in C becomes a Hodge class after parallel transport to a smooth surface $S_{t} \in|m H|$. Here, $\mathrm{H}^{2}\left(S_{0}, \mathbf{Z}\right)_{\text {van }}$ denotes the kernel of the Gysin map $\mathrm{H}^{2}\left(S_{0}, \mathbf{Z}\right) \rightarrow \mathrm{H}^{4}(X, \mathbf{Z})$ (and similarly for $\mathbf{R}$-coefficients).

We choose $m$ and $S_{0}$ such that $m$ is relatively prime to $n$ and Lemma 22.5 applies. We may assume further that $S_{0}$ has minimal Picard rank among surfaces in $|m H|$. Let $\alpha_{0}$ be the restriction of $\alpha$ to $S_{0}$.

We claim that $\alpha_{0}$ is topologically trivial. To prove the claim, let $\bar{\alpha} \in H^{3}(X, \mathbf{Z})$ be the topological part of $\alpha$. Observe that $\bar{\alpha} \cup\left[S_{0}\right]=0$, by our description of $\operatorname{gr}_{\mathrm{F}}^{1}$ as the kernel of $-\cup \bar{\alpha}$ in $\mathrm{H}^{2}(X, \mathbf{Z})$. On the other hand, the Gysin map

$$
\iota_{*}: \mathrm{H}^{3}\left(S_{0}, \mathbf{Z}\right) \rightarrow \mathrm{H}^{5}(X, \mathbf{Z}), \quad \iota: S_{0} \rightarrow X
$$

is an isomorphism by Lefschetz's hyperplane theorem, and $\iota_{*} \iota^{*} \bar{\alpha}=\bar{\alpha} \cup\left[S_{0}\right]$.
Lemma 22.6. There is a short exact sequence

$$
\begin{equation*}
0 \longrightarrow \mathrm{H}^{2}\left(S_{0}, \mathbf{Z}\right)_{\mathrm{van}} \longrightarrow \mathrm{~K}_{0}^{\mathrm{top}}\left(S_{0}, \alpha_{0}\right) \xrightarrow{\iota_{*}} M \longrightarrow 0, \tag{22.10}
\end{equation*}
$$

where $M \subset \mathrm{~K}_{0}^{\mathrm{top}}(X, \alpha)$ is the subgroup of elements whose leading term is a multiple of $\left[S_{0}\right]$.
Proof. The map $\iota_{*}: \mathrm{K}_{0}^{\mathrm{top}}\left(S_{0}, \alpha_{0}\right) \rightarrow M$ sends $\mathrm{F}^{i}$ to $\mathrm{F}^{i+1}$, where F denotes the twisted AtiyahHirzebruch filtration on both sides. The lemma follows from considering the induced morphisms of associated graded pieces:

$$
\begin{aligned}
& \mathrm{H}^{0}\left(S_{0}, \mathbf{Z}\right) \rightarrow \mathbf{Z} \cdot\left[S_{0}\right] \\
& \mathrm{H}^{2}\left(S_{0}, \mathbf{Z}\right) \rightarrow \mathrm{H}^{4}(X, \mathbf{Z}) \\
& \mathrm{H}^{4}\left(S_{0}, \mathbf{Z}\right) \rightarrow \mathrm{H}^{6}(X, \mathbf{Z})
\end{aligned}
$$

Note that the first line is an isomorphism since $\alpha_{0}$ is topologically trivial.
Let $w$ be a Hodge class with leading term $\left[S_{0}\right]$. Since the integral Hodge conjecture holds for twisted surfaces such as $\left(S_{0}, \alpha_{0}\right)$ [Hot22], it suffices to show that there is a Hodge class in $\mathrm{K}_{0}^{\mathrm{top}}\left(S_{0}, \alpha_{0}\right)$ mapping to $w$, up to deforming $S_{0}$ in $|m H|$. We may choose:

- A Hodge class $w^{\prime} \in \mathrm{K}_{0}^{\mathrm{top}}\left(S_{0}, \alpha_{0}\right) \otimes \mathbf{Q}$ mapping to $w$. Indeed, the pushforward map $\iota_{*}: \mathrm{K}_{0}^{\mathrm{top}}\left(S_{0}, \alpha_{0}\right) \rightarrow \mathrm{K}_{0}^{\mathrm{top}}(X, \alpha)$ is a morphism of Hodge structures, hence (its complexification) is strict for the Hodge filtrations. Since $S_{0}$ has minimal Picard rank among surfaces in $|m H|$ by assumption, any parallel transport of $w^{\prime}$ is of Hodge type.
- An integral class $w^{\prime \prime} \in \mathrm{K}_{0}^{\mathrm{top}}\left(S_{0}, \alpha_{0}\right)$ mapping to $w$. Indeed, $w^{\prime \prime}$ exists by Lemma 22.6. Then the leading term of $w^{\prime}-w^{\prime \prime}$ lies in $\mathrm{H}^{2}\left(S_{0}, \mathbf{Q}\right)_{\text {van }}$. By Lemma 22.5 , there exists a surface $S_{t}$ in $|m H|$ such that a parallel transport of $w^{\prime}-w^{\prime \prime}$ is of Hodge type. It follows that a parallel transport of $w^{\prime \prime}$ is a Hodge class in $\mathrm{K}_{0}^{\mathrm{top}}\left(S_{t}, \alpha_{t}\right)$ of rank 1 , as needed.
22.3. Computing the Hodge-theoretic index. In the case of abelian varieties, it is not difficult to compute the Hodge-theoretic index explicitly. For simplicity, we stick to the case of abelian threefolds.

Lemma 22.7. Let $X$ be an abelian threefold, and let $B \in H^{2}(X, \mathbf{Q}(1))$. Then the Hodgetheoretic index of $\alpha=\exp (B) \in \operatorname{Br}(X)$ is the least positive integer $N$ such that there exist $H_{1} \in \operatorname{NS}(X)_{\mathbf{Q}}$ and $H_{2} \in \operatorname{Hdg}^{4}(X, \mathbf{Q})$ with

$$
\begin{align*}
& N \cdot B-H_{1} \equiv 0 \quad \bmod \mathrm{H}^{2}(X, \mathbf{Z}),  \tag{22.11}\\
& N \cdot \frac{1}{2} B^{2}-B \cdot H_{1}+H_{2} \equiv 0 \quad \bmod \mathrm{H}^{4}(X, \mathbf{Z}) . \tag{22.12}
\end{align*}
$$

Proof. According to Lemma 18.5, a rank $r$ Hodge class in $\mathrm{K}_{0}^{\mathrm{top}}(X, \alpha)$ corresponds to an element $(r, x, y, z) \in \mathrm{H}^{\mathrm{ev}}(X, \mathbf{Z})$ with

$$
\exp (B) \cdot(r, x, y, z)=\left(r, r \cdot B+x, r \cdot \frac{1}{2} B^{2}+B \cdot x+y, \ldots\right)
$$

of Hodge type in each degree. We set $H_{1}=r \cdot B+x$ and

$$
\begin{aligned}
H_{2} & =r \cdot \frac{1}{2} B^{2}+B \cdot x+y \\
& =r \cdot \frac{1}{2} B^{2}+B\left(H_{1}-r \cdot B\right)+y \\
& =-r \cdot \frac{1}{2} B^{2}+B \cdot H_{1}+y .
\end{aligned}
$$

We see that $r$ satisfies the assumptions of $N$ in the lemma. This implies that $N \leq \operatorname{ind}_{H d g}(\alpha)$.
On the other hand, given $N, H_{1}$, and $H_{2}$ as in the statement, we set

$$
x=-N \cdot B+H_{1}, \quad y=N \cdot \frac{1}{2} B^{2}-B \cdot H_{1}+H_{2}
$$

Then it is easy to see that $(N, x, y, 0) \in \mathrm{H}^{\mathrm{ev}}(X, \mathbf{Z})$ has the property that $\exp (B) \cdot(N, x, y, 0)$ is of Hodge type in each degree, and hence corresponds to a rank $N$ Hodge class in $\mathrm{K}_{0}^{\mathrm{top}}(X, \alpha)$. We conclude $\operatorname{ind}_{\text {Hdg }}(\alpha) \leq N$.
22.4. A pathology. In this section, we observe that there are Severi-Brauer varieties $P$ over the product of three elliptic curves such that the integral Hodge conjecture holds in topological $K$-theory, but fails in integral cohomology.

Example 22.8 (Gabber). Let $E_{1}, E_{2}, E_{3}$ be pairwise non-isogenous elliptic curves. Choose integral bases

$$
\begin{aligned}
\mathrm{H}^{1}\left(E_{1}, \mathbf{Z}\right) & =\left\langle x_{1}, x_{2}\right\rangle \\
\mathrm{H}^{1}\left(E_{2}, \mathbf{Z}\right) & =\left\langle y_{1}, y_{2}\right\rangle \\
\mathrm{H}^{1}\left(E_{3}, \mathbf{Z}\right) & =\left\langle z_{1}, z_{2}\right\rangle .
\end{aligned}
$$

Let $X=E_{1} \times E_{2} \times E_{3}$, for any prime $\ell$ let

$$
B=\frac{1}{\ell}\left(x_{1} \wedge z_{1}+y_{1} \wedge z_{2}\right) \in \mathrm{H}^{2}(X, \mathbf{Q})
$$

and let $\alpha=\exp (2 \pi i \cdot B) \in \operatorname{Br}(X)[\ell]$. Then it is straightforward to compute using Lemma 22.7 that $\operatorname{ind}_{\mathrm{Hdg}}(\alpha)=\ell^{2}$. Since $\operatorname{ind}_{\mathrm{Hdg}}(\alpha)$ divides ind $(\alpha)$ and it is easy to see that $\operatorname{ind}(\alpha)$ divides $\ell^{2}$ (Lemma 23.3), we find that ind $(\alpha)=\ell^{2}$, which recovers a result of Gabber [CT02]. Let us also note that there exists a Severi-Brauer variety $P \rightarrow X$ of class $\alpha$ and relative dimension $\ell^{2}-1$, since $\alpha$ is the class of the product of two degree $\ell$ cyclic algebras; cf. [dJP22, Proposition 5.19], which also gives a slightly different argument for the equality $\operatorname{ind}(\alpha)=\ell^{2}$.

Corollary 22.9. There exists a Severi-Brauer variety $P \rightarrow X$ of relative dimension 3 over a product of elliptic curves $X=E_{1} \times E_{2} \times E_{3}$ such that the following hold:
(1) The integral Hodge conjecture fails in $\mathrm{H}^{6}(P, \mathbf{Z})$.
(2) The integral Hodge conjecture holds in $\mathrm{K}_{0}^{\mathrm{top}}(P)$.

Proof. We adopt the situation of Example 22.8 for $\ell=2$, and choose a Severi-Brauer variety $P \rightarrow X$ of class $\alpha$ and relative dimension 3 . Since $\operatorname{ind}_{\mathrm{Hdg}}(\alpha)=\ell^{2}$, we conclude that the integral Hodge conjecture holds for ( $X, \alpha$ ) by Corollary 1.11. Bernardara's decomposition [Ber09] has the shape

$$
\mathrm{D}_{\text {perf }}(P)=\left\langle\mathrm{D}_{\text {perf }}(X), \mathrm{D}_{\text {perf }}(X, \alpha), \mathrm{D}_{\text {perf }}(X), \mathrm{D}_{\text {perf }}(X, \alpha)\right\rangle,
$$

where we have omitted the functors giving the admissible embeddings. It follows that the integral Hodge conjecture holds for $\mathrm{D}_{\text {perf }}(P)$, since the integral Hodge conjecture for categories is compatible with semiorthogonal decompositions [Per22, Lemma 5.20]. On the other hand, by [Hot22, Theorem 6.1], the integral Hodge conjecture fails in $\mathrm{H}^{6}(P, \mathbf{Z})$.

## 23. Symbol Length

In this section, we describe symbol length bounds for Brauer classes on abelian varieties, and give an example (Example 23.4) to show that they are not sufficient to prove Theorem 17.1.

Definition 23.1. Let $X$ be an abelian variety of dimension $g$.
(1) Given $\theta \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{n}\right)$, we define $\ell(\theta)$ to be the least integer such that $\theta$ may be written

$$
\begin{equation*}
\theta=x_{1} \wedge y_{1}+\cdots+x_{\ell(\theta)} \wedge y_{\ell(\theta)} \tag{23.1}
\end{equation*}
$$

in $\mathrm{H}^{2}\left(X, \mu_{n}\right)$, with $x_{i}, y_{i} \in \mathrm{H}^{1}\left(X, \mu_{n}\right)$.
(2) Let $\alpha \in \operatorname{Br}(X)$ be a Brauer class of period $n$. We define the symbol length of $\alpha$ to be

$$
\ell(\alpha)=\min \left\{\ell(\theta): \theta \in \mathrm{H}^{2}\left(X, \mu_{n}\right), \theta \mapsto \alpha\right\} .
$$

Remark 23.2. Unlike the index, the symbol length of $\alpha \in \operatorname{Br}(X)$ defined above does not necessarily agree with the symbol length of the restriction of $\alpha$ to the function field $\mathbf{C}(X)$. For instance, if $X$ is a general abelian surface, then by direct calculation as in Example 23.4 below, one may write down Brauer classes $\alpha \in \operatorname{Br}(X)$ with symbol length 2 in the sense of Definition 23.1. According to a folklore conjecture, however, any Brauer class on the function field of a surface over an algebraically closed field has symbol length 1.
Lemma 23.3 (Symbol length bound). Let $X$ be an abelian variety of dimension $g$. For each $\alpha \in \operatorname{Br}(X)$ of period $n, \operatorname{ind}(\alpha) \mid n^{\ell(\alpha)}$. In particular, $\operatorname{ind}(\alpha) \mid n^{g}$.

Proof. One can kill $\alpha$ on an isogeny $\pi: X^{\prime} \rightarrow X$ of degree $n^{\ell(\alpha)}$ as follows: Take $\theta \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{n}\right)$ with $\ell(\alpha)=\ell(\theta)$. Then take $X^{\prime}$ to be the fiber product over $X$ of the $\boldsymbol{\mu}_{n}$-covers corresponding to $x_{1}, \ldots, x_{\ell(\theta)}$ in (23.1). Since $\pi^{*} \theta=0, \pi^{*} \alpha=0$.

The following example shows that symbol length bounds are not sufficient to prove Theorem 17.1.

Example 23.4. Let $(X, H)$ be a principally polarized abelian threefold of Picard rank 1. We write

$$
H=x_{1} \wedge y_{1}+x_{2} \wedge y_{2}+x_{3} \wedge y_{3}
$$

for $x_{i}, y_{i} \in \mathrm{H}^{1}(X, \mathbf{Z})$. Consider the Brauer class $\alpha$ of period 2 corresponding to the reduction $\bmod 2$ of

$$
b=x_{1} \wedge\left(y_{1}+y_{2}\right)+x_{2} \wedge\left(y_{1}+y_{3}\right)+x_{3} \wedge\left(y_{1}+y_{2}+y_{3}\right) .
$$

Note that

$$
b+H=x_{1} \wedge\left(2 y_{1}+y_{2}\right)+x_{2} \wedge\left(y_{1}+y_{2}+y_{3}\right)+x_{3} \wedge\left(y_{1}+y_{2}+2 y_{3}\right) .
$$

Then, writing $\bar{b}$ and $\bar{H}$ for the reductions mod 2 , we have

$$
\ell(\bar{b})=\ell(\bar{b}+\bar{H})=3 .
$$

Note that, since $X$ has Picard rank 1, the exact sequence (2.1) takes the form

$$
0 \rightarrow \mathbf{Z} / 2 \rightarrow \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{2}\right) \rightarrow \operatorname{Br}(X)[2] \rightarrow 0
$$

where $1 \in \mathbf{Z} / 2$ maps to $\bar{H} \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{2}\right)$ and $\bar{b} \in \mathrm{H}^{2}\left(X, \boldsymbol{\mu}_{2}\right)$ maps to $\alpha$. It follows that $\ell(\alpha)=3$.

## 24. Twisted Fourier-Mukai partners

In this section, we show that there are twisted abelian varieties such that $\mathrm{D}_{\text {perf }}(X, \alpha)$ is not equivalent to $\mathrm{D}_{\text {perf }}(Y)$ for a smooth proper variety $Y$.

To do so, we will consider a natural pairing on topological K-theory. In general, we recall from [Per19, Lemma 5.2] that for any proper C-linear category $\mathcal{C}$, there is a canonical a bilinear form

$$
\chi(-,-): \mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C}) \otimes \mathrm{K}_{0}^{\mathrm{top}}(\mathcal{C}) \rightarrow \mathbf{Z}
$$

called the (topological) Euler pairing. On algebraic K-theory, there is also an Euler pairing $\chi(-,-): \mathrm{K}_{0}(\mathcal{C}) \otimes \mathrm{K}_{0}(\mathcal{C}) \rightarrow \mathbf{Z}$ given on objects $E, F \in \mathcal{C}$ by

$$
\chi(E, F)=\sum_{i}(-1)^{i} \operatorname{dim} \operatorname{Ext}_{\mathbf{C}}^{i}(E, F),
$$

and the natural map $\mathrm{K}_{0}(\mathcal{C}) \rightarrow \mathrm{K}_{0}^{\text {top }}(\mathcal{C})$ preserves the Euler pairings. When $\mathcal{C}=\mathrm{D}_{\text {perf }}(X, \alpha)$ for a twisted variety with $\alpha$ topologically trivial, the Euler pairing can be described in terms
of pairings of Chern classes in singular cohomology. In the case of an abelian variety, this result takes the following form.

Lemma 24.1. Let $X$ be an abelian variety and $\alpha=\exp (2 \pi i \cdot B) \in \operatorname{Br}(X)$ for $B \in \mathrm{H}^{2}(X, \mathbf{Q})$. Then under the isomorphism $\varphi: \mathrm{K}^{\operatorname{top}}(X, \alpha) \rightarrow \widetilde{\mathrm{H}}(X, B ; \mathbf{Z})$ of Lemma 18.5(2), we have

$$
\chi(v, w)=\int_{X} \varphi(v)^{\vee} \varphi(w)
$$

where we have used the following notation: given $\gamma=\left(\gamma_{i}\right) \in \widetilde{\mathrm{H}}(X, B ; \mathbf{Z})$ with $\gamma_{i} \in \mathrm{H}^{2 i}(X, \mathbf{Z})$ we write $\gamma^{\vee}=\left((-1)^{i} \gamma_{i}\right) \in \widetilde{\mathrm{H}}(X, B ; \mathbf{Z})$.

Proof. By [Hot22, Corollary 4.14], this reduces to the case where $B=\alpha=0$. In this case, the formula reads

$$
\chi(v, w)=\int_{X} \operatorname{ch}(v)^{\vee} \operatorname{ch}(w),
$$

which holds by Hirzebruch-Riemann-Roch on $\mathrm{K}_{0}^{\mathrm{top}}(X)$ since the Todd class of $X$ is trivial.
Lemma 24.2. Let $X$ be a very general principally polarized abelian threefold. There exists a class $b \in \mathrm{H}^{2}(X, \mathbf{Z})$ and a prime $\ell$ such that for $\alpha=\exp \left(\frac{2 \pi i}{\ell} \cdot b\right) \in \operatorname{Br}(X)$, the restriction of the Euler pairing $\chi(-,-)$ to the subgroup $\operatorname{Hdg}(X, \alpha, \mathbf{Z}) \subset \mathrm{K}_{0}^{\mathrm{top}}(X, \alpha)$ is divisible by $\ell$.
Proof. We choose $(X, H), b$, and $\ell$ such that the following hold:
(1) $(X, H)$ is a polarized abelian threefold with $\mathrm{NS}(X)=\mathbf{Z} H$.
(2) The class $\alpha=\exp \left(\frac{2 \pi i}{\ell} \cdot b\right)$ has Hodge-theoretic index $\ell^{2}$.
(3) $b \cdot H$ is not congruent to an integral Hodge class modulo $\ell$.

We can choose $(X, H)$ and $b$ so that (1) holds and (2) holds for any $\ell$ by using the construction of Gabber described in Example 22.8 for a product of elliptic curves, and then passing to a general deformation of it to ensure that $X$ has Picard rank 1; alternatively, one can bypass considering the product of elliptic curves and argue directly as in Example 22.8 on a Picard rank 1 abelian threefold. For condition (3), note that $b \cdot H$ is not a Hodge class, since by the hard Lefschetz theorem $\cdot H: \mathrm{H}^{2}(X, \mathbf{Q}) \rightarrow \mathrm{H}^{4}(X, \mathbf{Q})$ is an isomorphism of Hodge structures and $b$ is not Hodge since $\alpha$ is nontrivial. Thus $b \cdot H$ has nonzero image $b^{\prime}$ in the torsion-free group $\mathrm{H}^{4}(X, \mathbf{Z}) / \operatorname{Hdg}^{4}(X, \mathbf{Z})$, and choosing any $\ell$ such that $b^{\prime}$ is not $\ell$-divisible suffices.

We will show that with the above choices, the restriction of the pairing $\chi(-,-)$ to the subgroup $\operatorname{Hdg}(X, \alpha, \mathbf{Z})$ is divisible by $\ell$. By Lemma 24.1, it is equivalent to prove that the pairing $(\gamma, \delta)=\int_{X} \gamma^{\vee} \delta$ on $\operatorname{Hdg}(\widetilde{\mathrm{H}}(X, B ; \mathbf{Z}))$ is divisible by $\ell$, where $B=b / \ell$. Let $\gamma=(r, x, y, z) \in \operatorname{Hdg}(\widetilde{\mathrm{H}}(X, B ; \mathbf{Z}))$. By condition (2), we have $\ell^{2} \mid r$. We claim that furthermore $\ell$ divides $x$ in $\mathrm{H}^{2}(X, \mathbf{Z})$, which directly implies the desired divisibility of the pairing on $\operatorname{Hdg}(\widetilde{\mathrm{H}}(X, B ; \mathbf{Z}))$.

Note that $\left(\ell^{2}, \ell \cdot b, \frac{1}{2} b^{2}, 0\right) \in \operatorname{Hdg}(\widetilde{\mathrm{H}}(X, B ; \mathbf{Z}))$ is a Hodge class with the claimed property, so by subtracting a suitable multiple of it from $\gamma$, we may suppose that $r=0$. Then the condition that $\gamma$ is Hodge shows that $x$ and $B \cdot x+y$ are Hodge. This implies $x=m H$ for an integer $m$ due to condition (1), and

$$
m b \cdot H+\ell y \in \operatorname{Hdg}^{4}(X, \mathbf{Z})
$$

By condition (3), this implies that $\ell \mid m$, as claimed.

Corollary 24.3. Let $(X, \alpha)$ be as in the statement of Lemma 24.2. Then $\mathrm{D}_{\mathrm{perf}}(X, \alpha)$ is not equivalent to $\mathrm{D}_{\text {perf }}(Y)$ for any smooth proper variety $Y$.
Proof. If $Y$ is a smooth proper variety, then the Euler form on the subgroup of Hodge classes $\operatorname{Hdg}(Y, \mathbf{Z}) \subset \mathrm{K}_{0}^{\text {top }}(Y)$ is primitive, since e.g. $\chi\left(\mathcal{O}_{Y}, \kappa(y)\right)=1$ for any skyscraper sheaf $\kappa(y)$.
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[^0]:    ${ }^{1}$ The complete definition is of a slightly complicated inductive nature; see e.g. [Toë10, §5] or [GR17, Part I, Chapter 2, §4]. We warn the reader that the terminology is not consistent in the literature; for instance, what we call a derived algebraic stack corresponds to a " $D^{-}$-stack which is $n$-geometric for some $n$ " in [TV07, TV08], and to a "Artin stack" in [GR17, Part I].
    ${ }^{2}$ A derived locally algebraic stack is a " $D^{-}$-stack which is locally geometric" in the terminology of [TV07].

[^1]:    ${ }^{3}$ In [Per19] the base $S$ is assumed to be a quasi-compact and separated scheme, but everything goes through verbatim for perfect derived algebraic stacks.

[^2]:    ${ }^{4}$ In this paper, we will only need such categories for our discussion of Hochschild homology in §5.1.

[^3]:    ${ }^{5}$ As a warning, in [Per22] the complex $\mathcal{H H}_{*}(\mathcal{C} / S, \Phi)$ is denoted instead by $\mathrm{HH}_{*}(\mathcal{C} / S, \Phi)$, which we have reserved for its global sections.

[^4]:    ${ }^{6}$ The same notation warning about [Per22] as for Hochschild homology applies: there the complex $\mathcal{H} \mathcal{H}^{*}(\mathcal{C} / S)$ is denoted instead by $\mathrm{HH}^{*}(\mathrm{C} / S)$.

[^5]:    ${ }^{7}$ The results of [Kuz19] are stated for smooth varieties over a field, but they extend directly to the relative setting.

[^6]:    ${ }^{8}$ Technically, here and below the results invoked from [Gro66] are stated for schemes, but they are also valid for algebraic spaces, cf. [Rom11].

[^7]:    ${ }^{9}$ We mention in passing that if $\beta \in \mathrm{H}^{4}(X, \mathbf{Z})$ is $\mathbf{Q}$-effective, it is not a priori clear that $\beta$ is $\mathbf{Z}$-effective in the evident sense. However, when $\beta$ has type $(1,1, d)$, $\mathbf{Z}$-effectivity follows a posteriori from Proposition 20.1.

