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Abstract— The trend for Urban Air Mobility (UAM) is grow-
ing with prospective air taxis, parcel deliverers, and medical
and industrial services. Safe and efficient UAM operation relies
on timely communication and reliable data exchange. In this
paper, we explore Cooperative Perception (CP) for Unmanned
Aircraft Systems (UAS), considering the unique communication
needs involving high dynamics and a large number of UAS. We
propose a hybrid approach combining local broadcast with a
central CP service, inspired by centrally managed U-space and
broadcast mechanisms from automotive and aviation domains.
In a simulation study, we show that our approach significantly
enhances the environmental awareness for UAS compared to
fully distributed approaches, with an increased communication
channel load, which we also evaluate. These findings prompt
a discussion on communication strategies for CP in UAM and
the potential of a centralized CP service in future research.

I. INTRODUCTION

Urban Air Mobility (UAM) represents a prominent trend
in aviation, aiming for efficient and safe aerial transportation
within urban environments. It encompasses various applica-
tions including air taxis, package delivery services, medical
transports, and industrial applications. Unmanned Aircraft
Systems (UAS) play a crucial role in shaping the future of
aerial transportation [1].

For (partially) autonomous UAS, it is expected that ensur-
ing environmental perception is fundamental for the safe and
reliable operation of UAM [2], [3]. The surveillance of static
objects and potential conflicts within a large area becomes
crucial for trajectory control, particularly at high speeds. A
conflict occurs when two or more conflict elements overlap
in space and time. Conflict elements may include objects like
other airspace users, geofences, harsh weather conditions, or
structures such as buildings [4]. Local sensors alone remain
insufficient for reliable conflict detection due to possible
interruptions of the line-of-sight, limited sensing range, and
disruptive effects introduced by the urban environment [5].
Therefore, effective communication is required to enable
robust environmental awareness tailored to UAS.

Connectivity is already vital for various aspects within the
U-space airspace – a centrally managed airspace for UAS
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operations [6] – such as mission planning and identity man-
agement. The U-space comprises diverse services including
registration, network identification, and flight authorization.
Cooperative obstacle detection is also envisioned but a uni-
fied data space structuring the available information to be
shared and a suitable communication model are missing.

UAM communication differs significantly from conven-
tional aircraft, consumer drones, and ground vehicles. The
unique characteristics of UAM, including smaller separa-
tion, a denser environment, and proximity to urban fac-
tors including interfering with humans, and animals and
quickly changing constraints, such as geofences, necessitate
a specialized communication framework. The Automatic
Dependent Surveillance-Broadcast (ADS-B) [7] enables re-
ceiving systems to locate the sending aircraft. Currently,
information about the UAS surroundings is not shared among
aircraft. This contrasts the automotive sector, where Vehicle-
to-X (V2X) communication has seen significant advance-
ments [8]–[11]. UAS are usually operated by one person and
only communicate with their operator. The centrally man-
aged U-space further underscores the need for an efficient
and standardized communication framework [6].

UAM communication is still at an early stage, requiring
exploration of use cases and information exchange [6]. Inves-
tigation of combined sensing, Cooperative Perception (CP),
and central U-space services are needed, and simulations can
help with gaining insight into benefits and limitations. The
lack of a unified and structured data space, a communication
model, and standardized protocols motivate an investigation
to unlock the full potential of UAS communication.

In this paper, we propose a hybrid approach to CP com-
bining broadcast with a central service for coordination of
CP in UAM. Therefore, we explore the CP data space for
UAS by comparing existing solutions across the automotive,
drone, and aircraft domains, with a specific focus on the
environmental perception of autonomous UAS. We compare
the performance of our hybrid approach to fully distributed
mechanisms through simulations, focusing on the environ-
mental awareness and the impact on the communication
channel. With this, we aim to initiate a discussion on com-
munication requirements for CP in UAM and the advantages
of adopting a centralized CP service for future research.

The remainder of this paper is structured as follows.
Section II provides an overview of related work. Section III
presents our coordinated CP model and identifies a CP data
space tailored for UAM. In Section IV, we investigate the
performance of the proposed CP service in a simulation
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scenario and compare to local perception and distributed
approaches. Finally, Section V concludes the paper with an
outlook on future work.

II. BACKGROUND AND RELATED WORK

UAS in urban environments face an increasing risk of
collisions due to reduced separation between UAS, low
altitudes, and the vicinity of urban influences. To efficiently
detect and avoid conflicts, UAS and the traffic management
system require reliable environmental information, including
traffic, geo data, weather, and geofences [4]. Sensors alone
cannot ensure safety in obstructed line-of-sight scenarios [5]
and a limited detection range decreases the chance for early
counteractions to possible collisions.

Cooperative Awareness (CA) and CP facilitate real-time
information sharing between UAS and infrastructure, en-
hancing situational awareness, reducing the risk of accidents,
and improving traffic flow. CA focuses on exchanging infor-
mation about the UAS itself, such as position, speed, and di-
rection, while CP enables sharing environmental information,
such as non-cooperative objects, extreme weather conditions,
and animals (e.g., flocks of birds). The following provides
background and related work on the U-space and CP in the
aviation and automotive domains.

A. Communication in Urban Air Mobility

Communication technology is essential for cooperative
UAS, enabling, for example, collaborative trajectory plan-
ning and collision avoidance [12]. The U-space is a cen-
trally managed airspace aimed at integrating and manag-
ing UAS [13], consisting of four development phases [6]:
Phase (i) involves basic services, including registration,
identification, and geofencing. Phase (ii) focuses on flight
management services, such as trajectory planning, approval,
and monitoring. Phase (iii) adds support for more complex
scenarios, including automatic conflict resolution between
interfering aircraft, obstacle detection, and avoidance. Lastly,
phase (iv) represents the complete implementation of all
U-space services, incorporating a high level of automation
and interconnection between aircraft, pilots, authorities, and
other stakeholders. Currently, U-space concepts and ideas
for phases (i) and (ii) are being implemented [6], [13], and
phases (iii) and (iv) are expected in 2027 and 2035 [6].

UAM-related communication protocols are still in early
development. Multi-access Edge Computing (MEC) mini-
mizes communication latencies for autonomous flight con-
trol [14] and allows to offload detection algorithms to the
mobile edge. Berling et al. [15] investigate the number
of messages exchanged between UAS and Ground Stations
(GSs) in an interdisciplinary toolchain that considers scenario
generation, flight planning, and flight execution. Currently,
there is a gap in analyzing environmental awareness with
the introduction of a structured CP data space for UAM.

For efficient conflict detection and avoidance [3], [4] in
U-space phase (iii), communication-based CP is necessary
but not yet sufficiently evaluated. This paper collects a

structured data space for distributed conflict detection and
proposes a centralized CP service for UAM.

B. Cooperative Awareness in the Aviation Domain

Today, Air Traffic Control (ATC) relies on voice commu-
nication protocols between pilots and air traffic controllers,
covering various topics such as flight planning, clearance de-
livery, departure, en route, and arrival procedures. However,
voice communication does not apply to UAS.

ADS-B [7] is a surveillance technology broadcasting air-
craft information to other aircraft and ground-based systems
for traffic management and collision avoidance. This infor-
mation includes the position, heading, registration, mission,
and type of the aircraft. Environmental information, such as
weather conditions, obstacles, and non-cooperative objects,
is not shared, as it is often unnecessary due to the large
separation between vehicles. To the best of our knowledge,
there are no specific protocols and standards for CP in the
aviation domain.

C. Cooperative Perception in the Automotive Domain

In contrast to the aviation domain, the automotive com-
munity has established standards for information exchange
between vehicles and infrastructure, such as the ETSI Coop-
erative Awareness Service (CAS) [8], and the evolving Col-
lective Perception Service (CPS) [9]. In particular, the CPS
defines messages for sharing data on detected objects, such
as vehicles, pedestrians, or obstacles, including their position,
velocity, heading, and other attributes. The term Cooperative
Perception (CP) used in this paper further emphasizes the
required collaboration between vehicles and infrastructure to
obtain a comprehensive environmental picture.

The CPS can improve environmental awareness for road
vehicles [10]. Still, current message generation rules may
lead to detection latencies too high for safety-critical ap-
plications [10]. Changing message generation can improve
detection latency, but at the same time increases channel
load and may cause channel instability [16]. There is open
potential for which objects are shared by which vehicles [10]
that help to reduce data redundancy and thus optimize
channel utilization [17].

In the automotive domain, common issues with CP in-
clude the market penetration rate [5], privacy concerns, and
difficulties in defining a mission for private vehicles. These
challenges do not translate to a centrally managed U-space
airspace, where CP can be enforced, and private vehicles are
not expected to be part of UAM. Nonetheless, concepts such
as intent sharing and collaboration for trajectory optimiza-
tion [18] are also central features of UAM.

Drawing from the automotive experience and existing
standards, the centralized U-space provides a unique oppor-
tunity to implement CP in a scalable and efficient manner.
Our analysis includes automotive protocols in the CP data
space, discussing their applicability to UAM and highlight-
ing domain differences and the potential for improved CP
efficiency with central management.



III. COORDINATING COOPERATIVE PERCEPTION IN
URBAN AIR MOBILITY

During operation, UAS need to be aware of their envi-
ronment. The combined local sensors provide environmental
awareness for the direct vicinity of the UAS. For safe
reaction time at high speeds objects must be detected early,
e.g., object detection at 500m distance with a speed of
50m/s leaves only 10 s for evasive maneuvers.

UAS can transmit various information to other UAS or
the infrastructure for sharing their current state, mission,
or perception of the environment. CA ensures that UAS
are aware of each other by sharing metadata, kinematics,
and mission information about themselves that allow to
identify the UAS and predict future behavior. Beyond that,
CP enables UAS to obtain a comprehensive environmental
perception by sharing information about the environment,
conflicts, and hazards. Such data is intended to improve
situational awareness — particularly for UAS — and enable
safer and more efficient operations.

CP in UAM should allow interoperability between differ-
ent parties, avoiding vendor lock-in using open standards.
Crowded areas should be handled without overloading the
channel, while at the same time, larger distances between
UAS should not lead to a lack of information. Additionally,
the latency from object detection to sharing perception and
receiving perception updates should be minimized to ensure
data freshness. In the following, we identify relevant infor-
mation for UAM, its freshness requirements, and compare
appropriate distribution strategies.

A. Cooperative Perception Model for Urban Air Mobility

UAS will use different communication models to interact
with their surroundings. In a U-space, UAS utilize various
centralized services to register and identify themselves, plan
their missions, and receive flight authorizations. Conven-
tional CA and CP systems, such as ADS-B [7] are dis-
tributed, broadcasting information to all vehicles in commu-
nication range. Drones utilize protocols such as Micro Air
Vehicle Link (MAVLink) [19] for remote control and mission
planning based on a closed peer-to-peer network of known
parties limited in size (up to 255 concurrent systems).

Combining the approaches is promising for UAM to
achieve central airspace control, distributed surveillance, and
dedicated remote control for UAS. Central U-space services,
however, commonly use peer-to-peer connections and do
not benefit from CA and CP announcements. We propose
a hybrid approach combining distributed and centralized
elements using a limited broadcast range and long-range cen-
tralized management, thereby enhancing the environmental
awareness for both UAS and central U-space providers.

Fig. 1 shows an example of the hybrid CP model for
UAM. The ownship UAS (blue) perceives its immediate
surroundings through a combination of local sensors. All
UAS broadcast their position and status (CA) making the
ownship UAS aware of the position of the purple UAS. In
addition, UAS broadcast objects detected with their sensors

Fig. 1: Hybrid CP model integrating local perception, CP
broadcast, and a central backend service. Ground stations
connect UAS in range to the backend.

(CP). The ownship UAS detects the orange UAS through a
message from the purple UAS.

Beyond the local broadcast (CA and CP), GSs function
as gateways forwarding received messages broadcasts from
the UAS to a central CP service in the backend. The
backend caches and aggregates this information to track
UAS and other detected objects across the urban area. The
backend redistributes this aggregated information to all GS
via unicast. Reducing the redistributed information to a
region of interest around the GS can reduce the channel
load. The GSs provide the aggregated information to the
UAS again using CP broadcast, which extends the detection
range for all UAS in the communication range of GSs. In the
example, the backend tells the ownship UAS about the two
yellow UAS, providing complete environmental awareness.
This supports functions such as automated trajectory control,
conflict detection, and resolution mechanisms.

B. Cooperative Perception Data Space

In UAM, existing aviation standards, such as ADS-B [7],
lack comprehensive information and cooperative maneuvers
for UAS. Automotive standards such as the ETSI CAS [8]
and the evolving CPS [9] offer information exchange adapt-
able to UAS. Innovations such as MAVLink further enhance
drone technology.

Table I compiles a data space from standards, protocols,
and the state-of-the-art in the automotive, aviation, and drone
domains. In our analysis, we focus on the CP use case for
UAM. Additional services including weather data, mission
planning, remote control, and direct UAS communication,
e.g., for conflict resolution, are out of the scope of this work.

Metadata encompasses the UAS type, dimensions, and
operational status (e.g., on a mission, take-off, or landing).
Special vehicles, such as rescue helicopters, may inform their
environment about an ongoing operation. A public ID is used
for registration and network identification in a U-space. The



current time and a time delta are shared to determine the age
of information and synchronize the local clocks.

Kinematic information includes the position, velocity,
acceleration, and speed of the UAS. Sharing heading or
orientation helps to determine the intended direction of
travel. In addition, UAS may communicate their intent [18]
with mission information, such as the current plan, status,
and changes from the planned route, which is essential for
U-space operations. This includes transmitting information
related to the mission or destination, such as delivery sched-
ules or passenger pickup/drop-off locations.

UAS employ sensors (cameras, LIDARs, RADARs) and
algorithms (e.g., based on machine learning) for object detec-
tion and classification. By sharing detected objects, sensing
capabilities (e.g., field of view, range, and resolution), and
confidence in classification, UAS can extend the perceived
environment to detect and resolve conflict elements along the
planned trajectory early on.

For road vehicles, information about traffic conditions,
such as congestion, accidents, road closures, and empty
road space helps vehicles plan their routes. This can also
be applied to UAS operations, communicating obstacles on
flight routes. Traffic signals and guidance convey UAM
traffic, sector capacity, and geofences.

In the urban environment, not only UAS can cause con-
flicts but also other hazards, such as unknown or non-
cooperative UAS, construction sites, animals (e.g., flocks of
birds), or extreme weather conditions (e.g., wind, rain, fog).
A central database cashes and tracks these conflict elements
across the urban area and helps to identify conflicts along
the trajectory of the UAS.

Besides safety, the sound emission caused by UAS is one
of the main concerns of the public regarding UAM [20]. For
noise reduction purposes, it is advisable that UAS record
and process acoustic signals during operation. A wireless
acoustic sensor network is suitable for this context [21],
[22]. By communicating the emitted sound based on practical
metrics, e.g., the Sound Pressure Level (SPL) or Effective
Perceived Noise Levels (EPNL) [23], the central backend
can create a noise map for the urban area. Areas with high
noise can then be treated as a conflict.

Conflicts can affect UAS operation and require increased
separation, for example. Detected conflicts are shared to
avoid collisions, including UAS breakdowns, traffic rule
violations, and hazards.

C. Information Lifetime and Frequency

The frequency of information exchange varies depending
on the specific use case and application. It is determined by
factors, including the required level of situational awareness,
the lifetime of the data object, the communication range
and bandwidth of the wireless network, and the processing
capabilities of the UAS and infrastructure involved. In gen-
eral, UAS should reduce the number of transmissions to save
resources, but the data must be fresh enough to be useful,
especially for fast-moving objects.

TABLE I: UAM data space sourced from various automotive,
aircraft, and drone protocols. Shows information that is
shared [✓], not shared [✘] in the respective domain, or shared
but not sufficient [(✓)] for UAS. The frequency describes
how often the data is included in generated messages and is
based on the highest in any industry. The frequency of NaN
is not specified in a standard or not considered for this work.

Vehicle Information Automotive Aviation Drone Frequency [Hz]

M
et

ad
at

a

Current time ✓ ✓ ✓ every Msg
Time delta ✓ ✘ ✓ every Msg
Type, dimensions ✓ ✓ ✓ 2
Special vehicle ✓ ✘ ✘ 2
Public ID ✓ ✓ ✓ 2
Vehicle status (✓) ✓ ✓ 2

K
in

em
at

ic Position ✓ ✓ ✓ 1 to 10
Altitude ✘ ✓ ✓ 1 to 10
Heading, velocity ✓ ✓ ✓ 1 to 10
Acceleration ✓ ✓ ✓ 1 to 10
Remote control ✘ ✘ ✓ NaN

M
is

si
on

Service provider ✘ (✓) ✓ 2
Public mission ID ✘ ✓ ✘ 2
Plan ✘ ✘ ✓ on request / 2
Mission status ✘ ✘ ✓ on request / 2
Changes ✘ ✘ ✓ NaN

E
nv

ir
on

m
en

t Objects, vehicles ✓ ✘ ✓ 1 to 10
Traffic guidance ✓ ✘ ✘ 1 to 10
Weather, wind ✘ (✓) (✓) NaN
Noise ✘ ✘ ✘ 1 to 10
Stream sensor data ✘ ✘ ✓ NaN

C
on

fli
ct Hazards ✓ ✘ (✓) 1 to 10

Collision avoidance (✓) (✓) ✓ 1 to 10
Vehicle break down ✓ ✘ ✓ 1 to 10
Traffic rule violation ✓ ✘ ✘ 1 to 10

Conventional aircraft use lower frequencies due to larger
inter-vehicle distances and stable environments. In contrast,
UAM demands higher frequencies for closer proximity and
dynamic conditions. Ground vehicles typically use higher
frequencies, reflecting their closer spacing and dynamic
environment. Some standards adjust transmission frequency
based on vehicle speed and channel congestion [8].

Table I presents the highest sharing frequency among
industries considered, representing the most demanding use
case. Metadata and mission information rarely change and
are shared twice per second to allow identification of UAS.

UAS share their kinematics and speed at least once and
up to ten times per second depending on the UAS dynamics
and the channel congestion status. ADS-B requires a message
every 5 s on the ground and twice per second when in the air.
ETSI CA messages are triggered when the last message was
sent more than 1 s ago, or when the current vehicle heading
differs from the previously announced by more than 4◦, the
position differs by more than 4m, and the speed differs by
more than 0.5m/s. This could be extended to include altitude
changes.

CP is not established in the aircraft domain and detected
objects are not communicated as it is often unnecessary due
to the large separation between vehicles. Instead established
voice communication protocols are used. In the automotive



sector, the CPS [9] has attracted a lot of interest, so we base
our assessment on the experience gained there. Information
on detected objects is shared with a frequency of 1Hz to
10Hz depending on changes in their kinematics following
the same rule set as CA messages.

GSs also share an aggregated view of detected moving
objects in an area of interest at least once per second and
up to 10Hz. Traffic signals and guidance will also follow
such rules, for changing geofences, traffic conditions, noise
pollution, and sector capacity, making sure at least one
message is sent while a UAS is in range. Static objects can
be requested by the UAS at once when entering a new area,
with deviations reported promptly.

D. Communication Model

Various standards coexist for vehicular communication.
For instance, ADS-B broadcasts at a lower radio frequency
(around 1GHz) that can be received at a long distance
especially for high-altitude flights, sacrificing transfer speed
and data throughput. For road vehicles, different standards
have prevailed in different regions, for example, large-scale
deployments of the IEEE 802.11p WLAN-based V2X in the
EU and Cellular-V2X (based on LTE and 5G) in the US
with still few deployments. Both of which utilize higher
radio frequencies (2.4GHz or 5GHz) allowing for larger
data transfers at decreased range (a few 100m).

Each of the different technologies has its advantages and
disadvantages. Using long-range broadcast for the numerous
UAS in a U-space airspace causes a significant increase in
message volume, leading to potential channel congestion
and interference with conventional aircraft. Limiting the
broadcast range can reduce the congestion but also limits
the number of UAS that can be reached directly. On the
other hand, higher frequencies can allow for a larger data
throughput, which will be required for large CP data.

To enable both direct interaction between UAS and com-
munication with U-space services, the UAM communication
system should support both direct device-to-device commu-
nication and Internet connectivity. Therefore, Cellular-V2X
adds a direct device-to-device communication mode and
WLAN-based V2X can use infrastructure as a gateway to
U-space services. Regardless of the technology chosen, the
cooperative perception model should be independent of the
communication technology, as exemplified by ETSI ITS-G5
standards for intelligent road vehicles.

In our evaluation, we use IEEE 802.11p and the ITS-G5
protocols to communicate CA and CP messages to other
UAS and via infrastructure to the backend. For a detailed
comparison of IEEE 802.11p and LTE-V2X, we refer to [24].
We compare local perception without communication and
the distributed CA and CP approaches for vehicles with our
hybrid approach with centralized collection and distribution
of CP data using a central backend entity. We focus on
environmental awareness and side effects introduced by the
centralized CP service, which should be unaffected by the
chosen communication system.

IV. CASE STUDY OF COOPERATIVE PERCEPTION IN
URBAN AIR MOBILITY

We now evaluate the CP models (cf., Sec. III-A) in a
simulation case study comparing detection performance and
communication metrics, along with assessing the impact
of a central backend for CP. We utilize the Environment
Awareness Ratio (EAR) as a common metric of perception
performance [5] that represents the ratio between detected
and existing objects in the simulation. Additionally, we in-
vestigate features such as the detection delay and the impact
of caching in a central backend. For our communication
analysis, we consider the number of messages, payload
length, and receive (rx) channel load of the UAS.

A. Simulation Environment

We use OMNeT++ with the INET framework [25] and
Artery [26] for V2X communication simulations based on
IEEE 802.11 and ITS-G5 protocols. For a detailed evaluation
of the 802.11p-based communication between vehicles we
refer to [11]. Although we use WLAN-based communication
(5.9GHz), our results for environmental awareness directly
apply to other communication technologies with similar
range and bandwidth such as 5G or LTE C-V2X.

Unlike other V2X simulators, Artery offers an environ-
ment model that allows simulating sensor perception of
vehicles. Recent work improved sensor simulation with more
realistic models [27], but we stick to the original sensor
models as they are sufficient for the evaluation of the
different perception models for UAS. For our evaluations,
we extend Artery with our centralized perception service in
GSs and a backend node.

Artery uses the Simulation of Urban MObility (SUMO)
traffic simulator [28] for vehicle simulation on a road net-
work, but it cannot simulate UAS yet. Efforts for a UAS
traffic simulation similar to SUMO [29] exist but are not
integrated with Artery. A toolchain for UAM simulations is
shown by Berling et al. [15] but is not publicly available.
Our goal for future work is to integrate the used simulation
environment with other simulators, e.g., for demand model-
ing and trajectory planning, in an RCE 1 toolchain to enable
a realistic evaluation of UAS perception models.

UAM aircraft, traffic guidelines, and regulations are still in
active development and vary significantly between regions.
Currently, the U-space and UAM are not deployed at a
large scale which limits the availability of realistic models
that include demand, trajectories, UAS behavior, vertiport
locations, and geofences. The use of Artery and SUMO
confines UAS and sensor simulation to two dimensions,
projecting flight trajectories to ground level. This does not
impact the communication behavior, which is modeled in all
three dimensions but simplifies the sensor simulation. While
sufficient for our comparison of the perception models for
UAS, future work should extend simulations to three dimen-
sions, considering UAS mobility modeled in all directions.

1 RCE integration environment: https://rcenvironment.de/



B. Scenarios

Fig. 2 shows the 4 km-by-4 km simulation area in a grid
network. UAS move on predefined routes at a maximum
speed of 70m/s. During the first 20 s, 200 UAS spawn
randomly distributed on the grid and despawn when they
reach their destination. Each UAS is equipped with one front
RADAR sensor, with a range of 1 km and a 120◦ field
of view for precise object detection in front of the UAS.
With this, we simulate a large range with perfect detection
capabilities. Specific sensor characteristics or sensor fusion
techniques for near and far object detection are out of the
scope of this work. The communication range of the UAS
and GSs depends on the interference and path loss and
is determined by the transmitter power. We use common
settings for our parameters such as a transmitter power of
200mW, and a data rate of 6Mbit/s [11]. This results in
a maximum range of several hundred meters. The backend
and GSs are connected using high-speed (100Gbit/s) wired
connections to eliminate a potential bottleneck. Message
send frequency between 1Hz to 10Hz is determined during
runtime by the ITS-G5 stack and depends on the channel
load. For this evaluation, we focus on the transmission of
UAS metadata and kinematics via CA and CP messages.

We simulate five coordination models for CP discussed in
Sec. III-A for 100 s of simulation time. The scenarios follow
the visualization of Fig. 1:

1) Local perception: UAS use only local sensors without
communication.

2) CA: UAS share their metadata and kinematics.
3) CP: UAS share information about detected objects.
4) CA & CP: UAS share information about themselves

and detected objects.
5) w/ central backend: UAS share information about

themselves and detected objects. GSs covering the
16 km2 simulation area forward incoming messages to
a central backend service, which aggregates the per-
ception of all UAS and sends aggregated CP messages
to all UAS via the GSs.

C. Results

First, we determine the number of GSs used for the
scenario w/ central backend. Fig. 3 shows the average EAR
for UAS and the backend, the average rx channel load, and
the average number of messages per UAS, GS, and in total.
The number of GSs is increased from 0 to 225 and equally
distributed on the grid. For example, when five GSs are
placed per row and column, the total number of GSs is
25. The backend EAR and message count per GS are only
available if a GS is placed.

The average channel load increases with the number of
GSs from 17% to 21%. The average EAR for the backend is
around 100% already with 25 GSs. The average EAR for the
UAS improves drastically when adding GSs, reaching 66%
with 81 GSs. After that, it does not increase significantly and
even decreases by about 15% when adding more GSs until
it rises again. This can be explained when looking at the

Fig. 2: Evaluation setup consisting of 200 UAS randomly
distributed on a 4 km-by-4 km grid network. Only the sce-
nario w/ central backend adds GSs that cover the entire area.
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Fig. 3: Impact of the number of ground stations on the
average EAR, channel load, and message count. The ground
stations are equally spaced along the grid.

number of messages sent. UAS and GSs reduce the number
of messages sent when the channel load increases, which is
the default behavior of the utilized ITS-G5 stack to reduce
channel congestion. The optimal range and frequency of CP
messages and the ideal number and placement of GSs remain
open research questions for future work.

In the following analyses, we use 81 GSs with a spacing of
500m for the scenario w/ central backend. Table II shows the
condensed results for the EAR, payload length, and channel
load for the five scenarios. The channel load in the local
perception scenario is caused by simulated noise that is also
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present in all other scenarios. The minimum EAR is zero in
all cases because no objects are detected in the beginning.

The EAR over time is shown in Fig. 4 for the perception
models. Local perception has the lowest EAR as it depends
on sensor range, which may vary for different sensor tech-
nologies. Adding communication increases the EAR. CA
extends the range for detecting cooperative UAS, however,
with a small range, a lot of UAS are already detected with
local sensors. Noteworthily, UAS sharing their detection
(CP) increases the EAR significantly compared to CA.
Furthermore, CP adds the capability of sharing information
about uncooperative objects. Combining CA and CP does
not improve EAR compared to CP alone; in some cases,
it may even reduce it due to increased channel congestion
from higher message volume. Integrating GSs to relay CA
and CP messages to a central perception service expands
the perceivable area to 100%, demonstrating the substantial
benefit of central coordination, even in a small 16 km2 area.

The payload of CP messages is significantly larger than
CA messages, which is reflected in the channel load (cf., Ta-
ble II). Furthermore, the payload length of CP messages
increases with the number of detected objects. This is
especially the case for the scenario w/ central backend,
where the backend aggregates the perception of all UAS
and sends aggregated CP messages to all UAS via the
GSs. The amount of data included in the CP messages
should be carefully considered, as it directly impacts the
channel load and transmission times, which in turn can lead
to a reduced data freshness. Scaling to larger urban areas
increases data and communication volume, suggesting the
need for optimization strategies of the central perception
model. These could include private unicast or restricting GS
CP content to conflict elements in a specific range.

Fig. 4 also shows that although the average EAR for the
UAS improves significantly with central coordination, it also
decreases when no messages from the backend are received,
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Fig. 5: Number of known UAS for one UAS and the backend
in the scenario w/ central backend using 81 ground stations.

TABLE II: Comparison of the EAR, payload length, and
channel load for the five scenarios. For the scenario w/
central backend, results are separated between UAS and GSs.

Scenario EAR [%] Payload [Byte] Channel load [%]

avg max min avg max min avg max

Local perception 3.46 16.67 0 0 0 0.02 0.04 0.06
CA 13.39 25.26 41 103 241 2.35 4.20 5.77
CP 26.13 55.14 46 241 945 6.86 15.34 22.80
CA & CP 26.86 58.03 41 193 945 8.96 16.58 22.51
w/ central backend and 81 Ground Stations (GSs)

↰↰

UAS 66.24 100.51 41 192 945 11.40 19.49 25.73

↰↰

GSs 99.56 100.51 1661 5538 5837 8.64 16.90 21.80

e.g., due to congestion, and cached objects timeout. Still,
the EAR stays at the level of the best case for the other
scenarios, because of the hybrid approach combining local
perception, broadcast communication, and central coordina-
tion. The EAR rises again when the next message arrives.

Fig. 5 further highlights the detection delay and caching,
showing the number of known UAS w/ central backend. UAS
known by a UAS, and the backend are compared to the
active UAS in the simulation world. The detection follows
the number of active UAS. The 200 UAS spawn in the first
20 s and start despawning in the last 20 s.

The delay between spawning and detection of a UAS is
determined by the CP message frequency of 1Hz to 10Hz,
which reports objects that arrive. The backend aggregates
the objects and includes them in the next central CP mes-
sage, again at 1Hz to 10Hz. Thus, the worst case for the
detection time with central CP is between 0.2 s to 2 s plus a
transmission delay.

The previously mentioned timeout causes a maximum
EAR higher than 100% shown in Table II as despawning
UAS are still cached. Cache eviction occurs when a UAS is
not detected by sensing, CA, or CP and is removed from the
cache after 1.1 s. This timeout reflects the freshness require-



ments for object information and depends on the minimum
frequency for CP messages of 1Hz (cf., Table I) plus a
10% buffer for transmission delays, etc. The central backend
increases this effect, extending the live time of detected
objects by re-advertising. UAS have no impact on this as they
only share objects detected with their own sensors. Further
investigation can help to optimize the caching strategy.

V. CONCLUSION AND OUTLOOK

In this work, we explored the CP for UAS in UAM.
Based on existing standards from the aviation, automotive,
and drone domains, we identified a CP data space and the
desired frequency of information exchange. We proposed a
hybrid approach for CP using local broadcast combined with
a central CP service. GSs forward local CP messages that are
collected and aggregated at a centralized service to be then
shared with airspace users again.

In a case study, we evaluated the environmental awareness
of the proposed CP service through simulations, comparing
it to distributed approaches. We analyzed the impact of the
number of GSs and the frequency of CP broadcasts on the
EAR and the communication channel load. Our results show
that with increased density of GSs the channel load increases,
but the EAR also improves until the messages are reduced
due to channel congestion. Continuing with a spacing of
500m between GS, the centralized approach significantly
improved the average EAR to 99% in the backend service
and 66% at UAS from just 3.5% without communication
and 27% with distributed CP. In turn, the channel load is
also increased from an average of 16.5% with distributed
CP to 19.5% with the centralized CP service. The increased
environmental awareness can help with advanced conflict
detection and resolution, enhancing the overall safety of
UAM operations [3].

Our evaluation raised central research questions about the
optimal CP broadcast range, frequency, and ideal GS number
and placement. Future work shall investigate additional CP
metrics such as the age of information, object redundancy,
and consider the zone of interest for a UAS. Further improve-
ments can be achieved through more realistic simulation
scenarios and environments, e.g., by providing realistic UAM
traffic models. Our findings can aid in developing solutions
for cooperative conflict detection and resolution in U-space
airspace, aiding in identifying challenging objects such as
animals or uncooperative entities [3]. Integrating knowledge
about these objects into operations can enhance the overall
safety of all airspace users by deliberately avoiding them.
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