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Abstract

Katz centrality (and its limiting case, eigenvector centrality) is a frequently used
tool to measure the importance of a node in a network, and to rank the nodes ac-
cordingly. One reason for its popularity is that Katz centrality can be computed very
efficiently when the network is sparse, i.e., having only O(n) edges between its n nodes.
While sparsity is common in practice, in some applications one faces the opposite sit-
uation of a very dense network, where only O(n) potential edges are missing with
respect to a complete graph. We explain why and how, even for very dense networks,
it is possible to efficiently compute the ranking stemming from Katz centrality for
unweighted graphs, possibly directed and possibly with loops, by working on the com-
plement graph. Our approach also provides an interpretation, regardless of sparsity, of
“Katz centrality with negative parameter” as usual Katz centrality on the complement
graph. For weighted graphs, we provide instead an approximation method that is based
on removing sufficiently many edges from the network (or from its complement), and
we give sufficient conditions for this approximation to provide the correct ranking. We
include numerical experiments to illustrate the advantages of the proposed approach.

Keywords: Katz centrality, dense network, complement graph, negative parameter,
eigenvector centrality

1 Introduction

Given a finite graph, a centrality measure is a non-negative function defined on the nodes.
In practice, this corresponds to a non-negative vector v whose i-th component, vi, is the
centrality of node i. In network analysis, centrality measures have the goal of quantifying
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the importance of each node within the network [11]. One approach towards the definition
and computation of centrality measures is based on the enumeration of traversals across
the network. So-called walk-based centrality measures have gained popularity in network
analysis, also due to the fact that walks on a network can be efficiently enumerated by linear-
algebraic techniques [4, 10]. A classical example of walk-based centrality measures is Katz
centrality [13,15], whose limit corresponds to eigenvector centrality [5, 15].

Recall that a network is sparse if it contains far fewer edges than the complete graph with
the same number of nodes [15]; more concretely, one may define sparsity as the property, for
a network with n nodes, of having at most O(n) edges out of the O(n2) possible connections.
One advantage of Katz or eigenvector centrality is that methods are known for their efficient
computation for potentially very large, but sparse, networks [4]; these algorithms rely on
the mathematical connection between graph theory and matrix theory [11], and on the
efficient implementation of modern numerical linear algebra libraries such as LAPACK [1].
As a vast majority of the networks studied in practice are sparse [15], and a significant
fraction is very large in size [4, 15], their low computational complexity explains in part the
popularity of Katz and eigenvector centrality. However, while sparsity is a property of most
real-life networks [15], exceptions are not unheard of. Indeed, it is possible to encounter
applications [2, 6, 9, 15–17, 19] that are modelled by networks that are the very opposite of
sparse: They are very dense in the sense of having most (say, all but O(n) or less) edges
present among all the possible edges in the network.

The present article deals with the problem of efficiently computing the ranking of the
nodes stemming from Katz centrality when the network is very dense. After reviewing some
background material in Section 2, we obtain new results in Section 3. Our main message is
that an exact efficient computation is possible for very dense unweighted graphs; this is stated
formally in Theorems 3.1 and 3.3. We also argue that for certain non-sparse weighted graphs
this task is also possible, via the statement of Theorems 3.4 and 3.5 possibly followed by a
certain approximation. Theorem 3.7 provides a sufficient condition for this approximation
to provide the same ranking of the nodes as Katz centrality. While Katz centrality is usually
only considered for positive values of the Katz parameter t, a byproduct of our analysis is to
also give meaning to Katz centrality for negative t; indeed, our main results show that this
induces a centrality measure equivalent to Katz on the complement graph.

2 Background material

Let us start by recalling some basic definitions in graph theory [10].

Definition 2.1 A finite graph is a pair of sets G = (V,E) where the set V has finite
cardinality and E ⊆ V ×V . If, for all i ∈ V , (i, i) ̸∈ E then we say that G is without loops,
otherwise it is with loops.

A walk of length k in a graph is a sequence (possibly with repetitions) i0, i1, . . . , ik ⊂ V
such that (ir−1, ir) ∈ E for all r = 1, . . . , k.
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In this note, we will need the notion of complement graph. We give two possible defini-
tions, depending on whether we restrict ourselves to graphs without loops.

Definition 2.2 If G = (V,E) is a finite graph, then its complement graph is Gc = (V,Ec)
where Ec is the complement of E in V × V .

If G = (V,E) is a finite graph without loops, let P = (V × V ) \ {(i, i)|i ∈ V }. Then the
complement graph without loops of G is Gcw = (V,Ecw) where Ecw is the complement of E
in P .

The set of unweighted finite graphs is isomorphic with the set of {0, 1} matrices in the
following way.

Definition 2.3 Let G = (V,E) be finite a graph with V = {1, . . . , n} =: [n]. Its adjacency
matrix, denoted by A, is the n×n matrix such that Aij = 1 if (i, j) ∈ E and Aij = 0 otherwise.
The spectral radius of A, denoted ρ(A), is the modulus of the largest (in modulus) eigenvalue
of A.

By the Perron-Frobenius theorem [12], since A is non-negative, we also know that the spectral
radius ρ(A) itself is in fact necessarily an eigenvalue of A. It is an elementary exercise to
prove that, if A is the adjacency matrix of G, then (Ak)ij is the number of walks of length
k from i to j in G. Based on this observation, as well as the intuition that the more walks
begin from a given node, the more central that node should be to the network, L. Katz
proposed in [13] to compute the centrality of node i as the weighted sum of all the walks
starting from i, where the weight is tk for some t ∈]0, 1[; in other words, Katz suggested to
exponentially downweight walks according to their length. In formulae, Katz centrality of
node i is thus

vi =
n∑

j=1

∞∑
k=0

tk(Ak)ij. (1)

Assume now that the Katz parameter t satisfies 0 < t < ρ(A)−1, which is necessary for
convergence, and define e ∈ Rn as the vector whose entries are all 1. Rewriting (1) in vector
form, we obtain the formula

v =

(
∞∑
k=0

tkAk

)
e = (I − tA)−1e. (2)

These manipulations show that Katz centrality can be computed by solving a linear system
with coefficient matrix I − tA and right hand side e. It is known [8] that linear system
solving has at most the same theoretical asymptotic complexity as matrix multiplication
(and possibly less); nevertheless, in practice, it is often performed in O(n3) operations with
traditional methods such as Gaussian elimination. However, for networks arising from con-
crete applications, A (and thus I − tA) is typically sparse having O(n) nonzero elements.
This is exploited numerically by numerical linear algebra libraries, leading to a much more
competitive complexity [4]. See Figure 1 for a practical experiment, where the adjacency

3



matrix A of a finite graph is generated randomly in such a way that the graph has 3n edges
in expectation. The computational times to solve (I − tA)v = e for various values of n are
reported, and we heuristically estimate a practical complexity of O(n1.3) for moderate values
of n ≲ 104.

Figure 1: Numerical simulation to illustrate the “practical” complexity of computing Katz
centrality for a sparse network. We solve the linear system (I − tA)v = e, where A is an
n×n matrix with entries in {0, 1} randomly generated in MATLAB R2019b with probability
3/n that a given entry is equal to 1 (so that the expected number of nonzero entries is 3n),
and t = 1

2
ρ(A)−1. The figure is a logarithmic plot of the total time in seconds that was

required to solve 100 randomly generated instances of the problem, on a MacBook Air laptop
equipped with 1.6 GHz Intel Core i5, for each value of n = 10 ·2k, k = 1, . . . , 10; the maximal
size for the experiment was n = 10240. A linear regression yields an approximate exponent
of O(n1.3) for the computational complexity in this range, to be compared with the predicted
O(n3) cost for a full A.

While sparsity is a feature of most real-world networks [15], there are nonetheless excep-
tions. Indeed, there exist networks of practical interest that not only are not sparse, but in
fact are very dense, by which we mean that the number of non-edges, i.e., edges that the
graph lacks, is O(n) or less. Examples include recommendation systems [19], certain online
social networks [19], food webs in ecosystems [9], some models for human brain connectiv-
ity [6, 17], or networks used in finance for investment portfolio optimization [2, 16]. Let us
briefly discuss this latter example (in a slightly simplified manner: see [2, 16] for more de-
tails), which is of particular interest as motivation for the present paper given the fact that it
directly discusses centrality measures on dense networks. The authors of [16] proposed, and
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successfully tested, a sophisticated technique to select stocks for investment purposes; fur-
ther developments and tests were presented in [2]. Two steps within this method are based
on network theory: (1) Forming a graph based on the correlation of a large set of stocks, and
(2) Ranking the nodes of this network (that is, the stocks available on a certain exchange
market) by, say, their Katz centrality. One possible method to construct the graph is to place
an edge between stock i and j if and only if the absolute value of the correlation between the
time series of the prices of i and j on the stock market for the previous year is greater than
a certain threshold. As it turns out that many pairs of stocks are quite strongly correlated,
such “financial networks” are frequently very dense. Therefore, one cannot directly exploit
the sparsity of the associated adjacency matrices for the computation of Katz centrality.
Fortunately, one can nonetheless efficiently rank the nodes according to Katz centrality on
such network. As we shall see below, this is achievable by computing Katz centrality on the
(sparse) complement graph, after selecting a negative value of the Katz parameter.

Finally, we recall [5] that the ranking produced by Katz centrality in the limit when
t→ ρ(A)−1 is the same as that produced by eigenvector centrality [3]. The latter is maybe
even more popular than Katz thanks to its parameter-free nature, and it is defined as the
centrality measure corresponding to a Perron eigenvector of A, i.e., a non-negative vector v
such that Av = ρ(A)v. Beyond Katz, another variant of eigenvector centrality is used, for
example, in the celebrated PageRank algorithm [7]. We point out that the results in this
paper can be applied to eigenvector centrality as well, by taking the appropriate limit of the
Katz parameter.

3 Computing Katz and eigenvector centrality of very

dense networks via the complement graph

3.1 Graphs with loops

Let us start with the case where loops are allowed. We consider a graph G with adjacency
matrix A, and its complement graphGc that by definition has adjacency matrix B := eeT−A.
It turns out that Katz centrality on G can be indirectly, and possibly much more efficiently,
computed via Katz centrality on Gc but with a negative value of the Katz parameter.

Theorem 3.1 Let G be a finite graph with adjacency matrix A, and let Gc be its complement
graph. Then, for all 0 < t < ρ(A)−1, Katz centrality on G with parameter t yields the same
ranking as Katz centrality on Gc with parameter −t.

Proof. Noting that A = eeT −B, by the Sherman-Morrison formula [18]

(I − tA)−1 = (I + tB − teeT )−1 = (I + tB)−1 + t
(I + tB)−1eeT (I + tB)−1

1− teT (I + tB)−1e
.

If we now define γ = γ(t, B) := eT (I + tB)−1e, this in turn implies

(I − tA)−1e =

(
1 +

tγ

1− tγ

)
(I + tB)−1e =

1

1− tγ
(I + tB)−1e. (3)
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The left hand side of (3) is the vector of Katz centralities of G with parameter t. We claim
that tγ < 1 and that (I + tB)−1e is a centrality measure, i.e., a non-negative vector. Hence,
up to the scalar factor (1− tγ)−1, the right hand side of (3) is “Katz centrality with negative
parameter −t” of Gc.

It remains to prove the claim. Indeed, while (I − tA)−1 =
∑∞

k=0(tA)
k for |t| < ρ(A)−1

has a non-negative Taylor expansion around 0, (I+ tB)−1 =
∑∞

k=0(−tB)k (which is valid for
small enough t) does not, and therefore the claim is not fully obvious a priori. For a proof,
note that from (3) we get that

e

1− tγ
= (I + tB)(I − tA)−1e;

but, since |t| < ρ(A)−1, the vector (I + tB)(I − tA)−1e is the product of non-negative
matrices and vectors, and hence must be non-negative. It follows that tγ < 1, and that
(I + tB)−1e = (1− tγ)(I − tA)−1e is non-negative.

It is convenient to give a few remarks. First, a practical advantage stemming from
Theorem 3.1 is that (I + tB)−1e can be computed efficiently when A has only O(n) zero
elements, as in this case I + tB has O(n) nonzero elements.

Second, the statement and proof of Theorem 3.1 show that, although Katz centrality
is usually only considered for positive values of its parameter t, it still yields a centrality
measure for (small enough, where the upper bound on the allowed values depends, with
inverse proportionality, on the spectral radius of the complement of the considered graph)
negative values of the parameter. Combinatorially, Katz centrality with a negative parameter
t corresponds to the difference of a weighted sum of even-length walks minus a weighted sum
of odd-length walks. This can be seen by the identity

(I + tB)−1 = (I − tB)(I − t2B2)−1 =
∑
k even

tkBk −
∑
k odd

tkBk,

which holds algebraically over the field of fraction of the ring of formal power series, and
analytically for all sufficiently small t. Of course, Theorem 3.1 also gives an alternative
interpretation of yielding a centrality which is equivalent to classical, positive-parameter,
Katz on the complement graph.

Finally, note that (3) can also be interpreted as a valid algebraic identity over the field
R(t), that is, it holds as an identity of rational functions in the variable t. This implies
that whenever 1/t is an eigenvalue of A, but not an eigenvalue of −B, then necessarily
1 = tγ(t). In particular, γ(ρ(A)−1, B) = ρ(A) in this case. We give below an alternative
proof of this fact assuming that ρ(B) < ρ(A). Note that this assumption is very reasonable
in the scenario that motivates this paper, where B has O(n) nonzero element: Indeed, in
that situation we get by the Gelfand formula that ρ(B) ≤ ∥B∥ ≤ O(

√
n), and by standard

eigenvalue perturbation theory that ρ(A) = O(n).

Lemma 3.2 In the same notation as above, let γ(t, B) := eT (I + tB)−1e. If ρ(B) < ρ(A),
then γ(ρ(A)−1, B) = ρ(A).
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Proof. Let v be a non-negative Perron eigenvector of A [12], normalized to have unit
1-norm, i.e., Av = ρ(A)v and eTv = 1. Then, we see that Bv = e − ρ(A)v. Hence, for all
0 ≤ t < 1/ρ(B)

(I + tB)−1e =
∑
k even

tk(Bkρ(A)v +Bk+1v)−
∑
k odd

tk(Bkρ(A)v +Bk+1v) =

= ρ(A)v +
∞∑
k=1

(−B)kv(tkρ(A)− tk−1).

Substituting t = ρ(A)−1 < ρ(B)−1 yields

γ

(
1

ρ(A)
, B

)
= eT

(
I +

B

ρ(A)

)−1

e = ρ(A)eTv = ρ(A).

To conclude the present subsection, we note in passing that eigenvector centrality can
also be computed by means of the complement graph. If the power method is used and the
Perron eigenvector v is normalized so that 0 ≤ v, eTv = 1, for example, and as long as one
starts from a normalized v0 s.t. e

Tv0 = 1, then the iteration vk ← vk+1 =
Avk

eTAvk
is equivalent

to the potentially much cheaper iteration

vk ← vk+1 =
e−Bvk

n− eTBvk
. (4)

Alternatively, if −ρ(A) is not an eigenvalue of B, the ranking of eigenvector centrality
can also be computed from (3), as (I + B

ρ(A)
)−1e.

3.2 Graph without loops

We now turn our attention to graphs without loops. If G has adjacency matrix A, then its
complement graph without loops Gcw has adjacency matrix B := eeT − I −A. Even in this
case, one can compute Katz centrality on G by computing a Katz centrality on Gcw with a
negative Katz parameter.

Theorem 3.3 Let G be a finite graph without loops with adjacency matrix A, and let Gcw

be its complement graph without loops. Then, for all 0 < t < 1/ρ(A), Katz centrality on G
with parameter t yields the same ranking as Katz centrality on Gcw with parameter − t

1+t
.

Proof. Since A+B = eeT − I, we have

(I − tA)−1 = (I(1 + t) + tB − teeT )−1 =
1

1 + t

(
I +

t

1 + t
B − t

1 + t
eeT
)−1

.
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Define now χ = χ(t, B) := eT
(
I + t

1+t
B
)−1

e. Then, again using the Sherman-Morrison
formula, we get

(I − tA)−1e =
1

t+ 1

1

1− tχ

(
I +

t

t+ 1
B

)−1

e. (5)

Similarly to Theorem 3.1, we now argue that tχ < 1, because (5) implies that

0 ≤
(
I +

t

t+ 1
B

)
(I − tA)−1e =

e

(t+ 1)(1− tχ)
;

in turn, this also implies that (I+ t
t+1

B)−1e is a non-negative vector, and hence, a centrality
measure.

Analogous remarks as in the previous subsection hold:

• By our previous discussion, see e.g. Figure 1, the formulation (I + t
t+1

B)−1e is much
more efficient to compute than (I − tA)−1e when A is very dense;

• Katz centrality for negative values of the Katz parameter has the combinatorial inter-
pretation of summing (with weight) even-length walks and subtracting (with weight)
odd-length walks;

• Again, (5) also holds as a valid algebraic identity over R(t), implying that 1 = tχ(t)
whenever 1/t is an eigenvalue of A. In particular, χ(ρ(A)−1, B) = ρ(A);

• Eigenvector centrality can also be computed by working on the complement graph
without loops. In this case, as long as one starts with a normalized v0 s.t. eTv0 = 1,
the power method iteration becomes

vk ← vk+1 =
e− vk −Bvk
n− 1− eTBvk

. (6)

See Figure 2 for an experiment displaying the computational advantages of this algo-
rithm.

• An alternative approach to compute the ranking of eigenvector centrality is via (5), as(
I + B

ρ(A)+1

)−1

e, provided that −ρ(A)− 1 is not an eigenvalue of B.

3.3 Weighted graphs

In applications, often graphs are weighted, that is, each edge (i, j) ∈ E is associated with a
positive real weight ω(i, j) > 0. In this case, the adjacency matrix is defined as Aij = ω(i, j)
if (i, j) is an edge and Aij = 0 otherwise. Katz centrality is still defined as (1), and in this
case one weights a walk of length k by tk times the product of the weights of the edges that
are travelled in the walk. Using this more general definition, Katz centrality can still be
computed as (2) for all 0 < t < ρ(A)−1. Without loss of generality, since scaling both A

8



Figure 2: Numerical simulation to illustrate the advantages of exploiting the complement
graph with loops when computing eigenvector centrality for very dense networks. We compare
two approaches: The traditional power method and the power method implemented as in (6).
For the experiment, an adjacency matrix B is generated randomly with the same distribution
as in Figure 1, but with all loops removed, so that in expectations B has 3n − 3 nonzeros.
Consequently, A = eeT−I−B has instead n2−4n+3 nonzeros in expections. For n = 10·2k,
k = 4, . . . , 9, and for 500 randomly generated instances of A (and B), we compute the
eigenvector centrality for the very dense network associated with A twice by using the power
method, with stopping criterion ∥vk+1 − vk∥1 < 10−12. First, we employ for each iteration
the formula (6); next, we repeat the computation by employing the traditional formula vk ←
vk+1 = Avk

eTAvk
instead. (Mathematically, the two formulae are equivalent and therefore the

number of iterations before convergence is the same for both methods.) We display two
superposed logarithmic plots of the total running times against the size n, in red for (6) and
in blue for the traditional method, that theoretically has an asymptotic cost of O(n2). A linear
regression yields an approximate exponent of O(n1.7) for the traditional method and O(n1.1)
for (6) in the considered range of n. The largest size for this experiment was n = 5120.

and t in inverse proportion yields the same centrality, we may assume that maxAij = 1. In
this setting, it still makes perfect sense to define the complement graph as the graph whose
adjacency matrix is B = eeT − I − A in the case of graph without loops. In the case of
graph with loops, again one could opt for B = eeT − A; however, it is interesting to note
that the graph whose adjacency matrix B = euT −A, where (u)j = maxi(ω(i, j)), is at least
as sparse than eeT −A. In fact, note that u ≤ e elementwise and that, for any vector z such
that u ≤ z ≤ e, ezT −A is an adjacency matrix; on the other hand, it is clear that choosing
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z = u minimizes the number of edges in the corresponding graph.
The statements and proofs of Theorems 3.1 and 3.3 do not require that A and B have

elements in {0, 1} (although they do require that 0 ≤ A,B ≤ 1 elementwise; but it is
straightforward to rescale if this is not the case). Similarly, the rank one matrix eeT can be
replaced by euT . Consequently, we can give a version of both Theorems for weighted graphs
below, as Theorems 3.4 and 3.5 respectively. To avoid a cumbersome statement, we formally
identify a non-edge in a weighted graph with “an edge having weight zero”.

We state Theorem 3.4 assuming, for simplicity of exposition, that Ω = 1; as previously
mentioned, this is no loss of generality because obviously one can always rescale the weights
without changing the rankings of Katz centrality.

Theorem 3.4 Let G be a weighted finite graph with loops, such that (u)j = maxi(ω((i, j))).
Assume without loss of generality that Ω = maxj uj = 1, and let Gc be the complement graph
of G, defined so the weight of (i, j) in Gc is

ui − ω(i, j) = max
j

(ω(i, j))− ω(i, j) > 0

if and only if the weight of (i, j) in G is ω(i, j). Then, for all 0 < t < ρ(A)−1, Katz centrality
on G with parameter t yields the same ranking as Katz centrality on Gc with parameter −γt,
where γ =

1

1 + uT (I − tA)−1e
is guaranteed to be positive.

Theorem 3.5 is slightly simpler to state for a generic value of Ω = maxi,j ω(i, j).

Theorem 3.5 Let G be a weighted finite graph without loops, such that the largest weight is
Ω > 0. Let Gcw be the complement graph without loops of G, defined so that, for all i ̸= j,
the weight of (i, j) in Gcw is Ω − ω(i, j) if and only if the weight of (i, j) in G is ω(i, j).
Then, for all 0 < t < ρ(A)−1, Katz centrality on G with parameter t yields the same ranking
as Katz centrality on Gc with parameter − t

1+Ωt
.

Remark 3.6 The adjacency matrix of the complement graph is defined to be B = euT − A
when using Theorem 3.4 (and assuming Ω = 1, which can always be achieved by rescaling A
if necessary) and B = ΩeeT −ΩI −A when using Theorem 3.5. In practice, a loopless graph
could also seen as a graph with loops that happens to not have loops; hence, a choice can
be made in order to minimize the number of edges in the complement. Note that, if A has
zero diagonal, then ΩeeT − ΩI − A has at least n + 1 zero elements (but potentially more),
whereas euT − A has at least n zero elements (but potentially more).

If the thresholding technique described below is to be used, then a choice can be made in
order to maximize the number of edges having small (or zero) weight.

Theorem 3.4 and Theorem 3.5 are interesting generalizations of Theorem 3.1 and Theorem
3.3, but at first sight their direct applicability seems to be more limited. The problem is
that, for weighted graphs, unless all but O(n) edges have exactly the same maximal weight
Ω (if using Theorem 3.5) or column maximal weight ui (if using Theorem 3.4), this technique
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does not result in a sparse adjacency matrix B for the complement graph. Hence, while the
theoretical results still hold, the practical motivation of obtaining a cheaper computational
method to compute the centrality may falter. Still, if many edges in G have weight close
(but not exactly equal) to Ω (or ui), one may approximate B with a sparser matrix B0 by
setting to 0 all weights ≤ a certain threshold ε. Clearly, this results in a sparse network if
only O(n) edges in the complement graph have weights > ε. Of course, this technique could
alternatively be applied directly also to the original graph, when it has O(n) edges with
weights > ε; we omit the details as it is clear that in this second case one simply switches
the roles of A and B.

A crucial question is: The technique described above will likely produce approximated,
but inexact, values of the Katz centrality vector, but when is the approximation error suffi-
ciently small to not change the ranking of the nodes? Theorem 3.7 below gives a sufficient
condition for the approximation to yield the desired node ranking, i.e., the same as Katz,
in the case of weighted graph without loops. For simplicity of exposition, we assume again
Ω = 1 in the statement and proof of Theorem 3.7.

Theorem 3.7 Let A,B = euT −A be defined as in Theorem 3.4 for a weighted finite graph
with loops, with maxi,j Ai,j = 1, and hence 0 ≤ A,B ≤ 1. Let ε > 0 and let B0 be such that

(B0)ij =

{
Bij if Bij > ε;

0 if Bij ≤ ε.

Define

v = (I + tB)−1e, v0 = (I + tB0)
−1e, w = (I − tA)−1e, x =

mini ̸=j |wi − wj|
maxi wi

,

and
cj = ε−1max

i
(B −B0)ij.

If

t < ρ(A+ εecT )−1 and ε <
x

t(cTw)(1 + x)
, (7)

then v and v0 yield the same ranking.

Proof. Observe that the statement reduces to a vacuously true implication if x = 0.
Hence, we restrict ourselves to x > 0, and in particular we assume that every node has a
distinct Katz centrality for the chosen value of α, i.e., all the entries of the vector w are
distinct.

Suppose now that (7) holds with x > 0. Let C := ε−1(B − B0) so that elementwise
0 ≤ C ≤ ecT . By Theorem 3.4, v and w yield the same ranking; for the same reason, v0 and
w0 := (I − tA− tεC)−1e also yield the same ranking. Thus, it suffices to prove that w and
w0 yield the same ranking. To this goal, note that elementwise 0 ≤ A ≤ A+ εC ≤ A+ εecT .
Hence,

∞∑
k=0

tkAk ≤
∞∑
k=0

tk(A+ εC)k ≤
∞∑
k=0

tk(A+ εecT )k,

11



implying in turn that elementwise

w ≤ w0 ≤ (I − tA− tεecT )−1e = w + εt
(I − tA)−1ecT (I − tA)−1e

1− tεcT (I − tA)−1e
= w

(
1 + εt

cTw

1− εtcTw

)
,

(8)
where we have used the Sherman-Morrison formula for the second last step. It is convenient
to define now y := (cTw)εt; note that, by assuming (7), 0 ≤ y < x

1+x
< 1. Then, we can

rewrite (8) as

w ≤ w0 ≤ w

(
1 +

y

1− y

)
.

Suppose now for a contradiction that w and w0 do not yield the same ranking. Then, there
exists a pair i ̸= j such that wi > wj but (w0)i ≤ (w0)j. Therefore,

0 ≤ (w0)j − (w0)i
wj

≤ wj − wi

wj

+
y

1− y
≤ −x+

y

1− y
.

But the function y 7→ f(y) := y
1−y

is increasing in [0, 1[, which together with y < x
1+x

implies
the contradictory inequality 0 < 0, because

0 ≤ −x+ f(y) < −x+ f

(
x

1 + x

)
= −x+ x = 0.

Theorem 3.7 can be extended to the loopless case as follows (again assuming without loss
of generality that Ω = 1).

Theorem 3.8 Let A,B = eeT − I −A be as above for a weighted finite graph with no loops,
with maxi,j Ai,j = 1 and 0 ≤ A,B ≤ 1. Let ε > 0 and let B0 be such that

(B0)ij =

{
Bij if Bij > ε;

0 if Bij ≤ ε.

Define

v =

(
I +

t

1 + t
B

)−1

e, v0 =

(
I +

t

1 + t
B0

)−1

e, w = (I−tA)−1e, x =
mini ̸=j |wi − wj|

maxiwi

,

and
cj = ε−1max

i
(B −B0)ij.

If

t < ρ(A+ εecT )−1 and ε <
x

t(cTw)(1 + x)
, (9)

then v and v0 yield the same ranking.
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Proof. As for Theorem 3.7, we may assume x > 0 and define C := ε−1(B − B0) and
w0 := (I − tA− tεC)−1. Note that

w0 = (I − tA+ tB0 − tB)−1e

= ((1 + t)I + tB0 − teeT )−1e

=
1

1 + t

(
I − t

1 + t
(B0 − eeT )

)−1

e.

By Theorem 3.5, v yields the same centrality as w; as do w0 and v0 by Theorem 3.4. Therefore
it remains only to prove that w and w0 yield the same centrality. From this point on, the
proof is analogous to the proof of Theorem 3.7.

Remark 3.9 Note that, for directed graphs, the statements of the results in the present
Subsection 3.3 can be generalized in (up to) two possible ways. One could define u as the
row-maximal weight of A and B = ueT in Theorem 3.4 and Theorem 3.7; and one could define
c as the row-maximum of (B − B0)/ε in Theorem 3.7 and Theorem 3.8, so that C ≤ ceT .
We omit precise statements and proofs of these generalizations as, mutatis mutandis, they
are essentially the same as the original statements. In practice, it is convenient to choose
whichever variant produces maximal sparsity of B0 while guaranteeing a correct recovery of
Katz centrality.

Remark 3.10 Note that, in (7), the right hand side is the product of 1
t(cTw)

and x
1+x

. Unlike

w and x, c is a (nonlinear) function of ε. Hence, while testing (7) a posteriori is certainly
possible, it may be difficult to use it a priori to determine a good value of ε.

One possibility is to note that, for all ε, c ≤ e, implying (eTw)−1 ≤ (cTw)−1. Hence, it
is possible to prove a variant of Theorem 3.7 that yields a different sufficient condition for
exact recovery, namely,

ε <
x

t(eTw)(1 + x)
. (10)

Clearly (10) implies (7). In theory, (10) can be much more demanding than (7) — but
not necessarily so in practice; see Table 2 for a comparison in the case of some randomly
generated weighted graphs. On the other hand, (10) has the advantage that its right hand
side is independent of ε.

Analogous remarks hold for (9), which is also implied by (10); we omit the details.

Ideally, one would like on one hand that ε is sufficiently small to satisfy (7) or (9), and
on the other hand that it is sufficiently large to make B0 sparse. This may not always be
possible in practice, and furthermore it can be expensive to check (7), (9), or (10) numerically
in spite of their theoretical interest. On the more optimistic side, Theorem 3.7 and Theorem
3.8 give a sufficient, but potentially not necessary, condition for exact recovery of the ranking.
Moreover, it may be sufficient for practical purposes to compute a ranking that, if not exactly
equal, is at least reasonably close to the one coming from Katz. To test whether this can
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happen regardless of conditions (7) or (9), in Table 1 we report the results of an experimental
test that suggests that, when B0 is sparse with O(n) edges, not only the corresponding
approximation of Katz centrality is efficient to compute but it may also yield an excellent
approximation of the correct rankings even when an exact recovery fails.

size of B mean of τ minimum of τ
300 0.9361 0.9251
900 0.9354 0.9299
1500 0.9356 0.9315
3000 0.9355 0.9325

Table 1: A positive matrix D of size 3n × 3n is generated as a realization of an i.i.d.
random matrix whose entries have cdf x1/n on [0, 1]; by construction, D is a.s. full, but
the expected number of its entries that are ≥ 0.1 is 9n2(1 − (0.1)1/n) ≈ 9 log(10)n for large
n. In practice, this is realized simply by the MATLAB command D=rand(3*n).^n. We
then set A = eeT − D, t = 1

2
ρ(A)−1, B = euT − A, and construct B0 from B by setting

to 0 every entry ≤ 0.1. Then, we compute Kendall’s correlation coefficient τ [14] for the
rankings provided by v = (I+ tB)−1e and v0 = (I+ tB0)

−1e; recall that −1 ≤ τ ≤ 1 and that
τ = 1 for equal rankings, τ = −1 for opposite rankings, and E[τ ] = 0 for two independent
non-constant random vectors. In the table, we report both the average and the minimum
values of τ over 100 instances of the experiment for each value of n. We remark that, while
the computation of v0 is efficient thanks to the sparsity of B0, computing v for a hundred
times becomes prohibitively slow (on an ordinary laptop and without any parallelization) for
values of n significantly larger than in this experiment.

Table 2 tests instead, assuming that exact recovery is necessary, where the compromise
between sparsity of B0 and applicability of Theorem (3.7) lies.

4 Conclusions

We have discussed efficient algorithms to compute Katz and eigenvector centralities on very
dense networks. The proposed techniques are based on computing Katz centralities, with
negative parameter, on the complement graph of the given one. For unweighted graphs, our
approach always guarantees exact computation of Katz centrality in an effiicent manner for
very dense networks. For weighted graphs, enhancement by thresholding may be needed, but
we provided theoretical sufficient conditions for exact recovery and argued that, even when
these are not met, good approximate recovery is still possible. We reported some numerical
experiments that support our claims.
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ε = (3n)−1

size n sparsity RHS of (7) RHS of (9) ε
300 94.5 % 2.2 · 10−7 1.7 · 10−7 3.3 · 10−3

900 97.8 % 2.0 · 10−8 1.5 · 10−8 1.1 · 10−3

1500 98.6 % 2.2 · 10−9 1.6 · 10−9 6.7 · 10−4

3000 99.2 % 8.8 · 10−11 6.5 · 10−11 3.3 · 10−4

ε = (3n)−2

size n sparsity RHS of (7) RHS of (9) ε
300 89.2 % 1.4 · 10−7 1.0 · 10−7 1.1 · 10−5

900 95.6 % 1.5 · 10−8 1.1 · 10−8 1.2 · 10−6

1500 97.1 % 3.1 · 10−9 2.3 · 10−9 4.4 · 10−7

3000 98.4 % 1.0 · 10−10 7.7 · 10−11 1.1 · 10−7

ε = (3n)−3

size n sparsity RHS of (7) RHS of (9) ε
300 84.3 % 5.7 · 10−8 4.1 · 10−8 3.7 · 10−8

900 93.4 % 1.1 · 10−8 8.1 · 10−9 1.4 · 10−9

1500 95.7 % 1.5 · 10−9 1.1 · 10−9 3.0 · 10−10

3000 97.6 % 5.9 · 10−11 4.4 · 10−11 3.7 · 10−11

ε = (3n)−4

size n sparsity RHS of (7) RHS of (9) ε
300 79.3 % 4.0 · 10−8 2.8 · 10−8 1.2 · 10−10

900 91.3 % 1.0 · 10−8 7.4 · 10−9 1.5 · 10−12

1500 94.3 % 1.4 · 10−9 1.1 · 10−9 2.0 · 10−13

3000 96.8 % 3.3 · 10−11 2.5 · 10−11 1.2 · 10−14

Table 2: For each value of n, one realization of the matrix D is randomly generated, and
A,B, t are constructed as in Table 1. We then test, for various choice of ε depending a priori
on the size 3n, what is the sparsity of B0 (fraction of zero entries) and whether (7) and (10)
are satisfied (the LHS, ε, is explicitly computed in the last column). When a test for exact
recovery is satisfied, the corresponding values of the RHS are in bold font.
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