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#### Abstract

In this work, we propose a martingale based neural network, SOC-MartNet, for solving high-dimensional Hamilton-Jacobi-Bellman (HJB) equations where no explicit expression is needed for the Hamiltonian $\inf _{u \in U} H(t, x, u, z, p)$, and stochastic optimal control problems with controls on both drift and volatility. We reformulate the HJB equations into a stochastic neural network learning process, i.e., training a control network and a value network such that the associated Hamiltonian process is minimized and the cost process becomes a martingale. To enforce the martingale property for the cost process, we employ an adversarial network and construct a loss function based on the projection property of conditional expectations. Then, the control/value networks and the adversarial network are trained adversarially, such that the cost process is driven towards a martingale and the minimum principle is satisfied for the control. Numerical results show that the proposed SOC-MartNet is effective and efficient for solving HJB-type equations and SOCP with a dimension up to 500 in a small number of training epochs.
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## 1 Introduction

This paper is devoted to the numerical solution of high-dimensional Hamilton-Jacobi-Bellman (HJB) typed equations and their applications to stochastic optimal control problems (SOCPs). The considered HJB-type equation is given in form of
$\partial_{t} v(t, x)+\mathcal{L} v(t, x)+V(t, x, v) v(t, x)+\inf _{\kappa \in U} H\left(t, x, \kappa, \partial_{x} v(t, x), \partial_{x x}^{2} v(t, x)\right)=0, \quad(t, x) \in[0, T) \times \mathbb{R}^{d}$
with $\partial_{x}=\nabla_{x}$ and $\partial_{x x}^{2}=\nabla_{x} \nabla_{x}^{\top}$ as the gradient and Hessian operator, respectively, and a terminal condition

$$
\begin{equation*}
v(T, x)=g(x), \quad x \in \mathbb{R}^{d} \tag{2}
\end{equation*}
$$

where $U \subset \mathbb{R}^{m}$ and $\mathcal{L}$ is a differential operator given by

$$
\mathcal{L}:=\mu(t, x) \partial_{x}+\frac{1}{2} \operatorname{Tr}\left\{\sigma \sigma^{\top}(t, x) \partial_{x x}^{2}\right\}
$$

[^0]for some given functions $\mu:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $\sigma:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times q} ; H(t, x, \kappa, z, p)$ is the Hamiltonian as a mapping $(t, x, \kappa, z, p) \in[0, T] \times \mathbb{R}^{d} \times U \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d} \rightarrow \mathbb{R}$. The HJB-typed equation (1) is general and covers semi-linear parabolic equations $(V \neq 0)$ and common HJB equations appearing in stochastic optimal controls (SOCPs) $(V=0)$; see the discussions in section 3 ,

The HJB equation is a fundamental partial differential equation (PDE) in the field of optimal control theory 42; 47]. In the typical framework of dynamic programming [5, 16; 34], the optimal feedback control is identified by the verification technique, which involves minimizing a Hamiltonian depending on the derivatives of a value function [47, p. 278]. On this account, the HJB equation, which governs this value function, stands as a cornerstone of dynamic programming. The well-posedness of HJB equations has been firmly established with the theory of viscosity solutions; see, e.g., 9; 10; 25, 26; 37. But solving the HJB equation is still challenging due to its non-smoothness and high dimensionality.

The wide application of HJB equations has spurred extensive research on efficient numerical methods. Conventional approaches include the Galerkin method [3; 4, 45], the finite volume method [41, 44, 46], the monotone approximation scheme [2], the patchy dynamic programming [6) 39], etc. These methods generally suffer from the curse of dimensionality (CoD) [5], that is, the computation complexity increases exponentially with dimensionality. In [30; 31], the HJB equation is solved through the associated BSDE deduced from the Feynman-Kac representation [32]. However in their works, the resolution of BSDE relies on least-squares regressions, whose performance is still hampered by the curse dimensionality. There are also literature leveraging dimension reduction techniques, e.g., [13; 28, 29, 36, but these techniques heavily depend on the dimensionality reducibility of the problem.

In recent years, deep learning has emerged as a promising tool to overcome the CoD, leading to a growing body of deep learning methods for solving PDEs, e.g., [14, 15, 19, 21, 24, 43; 48; 49]. While demonstrably effective for usual high-dimensional PDEs, these methods encounter new challenges when applied to the HJB-type equation (1). The main challenge stems from the inherent infimum operator in the Hamiltonian $\inf _{\kappa \in U}$ of HJB equation imposed on the $H$. Directly minimizing the Hamiltonian for every time-space point $(t, x)$ is computationally expensive.

To avoid this issue, the works in [11, 12] focus on Hamilton-Jacobi equation where $\inf _{\kappa \in U} H$ is explicitly known. The work [38, section 3.4] considers specific optimal control problems such that $\inf _{\kappa \in U} H$ admits an analytic solution. There are also research resorting to neural networks. For example, [27, section 3.2] introduces a neural network to learn the feedback control $u(t, x)$ such that $u(t, x)$ becomes a stationary point of $H$, i.e., $\left.\partial_{\kappa} H\right|_{\kappa=u(t, x)}=0$, where certain conditions on $U$ and $H$ are needed to ensure the stationary point is a minimizer of $\kappa \mapsto H$. The paper [51] considers static HJB-typed PDEs, where solving $\inf _{\kappa \in U} H$ is avoided by reformulating the problem into a SOCP solved by reinforcement learning. In addition, there are also works on numerical methods for SOCPs, which do not explicitly solve the HJB equation, e.g., [1; 17; 20, 22; 23, 50. By now, developing new efficient numerical methods for high-dimensional HJB equations still remains an urgent area of research.

In this paper, we propose a novel numerical method for solving the high-dimensional HJBtyped equation (11. In our approach, the control and value functions of the problem are approximated by neural networks. The HJB equation is encoded into a Hamiltonian process and a cost process both depending on the control network and the value network. Then the value and the control functions are founded by minimizing a functional of the Hamiltonian process while ensuring the cost process is a martingale. The martingale property are further enforced by adversarial learning, whose loss function is constructed by characterizing the projection property of conditional expectations. The proposed method, named SOC-MartNet, will be able to solve stochastic optimal control problems based on an martingale formulation originally in the DeepMartNet for boundary value and eigenvalue problems of high dimensional PDEs [7] 8]. Our numerical experiments will show that the proposed SOC-MartNet is effective and efficient for solving equations with dimension up to 500 .

The SOC-MartNet enjoys high computational efficiency stemming from the martingale formulation. In our approach, the task of finding $\inf _{\kappa \in U} H$ for each $(t, x)$ is accomplished by training a control network to minimize a functional of the Hamiltonian process, thus avoiding the need of evaluating explicitly the infimum. Moreover, our training algorithm enjoys parallel efficiency, since it is free of time-direction iterations during gradient computation. This feature is dramatically different from existing deep-learning probabilistic methods for PDEs. Beyond efficiency, the SOC-MartNet demonstrates broad applicability, effectively handling high-dimensional HJB equations and parabolic equations as well as SOCPs.

The reminder of this paper is organized as follows. In section 2 we briefly review the main ideas in dynamic programming for solving SOCPs. In section 3, we propose the SOC-MartNet and its algorithm for general non-degenerated HJB equations. Numerical results are presented in section 4. Some final remarks are given in section 5

## 2 Preliminaries: dynamic programming principle

We consider a filtered complete probability space $\left(\Omega, \mathcal{F}, \mathbb{F}^{B}, \mathbb{P}\right)$ with $\mathbb{F}^{B}:=\left(\mathcal{F}_{t}\right)_{0 \leq t \leq T}$ as the natural filtration of the standard $q$-dimensional Brownian motion $B=\left(B_{t}\right)_{0 \leq t \leq T}$, and $T \in(0, \infty)$ a deterministic terminal time. Let $\mathcal{U}_{\mathrm{ad}}$ be the set of admissible feedback control functions defined by

$$
\begin{equation*}
\mathcal{U}_{\mathrm{ad}}:=\left\{u:[0, T] \times \mathbb{R}^{d} \rightarrow U \mid u \text { is Borel measurable }\right\} \text { with } U \subset \mathbb{R}^{m} . \tag{3}
\end{equation*}
$$

For any $u \in \mathcal{U}_{\mathrm{ad}}$, the controlled state process $X^{u}$ is governed by the following stochastic differential equation (SDE):

$$
\begin{equation*}
X_{t}^{u}=x_{0}+\int_{0}^{t} \bar{\mu}\left(s, X_{s}^{u}, u\left(s, X_{s}^{u}\right)\right) \mathrm{d} s+\int_{0}^{t} \bar{\sigma}\left(s, X_{s}^{u}, u\left(s, X_{s}^{u}\right)\right) \mathrm{d} B_{s}, \quad t \in[0, T], \quad x_{0} \in \mathbb{R}^{d}, \tag{4}
\end{equation*}
$$

where $\bar{\mu}:[0, T] \times \mathbb{R}^{d} \times U \rightarrow \mathbb{R}^{d}$ and $\bar{\sigma}:[0, T] \times \mathbb{R}^{d} \times U \rightarrow \mathbb{R}^{d}$ are the controlled drift coefficient and controlled diffusion coefficient, respectively, and the stochastic integral with respect to $B_{s}$ is of Itô type. The cost functional of $u$ is given by

$$
J(u):=\mathbb{E}\left[\int_{0}^{T} c\left(s, X_{s}^{u}, u\left(s, X_{s}^{u}\right)\right) \mathrm{d} s+g\left(X_{T}^{u}\right)\right]
$$

where $c:[0, T] \times \mathbb{R}^{d} \times U \rightarrow \mathbb{R}$ and $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ characterize the running cost and terminal cost, respectively. Our main focus is the following SOCP:

$$
\begin{equation*}
\text { Find } u^{*} \in \mathcal{U}_{\text {ad }} \text { such that } J\left(u^{*}\right)=\inf _{u \in \mathcal{U}_{\text {ad }}} J(u) \tag{5}
\end{equation*}
$$

To carry out the approach of dynamic programming, we define the value function $v$ by

$$
v(t, x)=\inf _{u \in \mathcal{U}_{\mathrm{ad}}} J(t, x, u), \quad J(t, x, u):=\mathbb{E}\left[\int_{t}^{T} c\left(s, X_{s}^{u}, u\left(s, X_{s}^{u}\right)\right) \mathrm{d} s+g\left(X_{T}^{u}\right) \mid X_{t}^{u}=x\right]
$$

for $(t, x) \in[0, T] \times \mathbb{R}^{d}$. Under certain conditions (see, e.g., 42, Theorem 4.3.1 and Remark 4.3.4]), the value function $v$ is the viscosity solution to the following fully nonlinear HJB equation

$$
\begin{equation*}
\partial_{t} v(t, x)+\inf _{\kappa \in U} H\left(t, x, \kappa, \partial_{x} v(t, x), \partial_{x x}^{2} v(t, x)\right)=0, \quad(t, x) \in[0, T) \times \mathbb{R}^{d} \tag{6}
\end{equation*}
$$

with the terminal condition $v(T, x)=g(x), x \in \mathbb{R}^{d}$, and the Hamiltonian $H$ given by

$$
\begin{equation*}
H(t, x, \kappa, z, p):=\frac{1}{2} \operatorname{Tr}\left(p \bar{\sigma} \bar{\sigma}^{\top}(t, x, \kappa)\right)+z^{\top} \bar{\mu}(t, x, \kappa)+c(t, x, \kappa) \tag{7}
\end{equation*}
$$

for $(t, x, \kappa, z, p) \in[0, T] \times \mathbb{R}^{d} \times U \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d}$.
Under the regularity condition $v \in C^{1,2}$, i.e., $v$ is once and twice continuously differentiable with respect to $t \in[0, T]$ and $x \in \mathbb{R}^{d}$, respectively, the classical verification theorem [47, p. 268, Theorem 5.1] reveals the optimal feedback control as

$$
\begin{equation*}
u^{*}\left(t, X_{t}^{*}\right) \in \underset{\kappa \in U}{\arg \min } H\left(t, X_{t}^{*}, \kappa, \partial_{x} v\left(t, X_{t}^{*}\right), \partial_{x x}^{2} v\left(t, X_{t}^{*}\right)\right), \quad t \in[0, T] \tag{8}
\end{equation*}
$$

with $X^{*}:=X^{u^{*}}$ the controlled diffusion corresponding to the optimal control $u^{*}$, namely, for $t \in[0, T]$

$$
\begin{equation*}
H\left(t, X_{t}^{*}, u^{*}\left(t, X_{t}^{*}\right), \partial_{x} v\left(t, X_{t}^{*}\right), \partial_{x x}^{2} v\left(t, X_{t}^{*}\right)\right)=\inf _{\kappa \in U} H\left(t, X_{t}^{*}, \kappa, \partial_{x} v\left(t, X_{t}^{*}\right), \partial_{x x}^{2} v\left(t, X_{t}^{*}\right)\right) . \tag{9}
\end{equation*}
$$

Therefore, by the maximum principle (9), to find the optimal feedback control, it is sufficient to ensure

$$
\begin{equation*}
u^{*}(t, x) \in \underset{\kappa \in U}{\arg \min } H\left(t, x, \kappa, \partial_{x} v(t, x), \partial_{x x}^{2} v(t, x)\right), \quad x \in \Gamma_{t}, \quad t \in[0, T], \tag{10}
\end{equation*}
$$

or

$$
\begin{equation*}
H\left(t, x, u^{*}(t, x), \partial_{x} v(t, x), \partial_{x x}^{2} v(t, x)\right)=\inf _{\kappa \in U} H\left(t, x, \kappa, \partial_{x} v(t, x), \partial_{x x}^{2} v(t, x)\right), x \in \Gamma_{t} \tag{11}
\end{equation*}
$$

for some state set $\Gamma_{t} \supset \Gamma\left(X_{t}^{*}\right)$, where $\Gamma\left(X_{t}^{*}\right)$ is the support set of $X_{t}^{*}$, i.e.,

$$
\begin{equation*}
\Gamma\left(X_{t}^{*}\right):=\cup\left\{E \in \mathcal{B}\left(\mathbb{R}^{d}\right): \mathbb{P}\left(X_{t}^{*} \in E\right)=1\right\} \tag{12}
\end{equation*}
$$

with $\mathcal{B}\left(\mathbb{R}^{d}\right)$ the class of Borel sets in $\mathbb{R}^{d}$. On the basis of 11 , the key step for solving the SCOP (5) is to find the value function $v$ from the HJB equation (6), which is the main subject of the next section.

## 3 Proposed method

Throughout this section, we assume the HJB-typed equation (1) is non-degenerated, i.e., $\sigma \sigma^{\top}(t, x)$ is positive definite uniformly for $(t, x) \in[0, T] \times \mathbb{R}^{d}$. Under the non-degeneracy condition and some usual conditions (see, e.g., (35), the equation (1) admits a classical solution $v \in C^{1,2}$, where the regularity of $v$ is necessary to present our martingale formulation. Nevertheless, the non-degenerated equation (1) is still general enough to cover many useful situations as follows.

- SOCP (5) without volatility control. If $\bar{\sigma}(t, x, \kappa)=\bar{\sigma}(t, x)$, the HJB equation (6) degenerates into a special case of (1) with

$$
\mathcal{L}=\frac{1}{2} \operatorname{Tr}\left\{\bar{\sigma} \bar{\sigma}^{\top}(t, x) \partial_{x x}^{2}\right\}, \quad H(t, x, \kappa, z, p)=z^{\top} \bar{\mu}(t, x, \kappa)+c(t, x, \kappa)
$$

for $(t, x, \kappa, z, p) \in[0, T] \times \mathbb{R}^{d} \times U \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d}$.

- Non-degenerated controlled volatility $\bar{\sigma}$ of the SOCP (5). If the $\bar{\sigma}$ admits a decomposition as $\bar{\sigma}(t, x, \kappa)=\bar{\sigma}_{0} I_{d}+\bar{\sigma}_{1}(t, x, \kappa)$ with $\bar{\sigma}_{0}>0, I_{q}$ the $q$-dimensional identity matrix and $\bar{\sigma}_{1} \bar{\sigma}_{1}^{\top}(t, x, \kappa)$ being positive semidefinite for $(t, x, \kappa) \in[0, T] \times \mathbb{R}^{d} \times U$, then the HJB equation (6) becomes a special case of (1) with

$$
\mathcal{L}=\frac{1}{2} \bar{\sigma}_{0}^{2} \Delta_{x}, \quad H(t, x, \kappa, z, p)=\frac{1}{2} \operatorname{Tr}\left(p \bar{\sigma}_{1} \bar{\sigma}_{1}^{\top}(t, x, \kappa)\right)+z^{\top} \bar{\mu}(t, x, \kappa)+c(t, x, \kappa)
$$

for $(t, x, \kappa, z, p) \in[0, T] \times \mathbb{R}^{d} \times U \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d}$ with $\Delta_{x}:=\operatorname{Tr}\left(\partial_{x x}^{2}\right)$.

- Knowledge of some preliminary approximation $u_{0}$ for the optimal control $u^{*}$. In this case, the HJB equation (6) can be rewritten into (1) with

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}^{u_{0}}, \quad H\left(t, x, \kappa, \partial_{x} v(t, x), \partial_{x x}^{2} v(t, x)\right)=\left(\mathcal{L}^{\kappa}-\mathcal{L}^{u_{0}}\right) v(t, x)+c(t, x, \kappa), \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}^{\kappa}:=\bar{\mu}(t, x, \kappa) \partial_{x}+\frac{1}{2} \operatorname{Tr}\left\{\bar{\sigma} \bar{\sigma}^{\top}(t, x, \kappa) \partial_{x x}^{2}\right\} \quad \text { for } \kappa \in U \tag{14}
\end{equation*}
$$

with the convention $\mathcal{L}^{u} v(t, x):=\mathcal{L}^{u(t, x)} v(t, x)$.

- Explicit form of the optimal control in the Hamiltonian. If the following function $f$ is explicitly known:

$$
\begin{equation*}
f(t, x, z, p):=\inf _{u \in U} H(t, x, u, z, p), \quad(t, x, z, p) \in[0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d} \tag{15}
\end{equation*}
$$

then (1) degenerates into a common parabolic equation as follows

$$
\begin{equation*}
\left(\partial_{t}+\mathcal{L}\right) v(t, x)+f\left(t, x, \partial_{x} v(t, x), \partial_{x x}^{2} v(t, x)\right)=0, \quad(t, x) \in[0, T) \times \mathbb{R}^{d} \tag{16}
\end{equation*}
$$

From the above discussions, the SOC-MartNet designed for the HJB-typed equation (1) is applicable for the SOCP (5) with non-degenerated diffusion and parabolic problems without boundary conditions.

### 3.1 Martingale formulation for HJB-typed equations

Let $X:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}$ be a diffusion process associated with the operator $\mathcal{L}$, i.e.,

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} \mu\left(s, X_{s}\right) \mathrm{d} s+\int_{0}^{t} \sigma\left(s, X_{s}\right) \mathrm{d} B_{s}, \quad t \in[0, T] . \tag{17}
\end{equation*}
$$

First, we define two processes - a cost process $\mathcal{M}_{t}^{u, v}$ and a Hamiltonian process $H_{t}^{u, v}$ using the optimal control $u \in \mathcal{U}_{\mathrm{ad}}$ and the value function $v$ by

$$
\begin{align*}
& \mathcal{M}_{t}^{u, v}=\mathcal{M}^{u, v}\left(t, X_{t}\right):=v\left(t, X_{t}\right)+\int_{0}^{t} H_{s}^{u, v} \mathrm{~d} s,  \tag{18}\\
& H_{t}^{u, v}=H^{u, v}\left(t, X_{t}\right):=H\left(t, X_{t}, u\left(t, X_{t}\right), \partial_{x} v\left(t, X_{t}\right), \partial_{x x}^{2} v\left(t, X_{t}\right)\right), \tag{19}
\end{align*}
$$

respectively, for $t \in[0, T]$. In the following, we aim at finding a set of sufficient conditions on $\mathcal{M}^{u, v}$ and $H^{u, v}$, under which $v$ will satisfy the HJB-typed equation (1), and $u$ is the optimal feedback control in sense of (11).

Recalling (11), we assume that the uncontrolled diffusion $X_{t}$ can explore the whole support set of $X_{t}^{*}$ (see Remark 11), i.e.,

$$
\begin{equation*}
\Gamma\left(X_{t}\right) \supset \Gamma\left(X_{t}^{*}\right), \quad t \in[0, T] . \tag{20}
\end{equation*}
$$

Then, to establish (11), it is sufficient to consider the condition

$$
\begin{equation*}
H_{t}^{u, v}=H^{u, v}\left(t, X_{t}\right)=\inf _{\kappa \in U} H\left(t, X_{t}, \kappa, \partial_{x} v\left(t, X_{t}\right), \partial_{x x}^{2} v\left(t, X_{t}\right)\right), t \in[0, T] . \tag{21}
\end{equation*}
$$

Remark 1. (State spaces of controlled and uncontrolled diffusion) For the $S O C P$ (5), we introduce the following two strategies to ensure the inclusion condition 20):

- We randomly take the start point $X_{0}$ of the uncontrolled diffusion $X$ such that the distribution of $X_{0}$ covers a neighborhood of $X_{0}^{*}=x_{0}$ in (4), e.g., $X_{0} \sim N\left(x_{0}, r I_{d}\right)$ with $r>0 a$ hyper parameter.
- The uncontrolled diffusion can be taken as $X^{u_{0}}$ given by (4) with $u_{0}$ an initial approximation of $u^{*}$. Then we turn to solve the following equation equivalent to (6):

$$
\left(\partial_{t}+\mathcal{L}^{u_{0}}\right) v(t, x)+\inf _{\kappa \in U}\left\{\left(\mathcal{L}^{\kappa}-\mathcal{L}^{u_{0}}\right) v(t, x)+c(t, x, \kappa)\right\}=0, \quad(t, x) \in[0, T) \times \mathbb{R}^{d},
$$

for which the Hamiltonian process in 19) is given by

$$
H_{t}^{u, v}=\left(\mathcal{L}^{u}-\mathcal{L}^{u_{0}}\right) v\left(t, X_{t}^{u_{0}}\right)+c\left(t, X_{t}^{u_{0}}, u\left(t, X_{t}^{u_{0}}\right)\right), \quad t \in[0, T] .
$$

The condition (21) is computationally intractable because minimizing the Hamiltonian $H$ for each time-state $\left(t, X_{t}\right)$ is too expensive, resulting in a CoD problem. To avoid this issue, we introduce the following lemma.

Lemma 1. Let $u$ be any function in $\mathcal{U}_{\mathrm{ad}}$ and $v:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be any function satisfying $\int_{0}^{T} \mathbb{E}\left[\left|H_{t}^{u, v}\right|\right] \mathrm{d} t<+\infty$. Then

$$
\begin{equation*}
H_{t}^{u, v}=\inf _{\kappa \in U} H\left(t, X_{t}, \kappa, \partial_{x} v\left(t, X_{t}\right), \partial_{x x}^{2} v\left(t, X_{t}\right)\right), \quad \forall(t, \omega) \in[0, T] \times \Omega, \text { a.e. }-\mathrm{d} t \times \mathbb{P} \tag{22}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\int_{0}^{T} \mathbb{E}\left[H_{t}^{u, v}\right] \mathrm{d} t=\inf _{\bar{u} \in \mathcal{U}_{\mathrm{ad}}} \int_{0}^{T} \mathbb{E}\left[H_{t}^{\bar{u}, v}\right] \mathrm{d} t . \tag{23}
\end{equation*}
$$

Proof. $(22) \Rightarrow(23)$ : It follows from (3) trivially.
$(23) \Rightarrow 22):$ By (3) and the definition of infimum, for any $\delta>0$, there exists $u_{\delta} \in \mathcal{U}_{\mathrm{ad}}$ such that

$$
H_{t}^{u_{\delta}, v}<\inf _{\kappa \in U} H\left(t, X_{t}, \kappa, \partial_{x} v\left(t, X_{t}\right), \partial_{x x}^{2} v\left(t, X_{t}\right)\right)+\delta \text { for } t \in[0, T]
$$

where $H_{t}^{u_{\delta}, v}$ is given in 19$]$. Then taking $\int_{0}^{T} \mathbb{E}[\cdot] \mathrm{d} t$ on both sides of the above inequality, we have that

$$
\int_{0}^{T} \mathbb{E}\left[H_{t}^{u_{\delta}, v}\right] \mathrm{d} t \leq \int_{0}^{T} \mathbb{E}\left[\inf _{\kappa \in U} H\left(t, X_{t}, \kappa, \partial_{x} v\left(t, X_{t}\right), \partial_{x x}^{2} v\left(t, X_{t}\right)\right)\right] \mathrm{d} t+\delta T .
$$

Combining the above equality and (23), we have that

$$
\int_{0}^{T} \mathbb{E}\left[H_{t}^{u, v}\right] \mathrm{d} t \leq \int_{0}^{T} \mathbb{E}\left[\inf _{\kappa \in U} H\left(t, X_{t}, \kappa, \partial_{x} v\left(t, X_{t}\right), \partial_{x x}^{2} v\left(t, X_{t}\right)\right)\right] \mathrm{d} t+\delta T
$$

i.e.,

$$
\begin{equation*}
\int_{0}^{T} \mathbb{E}\left[\varepsilon_{t}\right] \mathrm{d} t \leq \delta T \text { with } \varepsilon_{t}:=H_{t}^{u, v}-\inf _{\kappa \in U} H\left(t, X_{t}, \kappa, \partial_{x} v\left(t, X_{t}\right), \partial_{x x}^{2} v\left(t, X_{t}\right)\right) . \tag{24}
\end{equation*}
$$

Since $\delta>0$ is arbitrary, the above inequality implies $\int_{0}^{T} \mathbb{E}\left[\varepsilon_{t}\right] \mathrm{d} t \leq 0$. On the other hand, the definition of $\varepsilon_{t}$ leads to $\varepsilon_{t} \geq 0$ for any $t \in[0, T]$, and thus we obtain

$$
\varepsilon_{t}=0 \text { for }(t, \omega) \in[0, T] \times \Omega, \quad \text { a.e. }-\mathrm{d} t \times \mathbb{P},
$$

which is just 22).
Remark 2. (Independent sampling in $(t, x)$ variables) Compared to 22), the equivalent condition 23) offers significant computational benefits, as the minimization is imposed on a single functional of the control space instead of the Hamiltonian over time-state $\left(t, X_{t}\right)$ space in addition to the control space. Moreover, the double integral introduced here in practice is only carried over a cone shape region in the space-time domain, and this condition will allow independent sampling of $t$ and $x$ to be carried out for computation speed-up from parallel efficiency.

Utilizing the condition (22), we can simplify the HJB-typed equation (1) into

$$
\begin{equation*}
\left(\partial_{t}+\mathcal{L}\right) v\left(t, X_{t}\right)=-H_{t}^{u, v}\left(t, X_{t}\right) \tag{25}
\end{equation*}
$$

for $t \in[0, T]$. Next, we will show that 25 can be fulfilled by enforcing the cost process $\mathcal{M}^{u, v}$ in (18) to be a martingale under the value function $v$ and the optimal control $u$. The following lemma presents the details.

Lemma 2. For any $(u, v) \in \mathcal{U}_{\mathrm{ad}} \times C^{1,2}$ satisfying

$$
\begin{equation*}
\int_{0}^{T} \mathbb{E}\left[\left|\partial_{x} v \sigma\left(t, X_{t}\right)\right|^{2}\right] \mathrm{d} t<\infty, \quad \int_{0}^{T} \mathbb{E}\left[\left|H_{t}^{u, v}\right|^{2}\right] \mathrm{d} t<\infty, \quad \mathbb{E}\left[\left|v\left(T, X_{T}\right)\right|^{2}\right]<\infty, \tag{26}
\end{equation*}
$$

then the equation 25 holds for $(t, \omega) \in[0, T] \times \Omega$ a.e. $-\mathrm{d} t \times \mathbb{P}$ if and only if $M_{t}^{u, v}\left(t, X_{t}\right)$ is a martingale, i.e.,

$$
\begin{equation*}
\mathcal{M}_{t}^{u, v}=\mathbb{E}\left[\mathcal{M}_{T}^{u, v} \mid \mathcal{F}_{t}\right], \quad t \in[0, T] . \tag{27}
\end{equation*}
$$

Proof. For $v \in C^{1,2}$, the Itô's formula implies that

$$
\begin{equation*}
v\left(t, X_{t}\right)=v\left(0, X_{0}\right)+\int_{0}^{t}\left(\partial_{t}+\mathcal{L}\right) v\left(s, X_{s}\right) \mathrm{d} s+\int_{0}^{t} \partial_{x} v \sigma\left(s, X_{s}\right) \mathrm{d} B_{s}, \quad t \in[0, T] . \tag{28}
\end{equation*}
$$

25 (27): Inserting 25 into the above equation and further using the definition of (18), we obtain

$$
\mathcal{M}_{t}^{u, v}=v\left(t, X_{t}\right)+\int_{0}^{t} H^{u, v}\left(s, X_{s}\right) \mathrm{d} s=v\left(0, X_{0}\right)+\int_{0}^{t} \partial_{x} v \sigma\left(s, X_{s}\right) \mathrm{d} B_{s}, \quad t \in[0, T],
$$

Then $M_{t}^{u, v}\left(t, X_{t}\right)$ is a martingale from the above equation combined with the first condition in (26), thus (27) holds.
(27) $\Rightarrow \sqrt{25}$ : Recalling again the definition in (18), the last two conditions in (26) implies that $\mathbb{E}\left[\left|\mathcal{M}_{T}^{u, v}\right|^{2}\right]<\infty$. Then by the martingale representation theorem [40, Theorem 4.3.4], there exists a square integrable and $\mathbb{F}^{B}$-adapted process $Z:[0, T] \times \Omega \rightarrow \mathbb{R}^{q}$ such that

$$
\mathcal{M}_{t}^{u, v}=\mathcal{M}_{0}^{u, v}+\int_{0}^{t} Z_{s} \mathrm{~d} B_{s}, \quad t \in[0, T] .
$$

By using the definition $\mathcal{M}_{t}^{u, v}$ in 18) above, we then have

$$
\begin{equation*}
v\left(t, X_{t}\right)=v\left(0, X_{0}\right)-\int_{0}^{t} H^{u, v}\left(s, X_{s}\right) \mathrm{d} s+\int_{0}^{t} Z_{s} \mathrm{~d} B_{s} \tag{29}
\end{equation*}
$$

Combining 28) and 29, we have that

$$
Q_{t}:=\int_{0}^{t}\left\{\left(\partial_{t}+\mathcal{L}\right) v\left(s, X_{s}\right)+H^{u, v}\left(s, X_{s}\right)\right\} \mathrm{d} s=\int_{0}^{t}\left\{\partial_{x} v \sigma\left(s, X_{s}\right)-Z_{s}\right\} \mathrm{d} B_{s}, \quad t \in[0, T]
$$

which means that $Q$ is a finite variation process, and is also a continuous martingale. Thus it follows from [18, Theorem 4.8] that $Q_{t}=0$ for $t \in[0, T]$, a.s., which validates 25].

Lemmas 1 and 2 directly lead to the following theorem, which presents our martingale formulation (30) for the HJB-typed equation (1).

Theorem 3. Assume $(u, v) \in \mathcal{U}_{\mathrm{ad}} \times C^{1,2}$ satisfies (26). Let $M_{t}^{u, v}$ and $H_{t}^{u, v}$ be given by (18) and 19), respectively. Then the following two conditions

$$
\begin{equation*}
\int_{0}^{T} \mathbb{E}\left[H_{t}^{u, v}\right] \mathrm{d} t=\inf _{\bar{u} \in \mathcal{U}_{\mathrm{ad}}} \int_{0}^{T} \mathbb{E}\left[H_{t}^{\bar{u}, v}\right] \mathrm{d} t, \quad \mathcal{M}_{t}^{u, v}=\mathbb{E}\left[\mathcal{M}_{T}^{u, v} \mid \mathcal{F}_{t}\right], \quad t \in[0, T], \tag{30}
\end{equation*}
$$

are equivalent to

$$
\begin{equation*}
\left(\partial_{t}+\mathcal{L}\right) v\left(t, X_{t}\right)=-\inf _{\kappa \in U} H\left(t, X_{t}, \kappa, \partial_{x} v\left(t, X_{t}\right), \partial_{x x}^{2} v\left(t, X_{t}\right)\right) \tag{31}
\end{equation*}
$$

for $(t, \omega) \in[0, T] \times \Omega$, a.e. $-\mathrm{d} t \times \mathbb{P}$.
Now based on Theorem 3, the key issue is to fulfill the minimum condition and the martingale condition in (30), achieved by the SOC-MartNet algorithm.

### 3.2 SOC-MartNet via adversarial learning for control/value functions

To avoid computing conditional expectations as in the original DeepMartNet [7; 8], we modify the martingale condition in 30 into

$$
\begin{equation*}
\sup _{\rho \in \mathcal{T}}\left|\int_{0}^{T-\Delta t} \mathbb{E}\left[\rho\left(t, X_{t}\right)\left(\mathcal{M}_{t+\Delta t}^{u, v}-\mathcal{M}_{t}^{u, v}\right)\right] \mathrm{d} t\right|^{2}=0 \tag{32}
\end{equation*}
$$

where $\mathcal{T}$ denotes the set of test functions, defined by

$$
\begin{equation*}
\mathcal{T}:=\left\{\rho:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R} \mid \rho \text { is smooth and bounded }\right\} \tag{33}
\end{equation*}
$$

and $\Delta t \in(0, T)$ is the time step size. For sufficiently small $\Delta t$, condition (32) ensures the martingale condition in (30). Actually, by the property of conditional expectations, it holds that

$$
\begin{equation*}
\mathbb{E}\left[\rho\left(t, X_{t}\right)\left(\mathcal{M}_{t+\Delta t}^{u, v}-\mathcal{M}_{t}^{u, v}\right)\right]=\mathbb{E}\left[\rho\left(t, X_{t}\right) \mathbb{E}\left[\left(\mathcal{M}_{t+\Delta t}^{u, v}-\mathcal{M}_{t}^{u, v}\right) \mid X_{t}\right]\right], \quad t \in[0, T-\Delta t] \tag{34}
\end{equation*}
$$

Inserting (34) into (32), we have that

$$
\int_{0}^{T-\Delta t} \mathbb{E}\left[\rho\left(t, X_{t}\right) \mathbb{E}\left[\left(\mathcal{M}_{t+\Delta t}^{u, v}-\mathcal{M}_{t}^{u, v}\right) \mid X_{t}\right]\right] \mathrm{d} t=0 \text { for all } \rho \in \mathcal{T}
$$

where $\mathbb{E}\left[\left(\mathcal{M}_{t+\Delta t}^{u, v}-\mathcal{M}_{t}^{u, v}\right) \mid X_{t}\right]$ is a deterministic and Borel measurable function of $\left(t, X_{t}\right)$ [33, Corollary 1.97], and thus,

$$
\begin{equation*}
\mathbb{E}\left[\left(\mathcal{M}_{t+\Delta t}^{u, v}-\mathcal{M}_{t}^{u, v}\right) \mid X_{t}\right]=0, \quad(t, \omega) \in[0, T-\Delta t] \times \Omega, \quad \text { a.e. } \mathrm{d} t \times \mathbb{P} \tag{35}
\end{equation*}
$$

The above conditions implies that $\mathcal{M}^{u, v}$ satisfies the martingale condition in 30p approximately for sufficiently small $\Delta t$.

A unique feature of (32) lies in its natural connection to adversarial learning [48], based on which, we can fulfill the conditions (2) and (30) by

$$
\begin{equation*}
(u, v)=\lim _{\lambda \rightarrow+\infty} \underset{(\bar{u}, \bar{v}) \in \mathcal{U}_{\mathrm{ad}} \times \mathcal{V}}{\arg \min }\left\{\sup _{\rho \in \mathcal{T}} \mathbb{L}(\bar{u}, \bar{v}, \rho, \lambda)\right\} \tag{36}
\end{equation*}
$$

where $\mathcal{U}_{\text {ad }}$ is given in (3), and $\mathcal{V}$ is the set of candidate value functions satisfying (2), i.e.,

$$
\begin{equation*}
\mathcal{V}:=\left\{v:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R} \mid v \in C^{1,2}, v(T, x)=g(x), \forall x \in \mathbb{R}^{d}\right\} \tag{37}
\end{equation*}
$$

and $\mathbb{L}$ is the augmented Lagrangian defined by

$$
\begin{equation*}
\mathbb{L}(u, v, \rho, \lambda):=\int_{0}^{T} \mathbb{E}\left[H_{t}^{u, v}\right] \mathrm{d} t+\lambda\left|\int_{0}^{T-\Delta t} \mathbb{E}\left[\rho\left(t, X_{t}\right)\left(\mathcal{M}_{t+\Delta t}^{u, v}-\mathcal{M}_{t}^{u, v}\right)\right] \mathrm{d} t\right|^{2} \tag{38}
\end{equation*}
$$

with $\lambda$ the multiplier being sufficiently large.
For adversarial learning, we replace the functions $u, v$ and $\rho$ by the control network $u_{\alpha}$ : $[0, T] \times \mathbb{R}^{d} \rightarrow U$, the value network $v_{\theta}:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ and the adversarial network $\rho_{\eta}:$
$[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{r}$ parameterized by $\alpha, \theta$ and $\eta$, respectively. Since the range of $u_{\alpha}$ should be restricted in the control space $U$, if $U=[a, b]:=\prod_{i=1}^{m}\left[a_{i}, b_{i}\right]$ with $a_{i}, b_{i}$ the $i$-th elements of $a, b \in \mathbb{R}^{m}$, the structure of $u_{\alpha}$ can be

$$
\begin{equation*}
u_{\alpha}(t, x)=a+\frac{b-a}{6} \operatorname{ReLU} 6\left(\psi_{\alpha}(t, x)\right), \quad(t, x) \in[0, T] \times \mathbb{R}^{d} \tag{39}
\end{equation*}
$$

where $\operatorname{ReLU6}(y):=\min \{\max \{0, y\}, 6\}$ is an activation function and $\psi_{\alpha}:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{m}$ is a neural network with parameter $\alpha$. Remark 3 provides a penalty method to deal with general control spaces. To satisfy the terminal condition in (37), the value network $v_{\theta}$ takes the form of

$$
\begin{equation*}
v_{\theta}(t, x)=(T-t) \phi_{\theta}(t, x)+g(x), \quad(t, x) \in[0, T] \times \mathbb{R}^{d} \tag{40}
\end{equation*}
$$

with $\phi_{\theta}:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ a neural network parameterized by $\theta$. The adversarial network $\rho_{\eta}$ plays the role of test functions. By our experiment results, $\rho_{\eta}$ is not necessarily to be very deep, but instead, it can be a shallow network with enough output dimensionality. A typical example is that

$$
\begin{equation*}
\rho_{\eta}(t, x)=\sin \left(W_{1} t+W_{2} x+b\right) \in \mathbb{R}^{r}, \quad \eta:=\left(W_{1}, W_{2}, b\right) \in \mathbb{R}^{r} \times \mathbb{R}^{r \times d} \times \mathbb{R}^{r} \tag{41}
\end{equation*}
$$

for $(t, x) \in[0, T] \times \mathbb{R}^{d}$, where $\sin (\cdot)$ is the activation function applied on $W_{1} t+W_{2} x+b$ in an element-wise manner.

SOC-MartNet Based on (36) and (38) with $\left(u_{\alpha}, v_{\theta}, \rho_{\eta}\right)$ in place of $(u, v, \rho)$, the solution $(u, v)$ of (36) can be approximated by $\left(u_{\alpha^{*}}, v_{\theta^{*}}\right)$ given by

$$
\begin{equation*}
\left(\alpha^{*}, \theta^{*}\right)=\lim _{\lambda \rightarrow+\infty} \underset{\alpha, \theta}{\arg \min }\left\{\max _{\eta} L(\alpha, \theta, \eta, \lambda)\right\} \tag{42}
\end{equation*}
$$

where

$$
\begin{equation*}
L(\alpha, \theta, \eta, \lambda):=\int_{0}^{T} \mathbb{E}\left[H_{t}^{u_{\alpha}, v_{\theta}}\right] \mathrm{d} t+\lambda\left|\int_{0}^{T-\Delta t} \mathbb{E}\left[\rho_{\eta}\left(t, X_{t}\right)\left(\mathcal{M}_{t+\Delta t}^{u_{\alpha}, v_{\theta}}-\mathcal{M}_{t}^{u_{\alpha}, v_{\theta}}\right)\right] \mathrm{d} t\right|^{2} \tag{43}
\end{equation*}
$$

with $H^{u_{\alpha}, v_{\theta}}$ and $M^{u_{\alpha}, v_{\theta}}$ given in 18 and 19 , respectively. The proposed method will be named SOC-MartNet for SOCPs as it is based on the martingale condition of the cost process (27), similar to the DeepMartNet [7; 8].

Remark 3. If the control space $U$ is general rather than an interval, the network structure in (39) is no longer applicable. This issue can be addressed by appending a new penalty term on the right side of (43) to ensure $u_{\alpha}\left(t, X_{t}\right)$ remains within $U$. The following new loss function is an example:

$$
\bar{L}(\alpha, \theta, \eta, \lambda, \bar{\lambda}):=L(\alpha, \theta, \eta, \lambda)+\bar{\lambda} \int_{0}^{T} \mathbb{E}\left[\operatorname{dist}\left(u_{\alpha}\left(t, X_{t}\right), U\right)\right] \mathrm{d} t,
$$

where $L(\alpha, \theta, \eta, \lambda)$ is given in 43); $\bar{\lambda} \geq 0$ is a multiplier and $\operatorname{dist}(\kappa, U)$ denotes a certain distance between $\kappa \in \mathbb{R}^{m}$ and $U$.

### 3.3 Training algorithm

To solve 42 numerically, we introduce a time partition on the time interval $[0, T]$, i.e.,

$$
\begin{equation*}
\pi_{N}:=\left\{t_{0}, t_{1}, \cdots, t_{N}\right\} \quad \text { s.t. } 0=t_{0}<t_{1}<t_{2}<\cdots<t_{n}<t_{n+1}<\cdots<t_{N}=T . \tag{44}
\end{equation*}
$$

For $n=0,1, \cdots, N-1$, denote

$$
\Delta t_{n}:=t_{n+1}-t_{n}, \quad \Delta B_{n+1}:=B_{n+1}-B_{n}
$$

Then we apply the following numerical approximations on the loss function in (43):

1. The process $\left(X_{t_{n}}\right)_{n=0}^{N}$ can be approximated by $\left(X_{n}\right)_{n=0}^{N}$, which is obtained by applying the Euler scheme to the SDE 17), i.e.,

$$
\begin{equation*}
X_{n+1}=X_{n}+\mu\left(t_{n}, X_{n}\right) \Delta t_{n}+\sigma\left(t_{n}, X_{n}\right) \Delta B_{n+1}, \quad n=0,1,2, \cdots, N-1 . \tag{45}
\end{equation*}
$$

2. The integral in (18) can be approximated by the trapezoid formula, resulting that $\mathcal{M}_{t_{n+1}}^{u_{\alpha}, v_{\theta}}-$ $\mathcal{M}_{t_{n}}^{u_{\alpha}, v_{\theta}} \approx \Delta \mathcal{M}_{n+1}^{\alpha, \theta}$ with

$$
\begin{equation*}
\Delta \mathcal{M}_{n+1}^{\alpha, \theta}:=v_{\theta}\left(t_{n+1}, X_{n+1}\right)-v_{\theta}\left(t_{n}, X_{n}\right)-\frac{1}{2}\left(H_{n}^{\alpha, \theta}+H_{n+1}^{\alpha, \theta}\right) \Delta t_{n} \tag{46}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{n}^{\alpha, \theta}:=H\left(t_{n}, X_{n}, u_{\alpha}\left(t_{n}, X_{n}\right), \partial_{x} v_{\theta}\left(t_{n}, X_{n}\right), \partial_{x x}^{2} v_{\theta}\left(t_{n}, X_{n}\right)\right), \quad n=0,1, \cdots, N \tag{47}
\end{equation*}
$$

3. The expectations in 43) can be approximated by the Monte-Carlo method based on the i.i.d. samples of $\left\{\left(X_{n}, H_{n}^{\alpha, \theta}, \Delta \mathcal{M}_{n}^{\alpha, \theta}\right)\right\}_{n=0}^{N}$, i.e.,

$$
\begin{equation*}
\left\{\left(X_{n}^{(m)}, H_{n}^{\alpha, \theta,(m)}, \Delta \mathcal{M}_{n}^{\alpha, \theta,(m)}\right)\right\}_{n=0}^{N}, \quad m=1,2, \cdots, M \tag{48}
\end{equation*}
$$

Combining the above approximations, the loss function in 43) is replaced by its mini-batch version as

$$
\begin{align*}
& L(\alpha, \theta, \eta, \lambda ; A):=\frac{1}{|A|} \sum_{(n, m) \in A} H_{n}^{\alpha, \theta,(m)} \Delta t_{n}+\lambda|G(\alpha, \theta, \eta, \lambda ; A)|^{2}  \tag{49}\\
& G(\alpha, \theta, \eta ; A):=\frac{1}{|A|} \sum_{(n, m) \in A} \rho_{\eta}\left(t_{n}, X_{n}^{(m)}\right) \Delta \mathcal{M}_{n+1}^{\alpha, \theta,(m)} \Delta t_{n} \tag{50}
\end{align*}
$$

with $\Delta t_{N}:=\Delta \mathcal{M}_{N+1}^{\alpha, \theta}:=0$ for convenience, where $A$ is a index subset randomly taken from $\{0,1, \cdots, N\} \times\{1,2, \cdots, M\}$ and is updated at each optimization step. The loss function in (49) can be optimized by alternating gradient descent and ascent of $L(\alpha, \theta, \eta, \lambda ; A)$ over $(\alpha, \theta)$ and $(\lambda, \eta)$, respectively. The details are presented in Algorithm 1 .

Remark 4. In our martingale formulation, the diffusion process $X$ given by 17) is fixed and independent of the control and the value function, and thus its sample paths can be generated offline before optimizing the loss function in 49). Moreover, in the SOC-MartNet, the gradient computation for the loss function and the training of neural networks are both free of recursive iterations along the time direction, which contributes to significant efficiency gains for the SOCMartNet. This feature is different from many existing deep-learning probabilistic methods for PDEs, e.g., [1; 14; 23; 24; 27; 38; 49; 51]. Our numerical experiments in section 4 further demonstrate the high efficiency of the SOC-MartNet.

### 3.4 Application to parabolic problems

The SOC-MartNet proposed in the last subsection is applicable for the general equation (1). In this section, we explore how SOC-MartNet can be tailored to the specific parabolic equation (16), yielding enhanced efficiency and simplicity.

Specifically, by (18) with $f$ in place of $H$, we obtain a new cost process $\tilde{\mathcal{M}}^{v}$ independent of $u$, i.e.,

$$
\tilde{\mathcal{M}}_{t}^{v}:=v\left(t, X_{t}\right)+\int_{0}^{t}\left[V(s, v) v\left(s, X_{t}\right)+f\left(s, X_{t}, \partial_{x} v\left(t, X_{t}\right), \partial_{x x}^{2} v\left(t, X_{t}\right)\right)\right] \mathrm{d} s, \quad t \in[0, T] .
$$

```
Algorithm 1 SOC-MartNet for solving the HJB-typed equation (1)
Input: \(I\) : the maximum number of iterations; \(M\) : the total number of sample paths of dif-
    fusion process from (45); \(\delta_{1} / \delta_{2} / \delta_{3} / \delta_{4}\) : learning rates for control network \(u_{\alpha} /\) value network
    \(v_{\theta} /\) adversarial network \(\rho_{\eta} /\) multiplier \(\lambda ; J / K\) : number of \((\alpha, \theta) /(\lambda, \eta)\) updates per iteration.
    Initialize the networks \(u_{\alpha}, v_{\theta}, \rho_{\eta}\) and the multiplier \(\lambda\)
    Generate the sample paths \(\left\{X_{n}^{(m)}\right\}_{n=0}^{N}\) for \(m=1,2, \cdots, M\) by (45)
    for \(i=0,1, \cdots, I-1\) do
        Sample the index subset \(A_{i} \subset\{0,1, \cdots, N-1\} \times\{1,2, \cdots, M\}\)
        for \(j=0,1, \cdots, J-1\) do
            \(\alpha \leftarrow \alpha-\delta_{1} \nabla_{\alpha} L\left(\alpha, \theta, \eta, \lambda ; A_{i}\right) \quad / / L\) is computed by 49)
            \(\theta \leftarrow \theta-\delta_{2} \nabla_{\theta} L\left(\alpha, \theta, \eta, \lambda ; A_{i}\right)\)
        end for
        for \(k=0,1, \cdots, K-1\) do
            \(\eta \leftarrow \eta+\delta_{3} \nabla_{\eta} L\left(\alpha, \theta, \eta, \lambda ; A_{i}\right)\)
            \(\lambda \leftarrow \lambda+\delta_{4}\left|G\left(\alpha, \theta, \eta ; A_{i}\right)\right|^{2} \quad / / G\) is computed by (50)
        end for
    end for
Output: \(u_{\alpha}\) and \(v_{\theta}\)
```

Under some regularity conditions, by following the deductions in section 3.1, we conclude that $v$ satisfies the equation (1) in sense of (31) if and only if $\tilde{\mathcal{M}}^{v}$ is a $\mathbb{F}^{B}$-martingale. Thus the value function $v_{\theta^{*}}$ can be learned through adversarial training to enforce the martingale property of $\tilde{\mathcal{M}}^{v}$, i.e.,

$$
\begin{equation*}
\theta^{*}=\underset{\theta}{\arg \min }\left\{\max _{\eta} \tilde{G}(\theta, \eta)\right\}, \quad \tilde{G}(\theta, \eta):=\left|\int_{0}^{T-\Delta t} \mathbb{E}\left[\rho_{\eta}\left(t, X_{t}\right)\left(\tilde{\mathcal{M}}_{t+\Delta t}^{v_{\theta}}-\tilde{\mathcal{M}}_{t}^{v_{\theta}}\right)\right] \mathrm{d} t\right|^{2} \tag{51}
\end{equation*}
$$

To learn the value function from (51), at each iteration step, the loss function $\tilde{G}(\theta, \eta)$ is replaced by its mini-batch version defined as

$$
\begin{equation*}
\tilde{G}(\theta, \eta ; A):=\frac{1}{|A|} \sum_{(n, m) \in A} \rho_{\eta}\left(t_{n}, X_{n}^{(m)}\right) \Delta \tilde{\mathcal{M}}_{n+1}^{\theta,(m)} \Delta t_{n} \tag{52}
\end{equation*}
$$

where $A$ is a index subset randomly taken from $\{0,1, \cdots, N\} \times\{1,2, \cdots, M\}$ and

$$
\begin{aligned}
\Delta \tilde{\mathcal{M}}_{n+1}^{\theta,(m)} & :=v_{\theta}\left(t_{n+1}, X_{n+1}^{(m)}\right)-v_{\theta}\left(t_{n}, X_{n}^{(m)}\right)-\frac{1}{2}\left(f_{n}^{\theta,(m)}+f_{n+1}^{\theta,(m)}\right) \Delta t_{n} \\
f_{n}^{\theta,(m)} & :=f\left(t_{n}, X_{n}^{(m)}, v_{\theta}\left(t_{n}, X_{n}^{(m)}\right), \partial_{x} v_{\theta}\left(t_{n}, X_{n}^{(m)}\right), \partial_{x x}^{2} v_{\theta}\left(t_{n}, X_{n}^{(m)}\right)\right),
\end{aligned}
$$

and $X_{n}^{(m)}$ is introduced in 48). Algorithm 2 presents the detailed procedures of the SOCMartNet for parabolic equations.

## 4 Numerical tests

As a benchmark, we consider the method of FBSNN proposed in [49, Scheme 2]. We briefly review the FBSNN for the parabolic problem (16). To approximate $v$, let $v_{\theta}:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a neural network in form of 40 , where the terminal condition of 16 has been encoded into the definition of $v_{\theta}$. Then the loss function of FBSNN is that

$$
\begin{equation*}
\mathrm{L}_{\mathrm{fbsnn}}(\theta):=\frac{1}{N} \frac{1}{|A|} \sum_{n=1}^{N} \sum_{m \in A}\left|v_{\theta}\left(t_{n}, X_{n}^{(m)}\right)-\tilde{v}_{\theta, n}^{(m)}\right|^{2} \tag{53}
\end{equation*}
$$

```
Algorithm 2 SOC-MartNet for solving the parabolic equation (16)
Input: \(I\) : the maximum number of iterations; \(M\) : the total number of sample paths of diffusion
    process from \(\sqrt[45)]{;} \delta_{1} / \delta_{2}\) : learning rates for value network \(v_{\theta} /\) adversarial network \(\rho_{\eta} ; J / K\) :
    number of \(\theta / \eta\) updates per iteration.
    Initialize the networks \(v_{\theta}\) and \(\rho_{\eta}\)
    Generate the sample paths \(\left\{X_{n}^{(m)}\right\}_{n=0}^{N}\) for \(m=1,2, \cdots, M\) by 45
    for \(i=0,1, \cdots, I-1\) do
        Sample the index subset \(A_{i} \subset\{0,1, \cdots, N-1\} \times\{1,2, \cdots, M\}\)
        for \(j=0,1, \cdots, J-1\) do
                \(\theta \leftarrow \theta-\delta_{1} \nabla_{\theta} \tilde{G}\left(\theta, \eta ; A_{i}\right) \quad / / \tilde{G}\) is computed by (52)
            end for
            for \(k=0,1, \cdots, K-1\) do
                \(\eta \leftarrow \eta+\delta_{2} \nabla_{\eta} \tilde{G}\left(\theta, \eta ; A_{i}\right)\)
            end for
    end for
Output: \(v_{\theta}\)
```

where $A$ is a index subset of $\{1,2, \cdots, M\}$, and $\tilde{v}_{\theta, n}^{(m)}$ is given by

$$
\begin{aligned}
\tilde{v}_{\theta, n}^{(m)} & =\tilde{v}_{\theta, n-1}^{(m)}-f\left(t_{n-1}, X_{n-1}^{(m)}, \tilde{v}_{\theta, n-1}^{(m)}, \partial_{x} v_{\theta}\left(t_{n-1}, X_{n-1}^{(m)}\right)\right) \Delta t_{n-1}+\partial_{x} v_{\theta}\left(t_{n-1}, X_{n-1}^{(m)}\right) \Delta B_{n}^{(m)}, \\
\tilde{v}_{\theta, 0}^{(m)} & :=v_{\theta}\left(t_{0}, X_{0}^{(m)}\right) .
\end{aligned}
$$

In the tests, all the involved methods solve $v(0, x)$ for $x \in S_{1} \cup S_{2}$, where $S_{1}$ and $S_{2}$ are two spatial line segments defined by

$$
S_{i}:=\left\{s \boldsymbol{e}_{i}: s \in[-1,1]\right\} \text { for } \boldsymbol{e}_{1}:=(1,0,0, \cdots, 0)^{\top} \in \mathbb{R}^{d}, \quad \boldsymbol{e}_{2}:=(1,1, \cdots, 1)^{\top} \in \mathbb{R}^{d} .
$$

For an approximation $\widehat{v}$ of $v$, its relative error $R(\widehat{v})$ is given by

$$
R(\widehat{v}):=\frac{\sum_{x \in D_{0}}|\widehat{v}(0, x)-v(0, x)|}{\sum_{x \in D_{0}}|v(0, x)|},
$$

where $D_{0}$ consists of $10^{4}$ uniformly-spaced grid points on the line segments $S_{1}$ and $S_{2}$, i.e.,

$$
\begin{equation*}
D_{0}=\bigcup_{i=1,2} \bigcup_{j=0}^{K-1}\left\{\left(\frac{2 j}{K-1}-1\right) \boldsymbol{e}_{i}\right\}, K=5000 \tag{54}
\end{equation*}
$$

We take $T=1, N=100$ and $M=10^{5}$ for all involved loss functions, and all the loss functions are minimized by the RMSProp algorithm. Each point in $D_{0}$ are selected as the start point $X_{0}^{(m)}$ of the sample paths in (45), i.e., $\left\{X_{0}^{(m)}: m=0,1, \cdots, M\right\}=D_{0}$.

For the SOC-MartNet given by Algorithm 1, the index subset $A_{i}$ on Line 4 is taken as $A_{i}=\{0,1,2, \cdots, N\} \times M_{i}$, where $M_{i}$ is a random subset of $\left\{1,2, \cdots, 10^{4}\right\}$ with its size $\left|M_{i}\right|=$ $100,200,400,500$ for $i \leq 0.2 I, 0.2 I<i \leq 0.4 I, 0.4 I<i \leq 0.6 I$ and $0.6 I<i \leq I$, respectively. The learning rates on Lines 6, 7 and 10 are set to

$$
\begin{equation*}
\delta_{1}=\delta_{2}=10^{-3} \times 0.01^{i / I}, \quad \delta_{3}=10^{-2} \times 0.01^{i / I}, \quad i=0,1, \cdots, I-1 . \tag{55}
\end{equation*}
$$

The initial value of $\lambda$ is 100 with its learning rate $\delta_{4}=10$. The inner iteration steps are $J=2 K=2$. The neural network $v_{\theta}$ consists of 3 hidden layers with $2 d+20 \mathrm{ReLU}$ units in each hidden layer, where $d$ is the spatial dimensionality. The adversarial network $\rho_{\eta}$ is given by 41) with the output dimensionality $r=10 d+20$.

For FBSNN given by (53), the learning rate in the $i$-th iteration step is $10^{-3} \times 0.01^{i / I}$; the batch size $|A|$ is taken as 100 and other parameter settings are the same with the ones of

SOC-MartNet.
All the tests are implemented by PyTorch 2.2 accelerated by RTX 4090. When reporting the numerical results, "RE" and "vs" are short for "Relative error" and "versus", respectively.

### 4.1 Linear parabolic problem

We consider the following problem:

$$
\left\{\begin{array}{l}
\left(\partial_{t}+\frac{1}{2} \Delta_{x}\right) v(t, x)-f(t, x)=0, \quad(t, x) \in[0, T) \times \mathbb{R}^{d}  \tag{56}\\
v(T, x)=g(x), \quad x \in \mathbb{R}^{d}
\end{array}\right.
$$

where $f$ and $g$ are chosen such that $v$ is given by

$$
\begin{equation*}
v(t, x)=1+\frac{1}{d} \sum_{i=1}^{d} \sin \left(t+x_{i}\right), \quad(t, x) \in[0, T] \times \mathbb{R}^{d} \tag{57}
\end{equation*}
$$

In the following, we present the numerical results of SOC-MarNet (Algorithm 2) and FBSNN for solving the parabolic problem (56).


Figure 1: Numerical results for Problem (56) with $d=10$.

(a) SOC-MartNet: $s \mapsto v\left(0, s \boldsymbol{e}_{1}\right)$

(e) $\mathrm{FBSNN}: s \mapsto v\left(0, s \boldsymbol{e}_{1}\right)$

(b) SOC-MartNet: $s \mapsto v\left(0, s e_{2}\right)$

(f) FBSNN: $s \mapsto v\left(0, s \boldsymbol{e}_{2}\right)$

(c) SOC-MartNet: Loss vs Epoch

(d) SOC-MartNet: RE vs Epoch

(g) FBSNN: Loss vs Epoch

Figure 2: Numerical results for Problem (56) with $d=50$.


Figure 3: Numerical results for Problem (56) with $d=80$.


Figure 4: Numerical results for Problem (56) with $d=100$.


Figure 5: The RE vs Epoch for SOC-MartNet and FBSNN in solving Problem 56).

### 4.2 Semilinear parabolic equation

We consider the following parabolic equation from [14, Section 4.3]:

$$
\left\{\begin{array}{l}
\left(\partial_{t}+\Delta_{x}\right) v(t, x)-\left|\partial_{x} v(t, x)\right|^{2}=0, \quad(t, x) \in[0, T) \times \mathbb{R}^{d},  \tag{58}\\
v(T, x)=1+g(x), \quad x \in \mathbb{R}^{d},
\end{array}\right.
$$

where $g(x):=\ln \left(\frac{1}{2}\left(1+|x|^{2}\right)\right)$. Its analytic solution is that

$$
\begin{equation*}
v(t, x)=1-\ln \left(\mathbb{E}\left[\exp \left(-g\left(x+\sqrt{2} W_{T-t}\right)\right)\right]\right), \quad(t, x) \in[0, T] \times \mathbb{R}^{d} \tag{59}
\end{equation*}
$$

To compute the absolute error of numerical solutions, the analytic solution in (59) is approximated by the Monte-Carlo method applied on the expectation using $10^{6}$ i.i.d. samples of $W_{T-t}$.

In the following, we present the numerical results of SOC-MarNet (Algorithm 2 ) and FBSNN for solving the parabolic problem (58).


Figure 6: Numerical results for Problem with $d=10$.


Figure 7: Numerical results for Problem (58) with $d=50$.


Figure 8: Numerical results for Problem (58) with $d=80$.


Figure 9: Numerical results for Problem (58) with $d=100$.


Figure 10: The RE vs Epoch for SOC-MartNet and FBSNN in solving Problem (58).

### 4.3 Non-degenerated HJB equation without using explicit form of $\inf _{u} H$

We consider the following HJB equation from [1, Section 3.1]:

$$
\left\{\begin{array}{l}
\left(\partial_{t}+\Delta_{x}\right) v(t, x)+\inf _{\kappa \in \mathbb{R}^{d}}\left(2 \kappa^{\top} \partial_{x} v(t, x)+|\kappa|^{2}\right)=0, \quad(t, x) \in[0, T) \times \mathbb{R}^{d},  \tag{60}\\
v(T, x)=1+g(x), \quad x \in \mathbb{R}^{d},
\end{array}\right.
$$

where $g(x):=\ln \left(\frac{1}{2}\left(1+|x|^{2}\right)\right)$. The analytic solution of (60) is identical to (59). The HJB equation $\sqrt{60}$ is associated with the SOCP:

$$
\begin{gather*}
u^{*}=\underset{u \in \mathcal{U}_{\mathrm{ad}}}{\arg \min } J(u), \quad J(u):=1+\mathbb{E}\left[\int_{0}^{T}\left|u_{s}\right|^{2} \mathrm{~d} s+g\left(X_{T}^{u}\right)\right],  \tag{61}\\
\mathcal{U}_{\mathrm{ad}}=\left\{u:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}: u \text { is } \mathbb{F}^{B} \text {-adapted }\right\},  \tag{62}\\
X_{t}^{u}=X_{0}+\int_{0}^{t} 2 u_{s} \mathrm{~d} s+\int_{0}^{t} \sqrt{2} \mathrm{~d} B_{s}, \quad t \in[0, T] \tag{63}
\end{gather*}
$$

where $B$ is a $d$-dimensional standard Brownian motion. The optimal feedback control is that

$$
u^{*}(t, x)=-\partial_{x} v(t, x), \quad(t, x) \in[0, T] \times \mathbb{R}^{d} .
$$

In the following, we present the numerical results of SOC-MarNet (Algorithm 1) for the HJB equation (60), where no explicit form is used for $\inf _{\kappa \in U} H$, and and approximated by $u_{\alpha}$.


Figure 11: Numerical results for the HJB equation with $d=1$. The running time of SOC-MartNet is 91 seconds for 60 epoch.


Figure 12: Numerical results for the HJB equation with $d=10$. The running time of SOC-MartNet is 92 seconds for 60 epoch.


Figure 13: Numerical results for the HJB equation with $d=50$. The running time of SOC-MartNet is 162 seconds for 60 epoch.


Figure 14: Numerical results for the HJB equation with $d=80$. The running time of SOC-MartNet is 295 seconds for 60 epoch.


Figure 15: Numerical results for the HJB equation with $d=100$. The running time of SOC-MartNet is 438 seconds for 60 epoch.


Figure 16: Numerical results for the HJB equation with $d=200$. The running time of SOC-MartNet is 1364 seconds for 60 epoch.


Figure 17: Numerical results for the HJB equation with $d=400$. The running time of SOC-MartNet is 4009 seconds for 60 epoch.


Figure 18: Numerical results for the HJB equation with $d=500$. The running time of SOC-MartNet is 8946 seconds for 80 epoch.

## 5 Conclusions

In this paper, we propose a novel numerical method SOC-MartNet based on the DeepMartNet [7] 8] combined with adversarial learning. First, we introduce a Hamiltonian process and a cost process, both of which are represented by a control network and a value network. Then, the HJB equation is reformulated as an optimization problem, i.e., minimizing the Hamiltonian process with the cost process restricted to a martingale. The martingale property of the cost process is further enforced by adversarial learning, whose loss function is built upon the projection property of conditional expectations. Numerical results show that the proposed SOC-MartNet is effective and efficient for solving equations with dimension up to 500 , and especially to SCOPs when the $\inf H$ has no explicit expressions.
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