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Abstract

Uncertainty has long been a critical area of study in robotics, par-
ticularly when robots are equipped with analytical models. As we move
towards the widespread use of deep neural networks in robots, which have
demonstrated remarkable performance in research settings, understand-
ing the nuances of uncertainty becomes crucial for their real-world de-
ployment. This guide offers an overview of the importance of uncertainty
and provides methods to quantify and evaluate it from an applications
perspective.

1 Why Do We Need (or Not Need) Uncertainty?

We want our robots to efficiently learn how to robustly act in the unrestrained
physical world. A robot’s ability to experience and think through diverse pos-
sible scenarios—whether in perception or action—and their consequences helps
enhance robustness and generalizability. In principle, countless conceivable sce-
narios can exist. However, learning all possible scenarios or gaining a complete
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Figure 1: Two paradigms of diversity. (a) In the evaluative paradigm, the
machine learning model provides various hypothesis with associated likelihoods
based on data it has seen. (b) In the generative paradigm, we need to generate
hypothetical outcomes.
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Figure 2: An example of epistemic uncertainty. (a) A rover builds an elevation
map of Mars [I] to make decisions. If we have a distribution of maps instead of a
single map, we can have different decision options, for instance to minimize risk,
power consumption, etc. (b) The pits behind the boulders are not visible from
the rover’s front view. However, if the rover quantifies the epistemic uncertainty,
then it knows how to make safe decisions. To represent this uncertainty, in its
simplest form, we need the mean and variance of elevation [2].

understanding of them is not only impossible but often redundant. Instead,
empowering the robots with the ability to discern what is important and what
is not facilitates efficient learning and scrutiny of their own decisions. Having a
sense of the likelihood of these scenarios aids in prioritizing their importance.

Characterizing the likelihood of events and actions about robots and the
physical world they operate in inherently involves uncertainty, whether rep-
resented as probabilities, sets, or any other form. However, some techniques
for handling uncertainty tend to be computationally expensive and sometimes
even inaccurate, thereby defeating the purpose of working with uncertainty for
efficient learning and enhancing robustness. This issue becomes particularly
pronounced as models grow larger, especially with limitations of hardware in
embodied agents. Therefore, in any given application, it is crucial to balance
the trade-off among accuracy, uncertainty, and computational complexity.

As shown in Figure [T} there are at least two main paradigms where the di-
versity and uncertainty of predictions prove beneficial: evaluative paradigm and
generative paradigm. In the evaluative paradigm, the robot learns a model that
captures its uncertainty about the world. For instance, consider the mapping
example illustrated in Figure [2| If the robot cannot observe a particular area
of the environment, say, due to occlusion, the model should quantify the un-
certainty of that area as high. With this uncertainty, we can generate multiple
maps with varying degrees of likelihood. In probabilistic terms, if we have a
map that represents mean and variance, finitely many maps can be sampled
from that map representation. Given the geography, a 10 km deep pit behind
the boulder is unlikely. However, the presence of flat ground or even a 2 m deep
pit behind the boulder is more plausible. Thus, access to uncertainty enables the
generation of many such hypotheses. Having access to such diverse hypotheses
aids in devising various decision options, which can then be evaluated to make



the optimal decision. When the robot is capable of quantifying the uncertainty
of the world, it can make risk-averse or risk-seeking decisions [3], which in turn
helps with certifying robots and building trustworthiness.

In the generative paradigm, our objective is to generate diverse worlds, sce-
narios, or data. Generation can be performed using a machine learning (ML)
model, such as text2video [4], or a digit twin, such as a physics-based simula-
tor [B] [6] or virtual reality [7]. The generated cases can either be used to learn a
machine learning model [8, [0] or to test an existing model [I0, I1]. The former
application is particularly popular in robotics, as collecting data from simula-
tors is cost-effective and efficient [I2]. Further, simulation is also invaluable
in scenarios where factors such as safety [I3] [14] and algorithmic fairness [15]
is paramount, for example, in autonomous driving [I5, [16]. The diversity and
uncertainty of simulation also facilitates the learning of robust ML models, for
example, through domain randomization, as demonstrated in frameworks such
as BayesSim [I7]. As the other application of the generative paradigm, we can
generate edge cases for identifying failure modes [10] and out-of-distribution
scenarios [18, [19] 20].

2 When Do We Need (or Not Need) Uncertainty?

We already discussed that uncertainty helps with making more informed de-
cisions, learning robust models, and testing existing pre-trained models. Un-
certainty, also known as ambiguity, stems from the stochasticity of the world.
Stochasticity, also known as randomness, is a comfort term we often use when
we do not know how to model the realityﬂ or we do not care about perfectly
modeling the reality. Attempting to deal with all sources of stochasticity is often
wasteful in real-time applications such as robotics. Therefore, it is important
to understand the potential sources of uncertainty in embodied Al agents.

2.1 The Sources of Uncertainty

As also illustrated in Figure [3] broadly speaking, uncertainty could be due to
internal sources or external sources:

1. Physical limitations: Uncertainty can arise from errors in measurement
devices, actuators, and human inputs. All measurement devices exhibit
systematic, random, and gross errors. These errors can compound, exac-
erbating the uncertainty. For example, consider an autonomous vehicle
that attempts to localize a pedestrian using a pre-computed map. The
vehicle’s LIDAR system introduces measurement error when determining
the distance to the pedestrian. Additionally, the vehicle’s precise location
may be uncertain due to poor GPS signals around high-rise buildings,
further increasing the uncertainty of the pedestrian’s location estimation

IThis statement is partially biased towards the philosophy of determinism though there
are many arguments that supports the philosophy of indeterminism.



2.2

in the map. As another example, robot actuators, such as stepper mo-
tors, may not execute commands with perfect accuracy. This inaccuracy
can worsen due to mechanical wear and tear, operation outside specified
conditions (such as overloading or extreme temperatures), and calibra-
tion issues. Uncertainty can also stem from the way humans abstract
their knowledge through models. When humans provide prior knowledge
to models, in terms of preferences [21, 22] or Bayesian priors [23], this
information may be incomplete and prone to errors.

Model limitations: Machine learning models are increasing in size, yet the
constraints of limited onboard hardware and the need for real-time infer-
ence necessitate the use of smaller models. However, opting for simpler
models or quantizing larger models to reduce their size invariably leads to
errors and high uncertainty [24].

Partial observability: Occlusion [2], environmental factors such as fog or
ambient darkness [15], and clutter [25] can introduce uncertainty into a
robot’s observations. Employing multiple sensors or sensor modalities can
sometimes mitigate this uncertainty [26]. Factors such as human intentions
may also be considered partially observable [27], [28]. Partial observations
can arise from hardware limitations or a model’s inability to process them,
representing more internal sources of uncertainty. Conversely, changes in
the operating environment can be viewed as an external source of un-
certainty. Partial observability is explicitly addressed in certain decision-
making models, such as Partially Observable Markov Decision Processes
(POMDPs) [29] 30].

. Environment dynamics: The environment in which a robot operates changes

over space and time. For instance, objects on a tabletop might move and
people in a house or street may walk. Such changes invariably result in
uncertainty [31], B2], B3].

Domain shifts: When a robot encounters situations not covered during the
training of its neural networks, the robot becomes more uncertain. For
instance, if an autonomous vehicle is trained exclusively with data from
Arizona, it may struggle to operate in Boston, where snow is common [10]
18] [15], or in Australia, where it might encounter unfamiliar animals such
as kangaroos [34].

A Few Examples of Uncertainty in Embodied AI

Let us now discuss a few examples of how these various sources of uncertainty
affect three robotics applications.

Vision-language-based navigation: With the advancement of multi-modal ML
models, the development of mobile robots capable of interacting with and assist-
ing humans is becoming increasingly feasible. Currently, preliminary versions of
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Figure 3: Sources of uncertainty.

such robots are already prevalent, serving purposes such as cleaning and provid-
ing aid to humans, exemplified by devices such as Amazon Astro and Roomba
connected to Alexa. Consider a robot designed to navigate within homes. In
order to navigate, it first needs to construct a map of the house. Traditionally,
this involves creating an occupancy map, a process that requires exploring un-
certain (i.e., unseen) areas of the house. In a house, walls are typically fixed in
place, furniture is semi-permanent, and humans and pets are the most dynamic
elements. Robots may encounter challenges such as becoming stuck, performing
unsafe actions, or facing tasks that are beyond their physical capabilities—for
instance, a Roomba cannot open doors, whereas a Spot robot can. Moreover,
these robots will need to incorporate large language models (LLMs) and vision-
language models (VLMS) to interact with human to understand their unknown
intents and behaviors. Further, these large models needs to be small enough,
by construction or quantization, to fit in limited hardware. However, reducing
the model size to accommodate computing constraints compromises model per-
formance and increase in uncertainty of estimates [35].

Manipulation: Many robotics tasks in the future will require manipulation.
Robots need to plan how to move the end effector of a robot arm from place A
to place B, and then grasp it. Uncertainty in motion planning could be due to
unknown or occluded objects along the robot’s path. When grasping an object,
objects can be occluded or the object shape can be uncertain [36]. Further, the
deformability, type of material, unknown mass and friction, all can contribute to
uncertainty. Even if these factors are known, the pose can be uncertain [37, [38],
especially for mobile manipulators such as a manipulator on a quadruped. Mul-
tiple sensor modalities such as vision and touch helps to reduce the uncertainty.
Uncertainty can also arise when the object is dynamic, for instance when picked
up an object from a conveyor belt or from another robot or human [39].

Field robotics: Field robots are primarily designed for outdoor operations. They
take various forms such as drones, copters, rovers, boats, legged robots with



arms, autonomous underwater vehicles (AUVs), and other specialized config-
urations. These robots find applications in a range of activities, including
surveillance, environmental monitoring, mining, agriculture, and exploration
in underwater or space environments. The unstructured nature of these envi-
ronments introduces significant uncertainty into their operation. Further, in
environments like mines, underwater, or space, GPS signals are unavailable, ne-
cessitating the estimation of the robot’s location using its trajectory or nearby
landmarks through techniques such as Simultaneous Localization and Mapping
(SLAM) [40]. However, SLAM does not typically account for uncertainties
caused by occlusions and domain shifts. As another source of uncertainty, dy-
namic elements such as moving people and objects can make field robotics tasks
challenging, especially in urban environments. Control also becomes particu-
larly difficult in conditions where control commands may not be executed as
expected due to air or water turbulence, or slippery surfaces caused by snow.

3 How Do We Quantify Uncertainty?

In embodied agents, we obtain data and then fit a ML model. Irrespective
of the sources discussed in Section [2.1] and how well the model is trained, no
model is perfect. Therefore, we need to quantify the uncertainty of the predic-
tions. However, how we can to quantify this uncertainty depends on the type
of uncertainty.

3.1 Types of Uncertainties: The Known Unknowns and Unknown
Unknowns
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Figure 4: Types of uncertainty. Aleatoric uncertainty (known unknowns) is due
to the inherent randomness of data whereas epistemic uncertainty (unknown
unknowns) is due to lack of data. If we do not have data in a particular region
of the input space or if we try to predict the future, the epistemic uncertainty
is high.

Uncertainty can be categorized into two types:

1. Aleatoric uncertainty (known unknowns) - This uncertainty is also known
as statistical uncertainty. It represents the inherent randomness of a sys-
tem and cannot be reduced with more data. Aleatoric uncertainty is



widely studies in probabilistic robotics [41] and is less challenging to work
with.

2. Epistemic uncertainty (unknown unknowns) - This uncertainty is also
known as model uncertainty or systematic uncertainty. Since it stems
from the lack of knowledge about the world, the more data we collect,
the more we can reduce this uncertainty. Epistemic uncertainty is not
straightforward to estimate.

To explain the distinction between the two types of uncertainties more pic-
torially, consider Figure [d When we take measurements for a given z, the
measurements vary slightly each time. This randomness, depicted by error bars
in the plot, is known as aleatoric uncertainty as it is the inherent noise. In
regions where we lack data, (z,y), whether we are interpolating or extrapo-
lating, the epistemic uncertainty is high. The further we are from data, the
higher the uncertainty becomes. Estimating aleatoric uncertainty is relatively
straightforward, and most frequentist statistical methods address it. However,
quantifying epistemic uncertainty involves representing multiple models through
a set, an ensemble, or a probability distribution. In deep ensembles [42] and
Monte Carlo dropout, it is obvious that there are multiple models because they
consider different weight combinations of the neural network. When a probabil-
ity distribution is introduced over weights of a neural network, as in Bayesian
methods, it implicitly creates an infinite number of neural networks where some
models are more likely than others.

The term Bayesian is typically an overloaded term in robotics. In some
classical application areas of robotics such as filtering, the term Bayesian is
used whenever the Bayes’ theorem is applied. In more learning tasks, a dis-
tribution over the parameters of the ML model is introduced and the Bayes’
theorem is used to estimate the parameter distribution given data. In some
sub-communities of Bayesian statistics, the term Bayesian is used only when an
approximate Bayesian inference techniques such as Markov chain Monte Carlo
or variational inference is used to solve a complex problem with many priors
and hyperpriors. Under such nomenclature, even vanilla Gaussian processes
(GPs), which are considered as a Bayesian nonparamatric technique in statisti-
cal ML, are not Bayesian enough as they do not introduce parameters over the
hyperparameters of the GP kernels.

3.2 Measuring Uncertainty: Metrics

Historically, most uncertainty estimates are represented as probabilities though
other forms exist. From a measure theory perspective, a probability measure
w is a real-valued function defined in a o-algebra, while satisfying Kolmogrov
axioms of 1) non-negativity, 2) unit measure, and 3) countable additivity [43].
In other words, a probability measure assigns a real number in the range [0, 1]
to each event in the g-algebra, such that the measure of the entire sample space
is 1. These probabilities can be used to develop metrics to measure uncertainty



in different ways.

Variance: It measures the uncertainty of a random wvariable. A high variance
indicates high uncertainty as it represents the dispersion (i.e., how far) from
the mean. For a discrete random variable X with outcomes {z1, o, ..., 2N},
associated probabilities {p1, p2, ..., pn }, and mean p = ZnN:1 Pnn, the variance
can be computed as,

N
o? = an(z" - ,U)Z- (1)

Entropy: It measures the uncertainty of the possible outcomes of a random
variable or a system. As the entropy represents the expected amount of infor-
mation that is needed to describe the random variable X, it can be computed
as,

N
H(X) - 7an10gpn- (2)

Entropy only considers the probability of outcomes rather than outcomes them-
selves. Entropy is measured in bits for the logarithmic base of 2. The more
uncertain it is, the higher the entropy is. In other words, if every outcome is
equally probable, then the entropy is high. For instance, for a binary classifier
with the probability of the positive class p, the entropy can be computed as
—(plogp+ (1 — p)log(1l — p)). This entropy is 0 when the probability is 1 or 0
(i.e., very much certain) while it achieves its highest when the probability is 0.5
(i.e., most uncertain).

Negative Log Probability: The negative log-likelihood (NLL) measures the
correctness of a classifier’s prediction compared to the ground truth. For a soft-
max output p of the ground truth class, the negative log-likelihood (NLL)E| can
be computed as —log p. If a ML, model outputs high probability to the correct
class, then the NLL value will be closer to 0. Conversely, if it outputs a low
probability to the correct class, the NLL value will be high. Therefore, the lower
the NLL, the better the model is.

The prediction of a ML model can be a probability distribution rather than
a scalar. In such cases, NLL can be used to measures the correctness of a
classifier’s predictive distribution compared to the ground truth. If the predictive
distribution of a ML model is a Gaussian with mean y, and standard deviation
04, the negative log probability [44] can be computed as,

(y* - yt) (3)

1
—log p(yslyr) = 5 log(2mo?) + =

2In classification settings with softmax outputs, the equation of NLL is similar to that of
cross entropy.



Summary of Section 3

Types of uncertainty: Aleatoric, epistemic

Representing uncertainty: Probabilities, sets/intervals, polytopes,
functions

Assessing uncertainty: Variance, entropy, NLL, Mahalanobis
distance, total variation distance, Hellinger distance, a-divergences,
Wasserstein distance

Uncertainty quantification methods: Ensembles, MC dropout,
Laplace approximation, variational inference, MCMC, conformal pre-
diction, prior/posterior networks, epistemic neural networks

Assessing uncertainty calibration: FEntropy, NLL, Brier score,
confidence plots, ECE, ACE

Uncertainty calibration methods: Temperature scaling, histogram
bining, Platt scaling, isotonic regression, Beta calibration, BBQ

for ground truth value ;.

Mahalanobis Distance: The Mahalabonis distance measures the distance
between a point and a probability distribution. It is defined as,

V=) TS (x ) (4)

for a point x € R? from a multivariate distribution with mean p; € R% and
covariance matrix 2 € R4*4. When d = 1, the distance is ||z — pl[2/o. In
regression, the Mahalnobis distance can be used for measuring the distance
between the ground truth value and prediction represented by the mean and
variance. It is also used in out-of-distribution detection [I§].

f-divergences: In probability theory, the difference between two probability
distributions can be measured by f-divergences. Special cases of these diver-
gences include total variation distance, Hellinger distance, and a-divergences.
The total variation distance is simply the half the absolute area difference be-
tween the two probability density or mass functions. The Hellinger distance for
discrete probability distributions p = {p1,p2,....,pn} and ¢ = {q1,q2,...,qn} is



defined as,

N
T3\ VP V) (5)

Squaring this metric and adding 1 gives the Bhattacharyya distance, Zivzl /Prndn-
a-divergences play a significant role in many uncertainty quantification tech-
niques such as variational inference. A special case is KL divergence, defined

as,
KL[pllq] = an o (22 (6)

Because the smaller the divergence is, the similar the distributions are, as a non-
negative metric, KL[p|lq] = 0 divergence indicates perfect similarity between the
two distributions. Note that KL[p||q] # KL[q||p]-.

Wasserstein Distance: In the theory of optimal transport (OT), the Wasser-
stein distance measures the difference between two probability distributions. De-
fined by the Monge-Kantorovich theorem [45]. Wasserstein distance takes into
account the geometry of the spaceE| Wasserstein distance can be defined for any
metric space. 1-Wasserstein distance, also known as the Earth mover’s distance
(EMD), and 2-Wasserstein are more popular. For points z; in p and z; in g,
the latter is defined as,

Wa(p,q) = H}\}HZ M jllz; — a3 (7a)
ij
subject to the constraints,
M.1 =p, (7b)
M".1=gq, (7c)
M >0, (7d)

for a coupling matrix M. Constrains ensure that the probability of a sample in
p match with all other points in ¢. Intuitively, the OT problem determines the
optimal way to move the probability distribution p to another q.

When the distributions are Gaussian or uniform distributions, the 2-Wasserstein
distance has a closed form solution] 1-Wasserstein distance also has a closed-
form solution for one dimensional distributions. Whenever such simplifications
are not available for the integer program that is expensive to solve, the Sinkhorn

3Wasserstein is proposed in Differential Geometry whereas KL divergence is proposed in
Information Theory.
40T algorithms are implemented in POT: Python Optimal Transport library [46].
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algorithm can be used [47] by introducing an entropic regularizatiorﬂ term,

> Mz — a3 - A =D Mijlog M ;| (8)

1,7 2

entropy

3.3 Quantifying Uncertainty: Techniques

Our objective is to quantify uncertainty arising from various sources discussed
in Section [2.I] Rather than representing the predictions as a single output, we
want diverse outputs to represent the uncertainty. This predictive uncertainty
can be represented probabilistically or by other meansﬁ

Central to most probability-based uncertainty techniques is the Bayes’ the-
orem given by,

joint dist. likelihood prior
(y,2) (ylz) p(2)
p\y, =z Yyiz) p\z
q(2) =~ plzly) = = )
~—~ N—— p(y)

e o 220 [l
posterior evidence
| S —

evidence

The prior distribution indicates our prior belief. For instance, if a robot tries
to estimate where it is in a room, it can have a rough estimate, say, represented
as a Gaussian distribution, of its location first. The likelihood is how we attempt
to represent our data, i.e., this is data y, given the location z. By multiplying
with the likelihood with prior, it accounts for the all potential locations and
provides the location estimate given data, p(z|y). To make the posterior a

5X can be set to a large number depending on the machine precision of the computer. The
larger it is, the more accurate it would be but slower the convergence is and more prone to
computation errors.

SHistorically, from the days of Jacob Bernoulli and Thomas Bayes in 1700s, uncertainty
estimations were treated in a more Bayesian sense. While the efforts by Pierre-Simon Laplace
and Adolphe Quetelet by applying probability in physics and social sciences in 1800s helped
to disseminate statistics in various fields and Andrey Kolmogorov’s work helped with math-
ematical formalization of these ideas [48]. With the successful applications of probability in
Biometrics and the establishment of journals such as Biometrika, frequentists statistics be-
came more popular in early 1900s. Since many methods were inefficient, Arthur P. Dempster
and others were focusing on developing alternative techniques [49] to represent believes and
uncertainty. With the advancement of computers in 1980s, modern Bayesian inference tech-
niques such as MCMC were developed. They became popular especially after the application
of Gibbs sampling in image processing [50] and they were the most successful way to train
neural networks back then [51]. While MCMC techniques continued to grow, in late 1990s and
2000s Michael I. Jordan and others popularized variational inference techniques as a tractable
way to estimate Bayesian posterior probabilities. With the advancement of large neural net-
works, Bayesian inference techniques have also been struggling. By the time of writing this
article, having foundations in probability theory, conformal predictions are gaining their pop-
ularity as they are straight forward to use in deep neural networks [52] though they do not
provide precise probabilities.

11



probability distribution, we have to divide this product with the evidence, also
known as, marginal likelihood.

In general, the prior can come from domain knowledge, rough estimates, or
previous estimates. The latter is specially common in many sequential or itera-
tive robotics estimation problems where the posterior at time t can be used as
the prior in the next time step t+1. If we do not know anything about the prior,
we can chose a non-informative prior. This is typically an uniform distribution,
or more commonly in practice, it is an exponential distribution such as a Gaus-
sian distribution with a large standard deviation. If we do not know about the
prior, we can also introduce a probability distribution over the parameters of
the prior which is called a hyper-prior p(s), resulting in p(y|z)p(z|s)p(s). The
integral in the denominator of the Bayes’ theorem makes posterior estimates in-
tractable for most choices of the prior and likelihood. The class of priors known
as conjugate priors make the posterior estimation problem simpler. The choice
of prior is sometimes an art; it should be good enough to to make the posterior
tractable but also good enough to represent the reality.

As shown in Figure in most machine learning models, we introduce a
prior distribution over the parameters of the model, p(w), and estimate the
posterior parameters given data, p(w|D), using Bayes’ theorem. Once we know
this posterior distribution, the predictive probability distribution for a new input
1s« can be obtained by integrating over posterior parameter estimates,

p(4.]D) = / p(y.w) p(w|D) duw (10)
—_—— —

likelih.  poster.

This predictive distribution can also be imperially approximated by sam-
pling from the posterior distribution, {wy ~ p(w|D)}£ |, and computing the
likelihood values, {p(y.|wy)}< ;. The mean and variance can be computed from
this set of predictive likelihood values.

Since posterior estimation becomes quickly intractable for complex models,
mainly because of the integral in eq. @, we often have to resort to approxi-
mation techniques. Some of these approximation techniques such as variational
inference and MCMC are explicit and derived from the first principle whereas
some others are somewhat implicit such as MC dropout and ensembles. In what
follows, we present a number of popular probabilistic and non-probabilistic tech-
niques to quantify uncertainty in ML models.

Ensembles: A collection of NNs can be independently trained, ideally in par-
allel for computational efficiency, with different weight initializations or other
changes. During test time, the mean and variance can be calculated using the
outputs of different NNs. If ensemble was performed on NNs that are adversar-
ially trained on common NN loss functions[] then the predictive uncertainties
are more accurate [42] [53].

"To be precise, the loss should be a proper scoring rule.

12
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Figure 5: We need many models to quantify the epistemic uncertainty. This can
be done explicitly by having multiple models as in ensembles or implicitly by
introducing probability distributions over the parameters (weights of the neural
network) of the ML model.

Monte Carlo Dropout: To calculate uncertainty from MC dropout, the same
input is passed through the network multiple times but a certain percentage of
neurons are randomly disabled every timeﬂ Since this process implicitly induces
a distribution over neural network weights, the multiple outputs represents epis-
temic uncertainty. This process can also be thought as variational inference [54],
however with a rather weak approximate posterior [55].

Laplace Approximation (LA): The posterior is approximated with a uni-
modal distribution, typically a Gaussian. By using the second order Taylor
approximation of the mazimum a posteriori (MAP) estimate, it places the Gaus-
sian around the mode of the true posterior. Since this is simply a mode matching
technique, it is simple and faster but less less accurate.

Variational Inference (VI): The objective of variational inference is to learn
a parameterized distribution g(w) that matches with the true posterior distri-
bution p(wl|y) by minimizing KL[g(w)||p(w|y)] for model parameters w. Since
we do not know the true posterior, we have to derive a lower bound—typically
known as the Evidence Lower Bound (ELBO)—that does not depend on the
true posterior. By doing so, we convert the inference problem into an opti-
mization problem. For instance, if the parameters of the approximate posterior
follows a normal distribution, w ~ N (u, o), the algorithm finds the best u,o
that overlaps with p. Typically, estimating w is computationally expensive be-
cause a model has many parameters. Therefore, we factorize the approximate
posterior as g(w) = [], ¢i(w;) and estimate each distribution separately. This
is called mean-field approximation [56].

Even with mean-field approximation, when we have large datasets, using
the entire dataset to update parameters is computationally infeasible. By using

8Dropout and MC dropout have two different objectives and work differently. The former
runs in training time and works as a regularizer. The latter runs at inference time and acts
as an uncertainty estimator.
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Figure 6: Approximate Bayesian inference techniques. The Laplace approxi-
mation aligns with the peak. Variational inference (VI) typically aligns with
one of the modes of the distribution. In contrast, expectation propagation (EP)
considers the average over all modes, resulting in a more dispersed distribution.
Markov Chain Monte Carlo (MCMC) can theoretically obtain the exact distri-
bution if finitely many samples are taken.

small batches of data, we can perform Stochastic Variational Inference (SVI).
This becomes specially attractive for perception tasks in robotics where the of-
fline datasets are large or we obtain data online in batches [33] 2]. All these
methods require deriving the ELBO which can be mathematically taxing. Black-
box variational inference (BBVI) alleviates this. Rather than obtaining an
analytical form it uses automatic differentiationEI This allows learning com-
plex distributions required for real-world robotics tasks [57]. We also often see
amortized variational inference in variational autoencoders (VAEs) in which a
neural network is used to estimate the parameters of the variational distribu-
tion. However, the objective in VAEs is not obtaining outputs with uncertainty.
As a separate note, when the p and ¢ terms of the divergence term of VI are
swappedﬂ KL[p(wly)||g(w)], we call this Expectation Propagation (EP).

Markov Chain Monte Carlo (MCMC): In VI, we assume a particular
distribution for the posterior. Although this assumption makes computations
tractable and faster, it also limits the representation power of the posterior dis-
tribution. For instance, if a unimodal Gaussian is used for ¢, then it will not
appropriately cover the true bimodal distribution p. Instead of assuming a para-
metric distribution, we can represent a distribution using sampleﬂ Stein vari-
ational inference maintains a set of particles to represent the distribution—thus
a nonparametric technique—and perform variational inference using them [58].

9Read more about Probabilistic Programming Languages (PPL) such as Pyro, Edward
(now part of TensorFlow Probability), Stan, WebPPL, and Turing.jl.

10Note that KL is not a symmetric metric.

11 An infinite amount of samples represent the true distribution.
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In Monte Carlo (MC) techniques, we often assume a proposal distribution ¢
that we know of and can query. The proposal is used merely to guide sampling
and needs not to match with the true distribution, although it should, ideally,
encapsulate the true distribution. In rejection sampling, one of the MC tech-
niques, we evaluate the probability density of proposal distribution ¢ and true
distribution p at a sampled position i. If k X g[i] < p[i] for some k, then we
reject the i" sample, otherwise keep it. The collection of kept samples represent
a distribution. In rejection sampling, samples are drawn independently. This
uninformed sampling technique quickly becomes inefficient as it results in a lot
of samples being rejected, especially when we try to estimate multimodal or
high-dimensional distributions. Therefore, in techniques such as Metropolis or
Metropolis-Hastings [59], we sample in such a way that the next sampling step
depends on the previous sample—from a Markov chain. Gibbs sampling [50]
samples from one or a few dimensions at a time, making it an efficient varia-
tion on Metropolis-Hasting (MH) algorithm for high-dimensional distributions.
Hamiltonian Monte Carlo (HMC) allows larger jumps in MH, which results in a
few samples to represent a complex distribution. No-U-Turn Sampler (NUTS)
automatically fine-tunes hyperparameters in HMC [GO]B

Langevin Monte Carlo (LMC) such as Metropolis-adjusted Langevin Al-
gorithm (MALA) [61], takes only a single leapfrog step in HMC. Therefore,
although HMC is more suitable for high-dimensional spaces, LMC is the sim-
pler to implement and easier to use. Since traditional MCMC algorithms fall
short when it comes to large datasets as the entire dataset is used to update,
in Stochastic Gradient Langevin Dynamics (SGLD), parameters are updated
using SGD with minibatches [62].

Conformal Prediction (CP): Similar to MC dropout, conformal prediction
is a post-hoc uncertainty estimation technique as it estimates the uncertainty
of a pre-trained model using a calibration dataset and a quantile value. Con-
formal prediction aims at representing uncertainty with sets (or intervals). For
image classification, it predicts possible set of classes (e.g., {cat, tiger}). The
more complicated the image is or the poorer the model is, it adds more element
into the set as any outcome becomes possible (e.g., {cat, tiger, jaguar, lion}).
In regression tasks, the uncertainty is represented as an interval. Given the
simplicity, conformal predictions are also well-suited for generative models such
as large-language models [63]. They are model-agnostic and provide theoretical
guarantees. They have many applications in robotics as well [64] [65], [64], [66, [67].
CP, in its vanilla form, assumes exchangeability [68], making it less straightfor-
ward to apply in certain time-dependent tasks such as robot control, though
new treatments exists [69]. Angelopoulos and Bates [52] provide an excellent
introduction for practitioners.

12These techniques are implemented in Pyro and Stan probabilistic programming language
packages.
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Direct uncertainty estimation: Techniques such as Prior Networks (PNs) [70]
and Posterior Networks (PostNets) [71] try to estimate the probability estimates
directly while trying to maintain the properties of a predictive distribution (i.e.,
higher uncertainty away from data). Especially, since the PostNets use nor-
malizing flow density estimators, they can represent complex probability dis-
tributions. These techniques are inspired from the ideas of evidential deep
learning [72] 73]|E| and have been used in applications such as autonomous driv-
ing [74]. As another line of work, Epistemic Neural Networks (ENNs), presented
as a generalized representation of other epistemic models such as Bayesian neu-
ral networks and ensembles, models the epistemic uncertainly using a small
additional network called Epinet [75].

Other methods and representations: There are many other work on using
alternative techniques for representing and estimating uncertainty and diver-
sity. In work such as deep kernel learning (DKL) [76], Gaussian processes are
used to estimate the uncertainty. However, rather than using a standard kernel,
a deep neural network is used to capture nonlinear patterns in data. Ker-
nel learning techniques have proven to be useful in many domains [T [78] [79]
and they are useful in robotics problems where using large neural networks
is prohibitive. As another popular technique, particle filtering, also known as
sequential Monte Carlo (SMC), is one of the most commonly used methods
that helps with maintaining diverse solutions in robotics [4I]. All these are
standard Bayesian techniques that were not discussed under previous methods.
In addition to them, various Covariance Matrix Adaptation (CMA) techniques
have been used in robot control to maintain diverse solutions [80} [R1]. Belief
functions [82] in DST, probability box (p-box) [83, [84] in engineering analysis,
fuzzy sets [85] [R6] all deal with alternative uncertainty specifications and have
applications to robotics [74], [87) [88], [84].

3.4 Calibration: Are Our Uncertainties Correct?

How do we know if the probabilities estimated by various techniques discussed
in Section [3.3| are indeed accurate? Incorrect probabilities can lead to incorrect
believes about safety. While various visualizations and metrics (see Section
such as accuracy vs. confidence plots, NLL, entropy, average discrepancy be-
tween class probability and ground truth (i.e., Brier score), etc. can be used to
assess the correctness of uncertainty [89].

Considering the robustness and flexibility, Expected Calibration Error (ECE)
[90] can be considered as the most popular method to assess calibration. In ECE,
N predictions are arranged into to M bins each with size 1/M according to pre-
dicted label confidences. If average accuracy and average confidence within each
bin is similar, then the model is well-calibrated. This notion can be formulated

13They are based on Dempster—Shafer Theory (DST).
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Figure 7: Uncertainty in object detection in autonomous driving. Uncertainty
can be associated with the detected object class or bounding boxes.

as,
5~ 1Bl
ECE = —_ acc(Bp,) — conf(Bn,) (11)
' N ——— —_———

B Yicny Y0i=vi) B Xicn,, Pi

where y;,7; and p; are the ground truth label, predicted label, and predicted
label confidence, respectively, for sample i in bin B,,. The lower the ECE,
the better calibrated the model is. Adaptive Calibration Error (ACE) [91]
has been proposed as an improvement to ECE. Ovadia et al. [89] conducted a
study on the quality of uncertainty on out-of-distribution samples for various
epistemic uncertainty estimation techniques. They concluded that the quality of
uncertainty lowers with data shift and deep ensembles and stochastic variational
inference techniques are more promising.

If a model is miss-calibrated, it needs to be calibrated. Temperature scaling
and histogram binning are simple post-hoc calibration techniques. The former
is parametric and the latter is nonparametric. Temperature scaling of probabili-
ties, softmax(logits/T'), has a single parameter T that can be tuned to minimize
the ECE based on a validation dataset. A more generalized version of temper-
ature scaling is Platt scaling, where a logistic regression model is fitted [92].
Isotonic regression involves fitting a piece-wise-constant nonparametric model.
Bayesian Binning into Quantiles (BBQ) [93] is another calibration techniquelEl

4 How Do We Leverage Uncertainty?

Traditionally, robotics systems are designed to be modular for reasons such as
interpretability and ease of designing and debugging. Nowadays, especially in
research settings, the robots are also trained in an end-to-end fashion. Either
way, our objective is to control the robot to achieve our ob jectivelEl by observing
limited about of uncertain data.
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4.1 Uncertainty in Perceiving and Representing the World

In order for the robot to get an idea about the world, it performs various tasks.

Mapping the environment: One of the most basic requirement for a robot to
act in its environment is a map. Occupancy grid maps are one of the commonly
used metric mapping technique in mobile robotics [04, [95]. Considering their
assumptions about discretization and inability to quantify epistemic uncertainty
due to occlusions, Gaussian process-based occupancy mapping techniques were
introduced [96, 2]. However, considering their prohibitive computational com-
plexity on robotic hardware, especially when the robot gathers more and more
data, Bayesian Hilbert mapping (BHM)—a scalable technique that uses vari-
ational inference to estimate a distribution of maps—has been proposed [33].
These techniques can estimate both aleatoric and epistemic and uncertainty
(e.g., uncertainty due to lack of data or unseen areas). There are also techniques
to only estimate the aleotoric uncertainty (e.g., sensor noise) by maximizing the
maximum likelihood of a Bernoulli distribution [97] or Gaussian mixture [98].
When the occupancy is represented as a deep neural network, DST has been
used to quantify uncertainty [74, [99]. More recently, variational inference [100]
and post-hoc Laplace approximations [I0I] have been used to represent uncer-
tainty in Neural radiance fields (NeRF). A single layer NeRF functions as a
BHM with random Fourier features. There have been applications of environ-
ment uncertainty quantification techniques for modeling table top objects for
manipulation [I02], tactile localization and mapping [103], mapping dynamic
environments [99, 104, [3T], T05], etc.

Localization and tracking: The exact location of a robot or an external agent
with respect to an origin in the environment it is in is difficult to determine be-
cause of sensor limitations (e.g., low GPS signal levels), limited landmarks,
occlusions, dynamics, etc. Particle filters, a sequential Monte Carlo (SMC) es-
timation technique, and various Kalman filters such as Extended Kalman filters
(EKF), Unscented Kalman filters (UKF) have been widely used to estimate the
location of the robot [I06, [41]. They have also been used for object tracking—
determining the position over time. All these techniques focus only on aleatoric
uncertainty. Also, in addition to these MC technique, variational inference has
been used for localization [107, [I08]. There are also tracking techniques that
use uncertainty in deep neural networks [109] [110].

Object detection and pose estimation: An embodied agent typically needs
to identify various objects around it to act intelligently. An object in a scene is
represented by a bounding box—origin, width and height—and the associated
object class. Therefore, quantifying uncertainty of object detection requires,
computing the uncertainty of the bounding box parameters and assigned class,
for instance using MC dropout [IT1]]. Feng et al. [I12] survey various probabilis-

14pet:cal - Uncertainty Calibration Python library implements a number of these techniques.
150ur objective itself can also be uncertain.
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tic object detection techniques. More recently, conformal prediction has been
used as a post-hoc uncertainty estimation technique for object detection [I13].
For most robotics tasks, merely detecting objects is not sufficient, the pose of
the object needs to be estimated [114]. Estimating the poses typically requires
estimating the (z,y,z) position and (roll, pitch, yaw) orientation, making it
an estimation problem in R®. Ensemble techniques [I15] as well as directional
statistics have been used in pose estimation. In particular, probability distri-
butions such as the von Mises-Fisher [110, 117] and Bingham [118, [119] can
represent uncertainty.

Semantic segmentation: Semantic segmentation is often useful in robotics
tasks for delineating the foreground from background, determining the road for
driving AVs, etc. Semantic uncertainty can be related to the entire class (e.g.,
the entire sky is identified as a river) or the class boundaries (e.g., a few pixels
in the border between road and trees are incorrectly assigned). Especially, the
latter case is unavoidable. Most loss functions and evaluation metrics used in
semantic segmentation focus on the pixel-level semantic assignment of the entire
image rather than the semantic boundaries. However, for safety critical tasks
such as AVs, knowing the exact road boundaries is important. There is very
high epistemic and aleatoric uncertainty in these boundaries due to ML model
limitations, occlusions, etc. Similar to the mapping techniques discussed ear-
lier in this subsection, semantic uncertainty has been quantified using relevance
vector machines [I120], MC dropout [121], etc.

Imagination and future prediction: The human ability to imagine helps
us understand potential risks and efficient decisions. The action of “pretend
play” in toddlers is considered to help with cognition, language, social, and
emotional development [122]. Similarly, training robots in diverse simulations
and through domain randomization help learn robust models [I7]. The progress
in generative Al has greatly simplified and improved the process of imagination.
One special case of imagination is predicting future outcomes, which indeed is
highly uncertain. Similar to humans’ tendency to anticipate the future before
making-decisions, robots can predict the future state of any of the tasks dis-
cussed thus far. As examples, Gaussian processes [123], filtering [I05, 31], and
convolutional LSTMs [99], 124] have been used to predict how the occupancy
changes in space and time for the next few time steps. The somewhat similar
problem of video prediction is also useful in robotics, for instance in manip-
ulation [125] 126]. Most state estimation and object tracking techniques can
naively be extended for predicting the future location. There are also various
trajectory prediction algorithms which have proven to be useful, for instance,
in autonomous driving [127] [128].

Agent modeling and human-AI alignment: When robots interact with
human or other robots, it is important for them to decipher the intents for suc-
cessful coexistence. As a simple example, in social navigation or autonomous
driving, the robot needs to guess if a human it observes would cross its path [28].
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Physical interactions [27], [129], facial expressions, and emotions can also have
uncertainty. When language is used to communicate, there can be uncertainties
due to delay, lack of clarity, insufficient amount of information contained in the
message, etc. Uncertainty exists not just in factual information but also in other
aspects of language such as prosody. Rhetorical flourish devised into modern
LLMs such as GPT3.51§| tend to provide overconfident answers. If embodied
AT agents are using outputs from LLMs, their inability to express uncertainty
should be taken into account. In some cases, we try to learn the various aspects
of the agent such as preferences from human demonstrations, typically as as a
reward function [I30] [I3T]. There are also attempts to learn the distribution
over rewards in Bayesian inverse reinforcement learning [132] [133]. A unifying
framework for imitation learning paradigms can be found in [I34].

Detecting out-of-distribution (OOD) samples: Uncertainty also helps
with assessing for which inputs the model might under-perform. If the pre-
dictive epistemic uncertainty is high for a particular input, then the model is
not robust in the vicinity of that input. Uncertainty has been used for OOD
detection in autonomous driving [I8], mobile robotics [135], spacecraft pose es-
timation [I36], manipulation [I37], etc. Since the environments that robots
operate are always subject to change, uncertainty is crucial for domain gener-
alization and adaptation.

4.2 Uncertainty in Planning and Control

Our objective is to see how decision-making is affected by various sources of
uncertainty.

Uncertainty propagation from perception into decision-making: Un-
certainty of the world can be modeled as discussed in Section If a robotic
system has distinct modules for perception and decision-making, as in most
classical robotic setups, then the uncertainty in perception can be propagated
into the decision-making modules. Our objective is to calculate the output
Y = (fperc © faeci)(2) for an input = with a perception function, fperc : X — Z,
which is then sequentially fed into a decision function, fqeci : £ — V. As a sim-
ple example, consider an object detection module for the perception function
and a motion planner for the decision function. If the object detector is giving
multiple bounding boxes with associated uncertainties, how can the decision-
making module leverage all those bounding boxes? In general, if the predictive
uncertainty of perception is represented as samples, as in MCMC techniques
or Ensembles, each output can be run through the decision-making module.
This will result in a decision distribution—multiple decisions, each with its own
probability. If uncertainty is instead represented as an interval, as in conformal

16We believe overconfident and persuasive answers are not an inherent limitation of LLMs;
rather, it should be how the agent was trained using reinforcement learning with human
feedback (RLHF).
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prediction, the two endpoints of the interval can be run separately to understand
the limits of decisions.

When the output of the perception function is a probability distributiorﬂ
Dperc, the input to the decision function is also a probability distribution. Hence,
the output of the decision-making module can be computed as,

+oo
Y :/ Pperc(2) fdeci(2)dz ~ Z f(zn) (12)

— 00

where {z,}N | are samples taken from the output probability distribution of
the perception module. If the probabilities are represented as a probability den-
sity function (PDF) and the integral is tractable, then the propagation becomes
easier. Otherwise, we have to resort to a numerical integration technique. By
sampling from the predictive probability distribution of perception and then
evaluating the decision function on those samples, as shown in eq. , is a
straightforward simplification. If the decision-making module is also setup to
compute uncertainty, then y is also a probability distribution.

The use of uncertainty in exploration for better world representations:
In section[4.1] we discussed the importance of building a map of the environment.
The objective of uncertainty quantification for mapping is understanding which
areas of the environment we do not know about. This information can be used
by the robot for exploration—to gather more information about the environ-
ment. Some applications of such exploration include a robot mapping an indoor
environment, environmental monitoring using a drone [I38], or subterranean
or extraterrestrial navigation [I39, I40]. For this purpose, probabilistic fron-
tiers [141], Bayesian optimization (BO) with Gaussian processes [I38], Partially
Observable Markov Decision Process (POMDP) solvers [142], and reinforcement
learning (RL) [143] have been used. Frontiers and BO are categorized under
myopic exploration strategies as they are generally one-step look-ahead planners.

Uncertainty in learning a policy: Uncertainty is widely studied in planning
and scheduling [144] [145] as well as robot motion planning [146]. A robot takes a
sequence of decisions to control itself. This process can be modeled as a Markov
decision process. If observations are not fully observable, we consider partially
observable decision-making processes (POMDPs). POMDPs are widely used
in manipulation [I47], autonomous driving [148], aerospace control [29], etc.
Kochenderfer [29], Kochenderfer et al. [149] list various solverﬂ for POMDPs
or belief space planning [I51]. Note that the typical POMDPs do not take into
account the epistemic uncertainty; estimating the epistemic uncertainty requires
maintaining a distribution over the MDP which is intractable.

We typically use stochastic policies as the outcomes of our actions are not
certain. This randomness also help with exploring different possibilities rather

17Say, the output of a map is the mean and standard deviation values of a normal distribu-
tion.
18Various solvers are implemented in POMDPs.jl [150]
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Figure 8: Uncertainty in deep RL. Green, orange, and red show environments
with increasing difficulty. Four desiderata for the desired behavior of uncertainty
is discussed in [I52].

than getting stuck in a local optimum. When the model of the environment
dynamics is unknown or too complex to model, we have to resort to model-free
reinforcement learning (RL). Therefore, it implicitly handles a limited aspects
of uncertainty of the environment.

Aleatoric and epistemic uncertainty can help improve deep RL in various
ways. Following Charpentier et al. [152], as illustrated in Figure 8] we discuss
four desiderata for the desired behavior of uncertainty in deep RL. As the num-
ber of training steps increases, the agent’s epistemic uncertainty should decrease
as the agent collects more information about the environment (desideratum 1).
Simultaneously, agent should collect more rewards with an epistemic strategy
compared to an aleatoric strategyﬂ (desideratum 2). In the real-world, the en-
vironment we train our robots is not the same as we deploy. It sometimes tend
to have little (e.g., orange environment in Figure[8)) or even completely different
perturbations (red environment in Figure . As we increase the complexity of
perturbations, the epistemic uncertainty should be higher (desideratum 3) as
the agent does not know about these new environments. Simultaneously, the
rewards it collects should go lower (desideratum 4). A comparative analysis on
the effect of deep RL algorithms is provided in [I52]. The paper empirically
and theoretically concluded that compared to an e-greedy or aleatoric strategy,

19 Aleatoric and epistemic strategies involve sampling from aleatoric and epistemic uncer-
tainty distributions, respectively, to select actions.
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sampling using an epistemic strategy receives higher rewards and maintains high
generalization performance in OOD domains. This characterization of aleatoric
and epistemic uncertainty in deep RL helps with generalization, sample effi-
ciency, and knowing where the policy will not work.

Uncertainty is also studied in control theory. Bayesian nonparametric tech-
niques such as Gaussian processes [153] and set-based techniques such as con-
formal prediction [I54] have gained popularity or control tasks because they
can provide theoretical guarantees, data efficient, and simple to use. Other set-
based techniques such as backward reachability has also helped with reliability
and safety [I55], [156]. When uncertainty in parameters or unmeasured distur-
bances exist, Robust Model Predictive Control (Robust MPC) strategies help
to maintain the stability of the system [I57]. Uncertainty in Robust MPC is
typically handled as bounded sets such as polytopes or ellipsoids. Conditional
Value at Risk (CVaR) also has been used in robot robust control [I58], trajectory
optimization [I59], and motion planning [I60] to address risks and uncertainties.

5 Conclusions

We discussed how uncertainty and diversity are crucial in evaluative and gener-
ative paradigms of embodied AI. We highlighted that most classic robotics tasks
focus primarily on aleatoric uncertainty. Although quantifying epistemic uncer-
tainty is less straightforward, doing so can enhance robustness, data efficiency,
and the capacity for imagination in embodied Al agents.
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