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Unified Dynamic Scanpath Predictors Outperform Individually Trained Neural Models

Fares Abawi?, Di Fu®?, Stefan Wermter?

“Department of Informatics, University of Hamburg, Vogt-Koelln-Str. 30, 22527, Hamburg, Germany
bSchool of Psychology, University of Surrey, Elizabeth Fry Building (AD), Guildford, Surrey, United Kingdom

Abstract

Previous research on scanpath prediction has mainly focused on group models, disregarding the fact that the scanpaths and at-
tentional behaviors of individuals are diverse. The disregard of these differences is especially detrimental to social human-robot
interaction, whereby robots commonly emulate human gaze based on heuristics or predefined patterns. However, human gaze pat-
terns are heterogeneous and varying behaviors can significantly affect the outcomes of such human-robot interactions. To fill this
gap, we developed a deep learning-based social cue integration model for saliency prediction to instead predict scanpaths in videos.
Our model learned scanpaths by recursively integrating fixation history and social cues through a gating mechanism and sequential
attention. We evaluated our approach on gaze datasets of dynamic social scenes, observed under the free-viewing condition. The
introduction of fixation history into our models makes it possible to train a single unified model rather than the resource-intensive
approach of training individual models for each set of scanpaths. We observed that the late neural integration approach surpasses
early fusion when training models on a large dataset, in comparison to a smaller dataset with a similar distribution. Results also
[~ indicate that a single unified model, trained on all the observers’ scanpaths, performs on par or better than individually trained mod-
els. We hypothesize that this outcome is a result of the group saliency representations instilling universal attention in the model,
while the supervisory signal and fixation history guide it to learn personalized attentional behaviors, providing the unified model a
benefit over individual models due to its implicit representation of universal attention.
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1. Introduction

Gaze shapes and guides social interactions, both for signal-
ing and perceiving intent [1, 2]. Similarities across human eye

) movement patterns are described as universal attention [3] and
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are attributed to memory effects, bottom-up saliency, oculomo-
tor biases, and physical constraints [4]. However, gaze patterns
are influenced by socio-ecological factors and behavioral traits,
that could differ depending on the observer. These factors con-
trive personalized attention [3].

In this study, we focus mainly on modeling human gaze pat-
terns, known as scanpaths, to better simulate the cognitive be-
haviors exhibited during social interactions. The ability to sim-
ulate scanpaths is especially necessary for conducting human-
robot interaction studies, where the gaze of the robot could
greatly impact humans’ perception and social acceptability of
it [5, 6]. We model scanpaths under the free-viewing condi-
tion, whereby the observer is instructed to freely watch a video,
without any predetermined objectives or tasks. The uniqueness
of the free-viewing condition lies in the fact that it does not re-
quire any explicit gaze target. The viewing patterns under this
condition are comparable to those exhibited by animals when
foraging for food [7, 8]. This implies a universal goal that can
be associated with all observers. However, deviations in gaze
patterns from the norm can be attributed to the intrinsic motiva-
tion of observers, shaped by their personalized attention [9].
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Our task addresses the learning of scanpaths on observ-
ing dynamic (video) visual scenes. A closely related task
is saliency prediction [10, 11], in which attention maps are
learned based on the gaze of multiple observers. With minor
modifications, saliency models can be used as predictors of
scanpaths [12, 13]. Saliency prediction models represent sta-
tistical measures of fixation distributions, visualized as spatial
attention maps. However, equating the peaks of these maps
with the fixation targets throughout a sequence might not accu-
rately reflect an individual’s scanpath. This could lead to abrupt
transitions between fixations.

One potential solution is to train or fine-tune saliency mod-
els to predict individual scanpaths, maintaining traits emerging
as a result of universal and personalized attention. However,
this approach could be hindered by the sparsity of the predicted
fixation maps (hereafter denoted as priority maps), particularly
if there’s no input signal maintaining a record of fixation se-
quences for a single observer. Nevertheless, saliency predic-
tors have shown great effectiveness in modeling human atten-
tion and could provide features pertaining to universal attention,
therefore, useful for predicting scanpaths. While both saliency
and scanpath prediction are closely related, there are critical
differences that necessitate modifying the former task to better
address the latter. We motivate the need for modifications based
on the following observations:
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Figure 1: Unified late integration model (DAM + LARGMU, context size T’ = 10) predicting scanpaths of three observers (G1 - G3). At each timestep of multi-
step-ahead (five steps) fixation, predictions (P1 - P3) indicate that the slightest divergence from the ground-truth has a noticeable impact on future predictions.

Saliency models predict group attention, whereas scanpath
models predict the sequential attention of an individual.
Namely, saliency models predict the distribution of fixation
probabilities for multiple observers, whereas scanpath models
predict the fixation trajectory of an individual observer viewing
a scene. To repurpose a saliency model for predicting scan-
paths, we need to fine-tune the model for each observer inde-
pendently in order to represent their unique viewing patterns.
To circumvent this limitation, we could alternatively train a sin-
gle unified model by additionally providing a prior that can sep-
arate different scanpath trajectories. By focusing on individual
scanpaths, we can represent the prototypical personalized atten-
tion patterns.

Scanpaths of observers are non-deterministic and unique to
the individual, meaning that they can vary from one viewing
of a scene to the next. Previous research has shown that rep-
etition of trials can increase the similarity between subsequent
scanpaths for each observer, suggesting that humans have a nat-
ural tendency to follow different scanpaths without prior expo-
sure to a given stimulus [14]. This phenomenon highlights the
importance of using sequential models that can maintain previ-
ous context, such as a memory component for storing the fixa-
tion history. This is in contrast to saliency prediction models,
which infer fixation distributions that remain unchanged given
the same stimuli.

Salient stimuli and low-level features influence scanpaths.
Unlike saliency prediction, scanpath prediction models the
unique fixations of a single observer. Jiang et al. [15] have iden-
tified several factors that can influence the uniqueness of indi-
vidual scanpaths, including low-level visual features, seman-
tics, central bias, and fixation shift distribution. Based on these
findings, we propose a sequential audiovisual scanpath predic-
tion model that can implicitly represent personalized patterns.
More concretely, our model is not designed to explicitly repre-
sent these factors, but it can infer them from the input features,
such as social cue representations and attention maps. This al-
lows our model to infer the patterns of attention that are char-
acteristic of human observers.

Training a separate individual model for each observer could
lead to optimal prediction of their scanpaths. However, this ap-
proach is prohibitively expensive given a large number of ob-
servers. We investigate whether individual models are neces-
sary as opposed to a single unified model, distinctively predict-
ing each scanpath based on the individual fixation histories. We
pose the following questions:

1. Are the fixation histories adequate priors for differentiat-
ing scanpath trajectories?

2. Does a model trained on individual viewing patterns inde-
pendently, yield better predictions of scanpaths compared
to a unified model trained on all fixations?

3. How many multi-step-ahead fixations in a sequence can be
reliably predicted from a given scanpath and stimuli before
model predictions diverge (illustrated in Figure 1)?

To tackle these questions, we propose a scanpath prediction
model and framework that allows for the exploration of each.
Given that social cues play a crucial role in modulating vi-
sual attention [16], we utilize GASP [17], a dynamic saliency
prediction model employing sequential gating mechanisms to
augment raw audiovisual samples with representations of so-
cial cues. The best-performing GASP model [17] concatenates
the social cue representations, weighing their contributions by
emphasizing weaker ones, and finally, combining them using an
attentive convolutional LSTM [18] followed by a gating mod-
ule [19]. We discard the gaze following social cue represen-
tation since it is shown to have an insignificant or even detri-
mental effect on the performance of GASP. Moreover, we ex-
tend the model with a fixation history channel that maintains a
fixed number of previous fixation masks—a sequence of fixa-
tion points blurred by a 2D Gaussian filter with width equating
to a 1° viewing angle.

In summary, we introduce a framework for modeling and
evaluating dynamic scanpaths, inspired by existing methodolo-
gies in scanpath prediction for images [12]. Additionally, we
present a modular multimodal architecture, designed for flex-
ibility in accommodating various modules for detecting social



cues. A key aspect of our approach is the utilization of an ob-
server’s fixation history, enabling the model to learn scanpaths
of multiple observers using a single unified model.

2. Related Work

In this work, we adapt a saliency prediction model [17] for
individual observers’ scanpath prediction. Since interacting
with and perceiving stimuli within social settings requires the
encoding of sequential knowledge, we provide an overview of
the existing literature on both saliency and scanpath prediction,
with an emphasis on dynamic variants, i.e., models designed
for inferring either task on videos. Static variants are designed
to operate on images and therefore, are out of the scope of this
work.

2.1. Audiovisual Dynamic Saliency Prediction

Auditory and multimodal features have become a target of in-
terest in the context of visual saliency modeling [10, 20, 21, 22].
Tavakoli et al. [10] propose a simple deep learning model based
on 3D-ResNet [23] for encoding the visual (video) and auditory
streams separately. The two streams are joined, reduced in di-
mensionality, and decoded as two-dimensional priority maps
with high intensity in regions where participants (observers)
tend to fixate. Tsiami et al. [22] propose early fusion of audio-
visual representations. At multiple levels of the visual stream,
they introduce supervised attention modules. At a deep stage of
the visual stream, the visual features guide the auditory stream
to the most salient regions, resulting in a more accurate local-
ization of sound sources. Eventually, the supervised attention
modules and the auditory features are concatenated, after which
their representations are reduced to a single two-dimensional
feature map. Min et al. [21] propose a multistage audiovi-
sual saliency model that minimizes the discrepancy between the
proposed locations arriving from auditory and visual modal-
ities. The modalities generate spatiotemporal saliency maps,
which are adaptively fused in the final stage. Both early fu-
sion [22, 21] approaches for integrating auditory and visual fea-
tures are shown to outperform late fusion [10] methods.

Jain et al. [24] present a 3D convolutional encoder-decoder
model for predicting saliency. They explore different audiovi-
sual fusion techniques and show that introducing auditory input
does not result in significant improvement to the performance
of their model. Dynamic saliency models relying only upon
visual stimuli tend to perform on par with audiovisual mod-
els [25, 26, 27] supporting the finding of Jain et al. [24]. The
consensus on whether auditory stimuli play a significant role in
predicting saliency is not clear. Yang et al. [28] introduce an
audiovisual graph convolution-based model, emphasizing the
importance of multimodal input for predicting saliency in 360°
videos. Xiong et al. [11] argue that audiovisual saliency mod-
els may underperform due to temporal inconsistencies between
auditory and visual streams. Despite some studies indicating
visual-only models might suffice, our study primarily focuses
on social attention, which inherently depends on both visual
and auditory stimuli. Consequently, we rely on an audiovisual
saliency model [10] in our framework.

2.2. Dynamic Scanpath Prediction

Scanpath prediction on dynamic scenes requires accommo-
dating changes to stimuli along with the modeling of fixation
trajectories. Most of the existing research addresses the predic-
tion of egocentric gaze in videos recorded using head-mounted
cameras. Li et al. [29] present a model for learning the tem-
poral dynamics in first-person activity videos, utilizing mo-
tion and pose features relating the head and hand of the ac-
tor. Huang et al. [30] propose a multitask model for predict-
ing saliency and task-guided attention transitions using inde-
pendent 3D-CNN streams. Zhang et al. [31] predict gaze on
the future frames which are generated using a GAN. An iden-
tical discriminator model receives the future observations and
anticipated future frames produced by the 3D-CNN generator.
Concurrently, an independent 3D-CNN predicts fixations on the
generated frames.

Most of these models are goal-directed, whereby the objec-
tive is known and the gaze fixations are supervisory signals.
However, Aakur and Bagavathi [32] address egocentric gaze
prediction as an unsupervised task. Their model is separated
into three stages, initially extracting appearance and motion
features, followed by a symbolically represented stage indicat-
ing the direction of information flow between spatial regions
in the video. Finally, the model generates an attention map in-
dicating the predicted fixation corresponding to locations with
maximum energy.

Another line of research addresses the prediction of the ego-
centric scanpath under the free-viewing condition [33, 34, 35,
36, 37, 38]. Xu et al. [33] train their model on individual ob-
server fixation trajectories while freely viewing 360° videos on
a VR headset. The model receives a video frame at a given
timestep, concatenated with local and global spatiotemporal
saliency features. A recurrent model encodes the fixation tra-
jectories and its latent representation is concatenated with the
visual encoding of all saliency features to predict the displace-
ment in fixation for the next frames. Naas et al. [35] follow
a relatively similar approach, replacing local features with an
optical flow representation. These approaches predict the scan-
paths of a single observer for each video given their past fixa-
tion histories as priors. However, all aforementioned architec-
tures are trained to model the scanpaths within a limited view-
port [38], unique to each observer. Consequently, the learned
universal attention patterns are applicable to any individual,
rather than representing their personalized attention.

Scanpath prediction on social videos is a less explored do-
main. Coutrot et al. [39] propose a generalizable framework for
predicting and classifying scanpaths based on a Hidden Markov
Model (HMM) and discriminant analysis. Their approach is
examined on static natural scenes and dynamic social scenes,
identifying three location states for the HMM. These states are
then used for classifying information relating to the observers
or the stimuli. Boccignone et al. [40] rely on multimodal so-
cial cues as priors to a stochastic model, simulating the fixation
patch transitions as a Poisson process. Lan et al. [41] design
a psychologically-inspired model for synthesizing gaze. Their
method addresses the detection of actions, including “verbal



communication”, based on simulated gaze. Such approaches
represent universal behaviors but do not address individual dif-
ferences among multiple observers.

To alleviate this gap, we design models that understand and
predict the personalized gaze patterns of individuals. By do-
ing so, we can evaluate the magnitude of these differences and
determine whether the uniqueness in gaze patterns necessitates
the development of personalized models, tailored for each indi-
vidual observer.

3. Methods

We modify the GASP [17] model for predicting scanpaths
and adopt the two-stage approach proposed by Abawi et al. [17]
for extracting and representing social cues, followed by fea-
ture integration. Separating the feature representation and scan-
path modeling into two stages is both biologically plausible and
computationally efficient.

From a psychological standpoint, our approach follows the
feature integration theory [42], which states that low- and high-
level features are processed in an initial stage. During this stage,
only features of all objects are extracted, since prior knowledge
about the relevance of an object is not yet processed. In a sec-
ond stage, the features are clustered into objects, and each ob-
ject is assigned a relevance, allowing for selectivity in atten-
tion toward the most conspicuous one. From a computational
perspective, each social cue and saliency representation can be
computed in parallel given that features relating to the interac-
tions between different modalities are not required. We note
that the lower bound in terms of time complexity, is determined
by the slowest detection and representation modality.

3.1. Sampling and Social Cue Detection

We represent social cues following the paradigm introduced
by Abawi et al. [17]. We retain DAVE [10] as the saliency
predictor, Gaze360 [43] as the gaze estimator, and the facial
expression recognizer developed by Siqueira et al. [44]. We
discard the gaze following modality [45] due to its high time
complexity and insignificant improvement to GASP [17].

During the fine-tuning phase, the image captures are down-
sampled to 10 frames per second. This aligns with the find-
ing that eye fixations change within an interval of 100 to
500 ms [46]. The frames are pushed to a queue with a maxi-
mum size matching that of the modality with the longest con-
text: DAVE with a context size of 16 visual frames.

Auditory signals are resampled to 16 kHz for accommodat-
ing videos irrespective of their original sampling rate. Resam-
pling requires audio recordings of at least one second to avoid
introducing artifacts. During training, we split one-second
recordings beginning with the first visual frame in the context
window into 16 chunks. We then extract 64 bands of the log
mel-spectrogram with overlapping windows of .025s having a
hop length of .01s following the same preprocessing technique
adopted by Tavakoli et al. [10]. The resulting coefficients are
propagated to the auditory stream of DAVE.

3.2. Fixation History Module

For predicting scanpaths of individual observers, the model
requires a mechanism for recalling previous fixations. This be-
comes relevant considering the scanpath differs for each ob-
server exposed to the same stimuli and their scanpaths are de-
pendent on their previous fixation points. During training, the
fixation history is set to a sequence of 2D priority maps, created
by applying Gaussian blur on the fixation points. The Gaussian
blur filter’s width corresponds to a 1° viewing angle as a func-
tion of distance from the display monitor. This filter is applied
to the previous ground-truth fixation points preceding the last
timestep for a given sample. This translates to the teacher forc-
ing strategy [47] during training i.e., the ground-truth maps of
previous timesteps are fed as model inputs to predict the map
of the current timestep.

During evaluation, our model predicts a priority map indicat-
ing the target of attention for an individual observer. The maps
are then queued in the fixation history. The previous fixations
define the context of attention, enforcing a foveated region upon
the different input modalities and assisting in the prediction of
the next fixation for an observer. The overall process equates
to scanpath prediction with the added benefit of operating on
dynamic contexts given an arbitrary number of timesteps. For
predicting scanpaths, the fixation history cannot be discarded,
especially in a unified model, as it serves as the primary mech-
anism for distinguishing between scanpath trajectories.

In Algorithm 1, we present the scanpath evaluation pipeline
for each observer. The context size T’ defines the number of
recurrent timestep representations arriving from the different
cue detectors. The predicted fixation " at timestep ¢’ is fed
back into the fixation history for an arbitrary number of multi-
ple steps ahead. We note the model’s performance is primarily
evaluated based on the output from its first prediction step. This
output reflects the model’s initial predictions, without extend-
ing into multi-step-ahead evaluations. To evaluate a model’s
capability in handling extended sequences without relying on
the ground-truth after initializing the fixation history, we can it-
eratively input the model’s predictions into the fixation history
queue. This approach resembles the detection pipeline, with
the key distinction of not acquiring the fixation history from
ground-truth for subsequent stimuli detection. Evaluating mul-
tiple steps ahead allows us to assess the model’s accuracy in
forecasting future steps, closely reflecting real-world scenarios
where we don’t have access to the ground-truth data.

3.3. Sequential Integration Model

We describe the components of the sequential integration
method presented in GASP [17]. The attentive recurrent gating
mechanism as well as its late integration variant are detailed in
this work. We also provide an overview of the directed attention
module’s role in improving a model’s performance.

3.3.1. Directed Attention Module

The Directed Attention Module (DAM) [17] is based on the
Squeeze-and-Excitation [48] model for extracting the channel-
wise interactions between the input modalities. The number of



evaluation
similar to

Algorithm 1 The dynamic scanpath
pipeline incorporating the fixation history,
Kiimmerer and Bethge [12]

1: Definitions:

2:  vf: video frames, ac: audio chunks

3. th: fixation history

4:  DetectCues: detect social cues

5. Shift: shift left and discard first element

6: UpdateFrame: update last video frame

7:  UpdateChunks: update audio chunks if new 1s sample reached
8: Integrate: sequential integration

9: Sample: get video or audio at specified rate
10: Eval: evaluate saliency metrics

11:

12: ¢ « current sub-sampled video frame index
13: vf « Sample(16 frames, 10 fps)

14: ac « Sample(1ls audio, 16 chunks)

15 ¢ 1t +16

16: fort” € {1, ... , context size T’} do

17: cues[t’] « DetectCues(vf, ac)

18:  fh["] « m"

19: vf « Shift(vf) & UpdateFrame(vf)

20: ac « UpdateChunks(ac)

21: r—t+1

22: end for

23: for n € {0, ... , multi-step-ahead predictions} do
24: M « Integrate(cues, fh, vf[16 - T7:16])
25:  Eval@m®’, m)

26: vf « Shift(vf) & UpdateFrame(vf)

27: ac « UpdateChunks(ac)

28: cues « Shift(cues)

29: cues[T’] « DetectCues(vf, ac)

30: fh « Shift(fh)

31: fh(T’] « M
32: t—t+1
33: end for

channels C’ is defined by K X C where K is the total number
of modalities and C denotes the number of image channels per
feature map, assuming all modalities have an equal number of
image channels and dimensions. The initial aggregation in the
form of average pooling across the channel pixels is expressed

as follows:
o= ro(h,w), (1
HXxW h=1 w=1

where #!) represents the squeeze operation, H and W represent
the height and width of the feature maps respectively, whereas
r. signifies the standardized feature map channel representa-
tion. The aggregated representations of all channels are then
compressed and expanded using two linear fully-connected lay-
ers, with a non-linear activation following the first:

02 = oW - relu(Wi - g1y, )

where £?! is the non-linear channel weight vector for scaling
the channel contribution. The Sigmoid activation function o is
used as a gating mechanism rather than an attention mechanism,
simply to avoid having a single active channel as would be the

case if it were Softmax (attention) instead. The compression

and expansion layer parameters are WE] and W?] respectively,

[ Exc 2] xS : .
where W, ' € Rv™ and W;” € R . The reduction ratio y
is a hyperparameter controlling the factor by which the channels
are compressed. Finally, each feature map r is scaled by its
corresponding gain arriving from the £/ layer.

Following the approach presented by Abawi et al. [17], we
duplicate the Squeeze-and-Excitation model, denoting one by
the direct stream and the other by the inverted stream. The
former has a direct path to the scanpath model, whereas the
inverted stream has a separate output head. The output head
is composed of a 2D convolutional layer with 32 channels, a
kernel shape of 3 x 3, and a padding of 1, followed by a max-
pooling layer with a window size of 2 X 2, effectively reducing
the feature map by half its size. The final layer aggregates the
pooled representation to a single channel by applying 1 x 1
convolution.

The direct stream receives the concatenated channels of the
social cue, saliency prediction, and fixation history representa-
tions. The final weighted feature maps (target maps) of the di-
rect stream are propagated to our scanpath model. The number
of target maps corresponds to the number of channels received
by the direct stream. As the name implies, the inverted stream
acquires the chromatically inverted modality representations by
applying a non-linear transformation r;,! = —softmax(r.) to the
modality channels. The output of the inverted stream predicts a
sequence of fixation density maps (attention maps), correspond-
ing to universal attention learning. These fixation density maps
represent the top-down and bottom-up attention of multiple ob-
servers, which is prior knowledge that the individual does not
possess. However, the plausibility of a bottom-up saliency de-
tector is evaluated based on its resemblance to fixations of mul-
tiple individuals, when the task is designed to minimize top-
down effects [49].

We state that these attention maps represent the ideal saliency
maps since a clear separation cannot be formed between
bottom-up and top-down attention. Moreover, we hypothesize
that individual differences in attention should be large enough
to distinguish between the scanpath trajectories. This implies
that extrinsic factors that attract attention would result in the
highest fixation density per frame on average.

The motivation behind introducing the directed attention
module lies in avoiding bias toward the saliency prediction rep-
resentation, being both an input and target of the model. As
a result, autoencoding the saliency input would be the opti-
mal outcome, reducing all other modality connection param-
eters to zero. A more performant saliency model would am-
plify the biased reliance on its representation, leading to better
performance overall, however, the generalization suffers. This
is evident from the observation that training models on biased
datasets leads to incorrect feature learning, albeit successful on
the provided samples, a phenomenon in deep neural networks
known as shortcut-learning [50]. To address this bias, the model
emphasizes weaker modality representations, i.e., modality rep-
resentations that have a low spatial match to the ground-truth
maps. Stronger representations are inhibited, causing the model



to assign a larger gain weight to their representations during the
learning phase. However, this is the case only when weaker rep-
resentations lack information content that is sufficient to guide
loss minimization.

3.3.2. Modality Encoders

The modality encoders are 2D convolutional neural networks
with a structure similar to encoder-decoder models, i.e., feature
compression of visual modalities through a bottleneck followed
by decompression. We follow the same encoder structure de-
scribed in GASP [17] to initialize or model parameters with
those of the pretrained models.

3.3.3. Attentive Convolutional LSTM and the Gated Multi-
modal Unit

The Attentive Convolutional LSTM (ALSTM) [18] is an
adaption to the convolutional LSTM model for recursively at-
tending to feature maps. This structure has demonstrable ad-
vantages over conventional recurrent convolutional models and
proves effective in modeling saliency as illustrated by Cor-
nia et al. [18]. A convolutional LSTM is expressed as follows:

i = (W xs"” + U « bV 4+ by,

£ = o(Wy s + Uy« D + by),

0 = (W, s + U, »h" + b)),

g” = tanh (W, # s + U« h“™ + b)), A3)
¢ = £0 0 et 4 {0 o g,

h® = 0% © tanh(c"),

q = W, x tanh (W, s + U, * h®D + b,),

where W;, W;, W, and W, represent the kernel parameters
of the input i, forget £, output o’ gates, and cell state re-
spectively. The bias unit for each projection layer is denoted
by b;,bs,b., and b,. The input map s is convolved with all
gate parameters at each timestep. The cell state is denoted
by ¢ and the hidden state by h”. The hidden state is con-
volved with the recurrent parameters U;, U, U,, depending on
the projection layer to which they apply. The convolution ker-
nels are of size 3 x 3, with a padding of 1, having 32 channels
each. We note that q” represents the pre-attentive output of
the model at each timestep. The ALSTM is a simple extension
of the convolutional LSTM by which the input image s is re-
peatedly propagated to the recurrent model and multiplied with
softmax(q“~"). Abawi et al. [17] modify the ALSTM by restor-
ing its sequential input property and attending to each element
in the input sequence:

s = softmax(q“~") o s?. 4)

To integrate modalities, we use the convolutional gating mech-
anism introduced by Arevalo et al. (GMU) [19]:

i = tanh (W 5 sO© 4 p0),

k k
d00 = (WD 4 [sDO_ B0] 4 p) (5)

K
jO =) aho o jo,
k=1

Here, j© and W% represent the gated projections for modal-
ity k of all modalities K at timestep ¢, along with their respec-
tive kernel parameters W(k) and W(k) The corresponding bias

units are denoted by b(k) and b(k) . The output j represents
the final feature map of the gatmg module resulting from the
Hadamard product of all modality-specific projections j® and
d®®_ The modality inputs {s), ..., s®} at timestep ¢ are
concatenated across the channels as signified by the [-,-] op-
erator, and convolved with Wg‘) . We follow the integration
paradigms introduced in GASP [17] and adapt the sequential
ALSTM to operate in conjunction with the GMU. One such
integration paradigm entails performing the sequential gating
followed by modality gating. This model is referred to as the
Attentive Recurrent Gated Multimodal Unit (ARGMU), illus-
trated in Figure 2a. Alternatively, performing the gated inte-
gration after concatenating the input channels and propagating
them to the sequential ALSTM is illustrated in Figure 2b and
denoted by the Late ARGMU (LARGMU) variant. We describe
ARGMU as a fusion model, since feature integration occurs on
modality-specific representations. LARGMU is a late integra-
tion model, since the modality representations are concatenated
before integrating them into a single representation.

3.3.4. Evaluation Metrics

Common scanpath prediction metrics measure the proxim-
ity of human fixation trajectories to those generated by the
model [51, 52]. One shortfall of such approaches is the re-
quirement to temporally align the scanpaths under compari-
son. This, however, adds a layer of complexity to streamed
dynamic stimuli which could potentially cause scanpaths to di-
verge over time. We instead follow the approach detailed by
Kiimmerer and Bethge [12]. Each sequence of input features
along with fixation histories is used to generate a priority map
for a single timestep. These maps are fed recursively to the
model by appending them to the fixation history. One advan-
tage to approaching scanpath evaluation as such is that it en-
ables the usage of common metrics used to validate saliency
models. Saliency metrics are generally more robust to incorrect
predictions and do not require as many parametric assumptions
as is the case with scanpath metrics [12], for instance, Scan-
Match [51] and MultiMatch [52]. We therefore use the follow-
ing saliency metrics to evaluate model predictions:
Normalized Scanpath Saliency (NSS) is a location-based met-
ric [53] to measure the correspondence between ground-truth
and predicted attention maps according to fixated locations.
False positives have an effect on the NSS score, making it suit-
able for quantifying the quality of noisy predictions. A high
positive NSS score indicates that the model accurately predicts
the locations of fixations as expressed by:

— u(h,,)
NSS = Z (m”) i)

where m., . refers to the ground-truth fixation point rather
than the continuous priority map expressed as m,,. The mean
of the priority map is denoted by p. Our model predicts the
probability of fixations, which is not restricted to a single point

Moy ys, (6)
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Figure 2: The two GASP [17] variants extended with fixation history modules for predicting scanpaths, (a) is the modality fusion variant ARGMU, and (b) is the
non-fusion late integration model LARGMU. The directed attention module (DAM) is applied to each variant with the fixation density maps for the entire sequence
as ground-truth during training. 7’ represents the context size for each model, whereas ¢’ indicates the current timestep (frame index) in the video sequence.

in space. Having multiple predicted fixations is the desired out-
come in our scanpath modeling approach since a single pre-
diction is an unrealistic assumption and would imply that our
model is not robust, i.e., humans do not always look toward the
same point when shown a sequence of images multiple times,
therefore, having a definite fixation prediction indicates over-
fitting. Multiple fixations result in a lower NSS score for the
priority map of an individual as compared to the group atten-
tion map. We, therefore, rely on the NSS rather as an indicator
of the relative difference between the individual scanpath pre-
diction models.

Area Under the ROC-Curve (AUC) is another location-based
metric, which classifies whether a pixel in space is fixated or
not. We rely on an AUC variant developed by Judd et al. [54],
denoted hereafter by AUCJ. The advantage of using AUC as a
measure of quality for our task is that the true and false positive
rates are functions of the number of fixated and unfixated pixels
respectively. Since we have a single fixated ground-truth pixel
for an individual, the weighing of true positives avoids skewing
our evaluation toward false examples, providing a clear inter-
pretation of our model’s performance.

4. Experimental Setup

In this section, we describe the components of our experi-
mental pipeline for conducting model training and evaluation.
We also present the datasets used for training our models and
the hyperparameter values chosen for those models.

4.1. Datasets

For our study, we used two existing datasets comprising
eye-gaze data from observers viewing conversational videos.

These datasets, sourced from YouTube and Youku, feature so-
cial videos with gaze data from a nearly identical observer
count, ensuring consistency in the quality of our insights. We
note that each observer watched all the videos within a given
dataset, enabling our model to distinguish prototypical gaze be-
haviors for predicting scanpaths. A dataset by Xu et al. [55]
consists of 65 conversational videos. Gaze data were collected
from 39 observers, including 26 males and 13 females, between
the ages of 20 and 49. Hereafter, we refer to this dataset as
FindWho [55]. The MVVA [56, 57] dataset, on the other hand, is
more extensive with 300 conversational videos. Gaze data were
derived from 34 observers, including 21 males and 13 females,
between the ages of 20 and 54. In all analyses involving the
MVVA dataset, one observer was excluded due to noisy data,
reducing the total number of observers to 33. An overview of
the FindWho and MV VA dataset properties is shown in Table 1.

4.2. Model Training and Evaluation

The individual and unified scanpath prediction models are
trained on an NVIDIA GeForce GTX 3080 Ti GPU with 12 GB
VRAM and 32 GB RAM. The individual model training pro-
cess requires separate models for each observer. This is a highly
demanding procedure, necessitating the distribution of models
across multiple machines and GPUs. We orchestrate these pro-
cesses through a custom workflow manager, developed using
the Wrapyfi [58] framework, allowing us to exchange comple-
tion logs across training instances over message-oriented mid-
dleware. All social cue detectors and models are adopted from
GASP [17] and are implemented in PyTorch [59].

The two model architecture variants, DAM + ARGMU (con-
text size 7’ = 8) and DAM + LARGMU (context size T’ = 10)
are initialized with their GASP parameters, trained on the social



Table 1: Experimental setup and dataset properties.

Property MVVA [56] FindWho [55]
Distance to monitor ~55cm ~60 cm
Monitor resolution 1280 x 720 px | 1280 % 720 px

(16:9) (16:9)
Monitor size 23-inch 23.8-inch
Video duration 10-30s ~20s
Frames per second 30 25
Audio channels Stereo Monaural

Head-pose Free Fixed

No. training videos 210 (70%) 46 (70%)
No. validation videos 30 (10%) X

No. test videos 60 (20%) 19 (30%)
No. observers 33 39

subset of the AVE [10] dataset. We fine-tune the individual and
unified models on the MV VA and FindWho datasets separately,
for 10 and 50 epochs respectively. We used early stopping with
Omin = 0001 and a patience of 3. This resulted in all models
and architectures converging on average at epoch 6 for MVVA
and epoch 11 for FindWho.

The individual models have a predefined observer set for all
samples, whereas the unified model randomly selects an ob-
server for each training sample. The batch size is set to 48 with
gradient accumulation over 4 mini-batches, where each batch
element contains the entire sequence of modality representa-
tions to match the context size of any given trained model. Each
model is trained using the Adam optimizer, setting 5; = .9,
B2 =.999, and the learning rate @ = .001.

Models are evaluated on subsampled video frames at 10 fps,
with no overlap between consecutive frames. Evaluation is per-
formed on the basis of one-step-ahead prediction unless speci-
fied otherwise. All observer predictions are evaluated indepen-
dently for both individual and unified models. All unified and
individual models were trained and evaluated over 5 trials.

4.3. Saliency Losses

In order to train the model, we employ the loss functions in-
troduced by Cornia et al. [18]. The loss functions are weighted,
summed, and applied to the final layer, implying that the learn-
able parameters of our model, specifically the modality encoder
and fusion model parameters are optimized. We denote the
overall loss function by Lpgpy, and define it as:

Lerpy = Ly + Lxap, @)

where Ly computes the negative log-likelihood loss as ex-
pressed by Sun et al. [60] between the ground-truth and pre-
dicted priority maps, followed by minimization of the Kullback-

Leibler divergence.

-&VIL = _ANZL : Z m<x,y> O log(fh<x,y>)
X,y

+ (1 - m<x,y>) © (1 - log(ﬁl<x,y>))a

Lip = Y my, 0 (log(m,,) - log(th,),
= @®)

Ly = Y (1-m) 0 ((1 - log(m,))
X,y
- (1 - log(mx,y)))a

Lip = —ap - (Lggp + Lip)-
Algorithmically, the cross-entropy loss utilized in GASP and
Ly, are identical, however, Ly, operates on the fixation point,
replacing the priority map m,, with m.,,.. Without the neg-
ative log-likelihood loss, the models require more epochs (3 to
7 additional epochs) to converge to similar states relying purely
on Lxip.

The inverted stream of our DAM layer has a separate output
head for each timestep. We compute the cross-entropy between
the DAM prediction and ground-truth fixation density maps for
all pixels summed over all timesteps. The Lpay is computed
to optimize the inverted stream parameters. These parameters
are transferred to the tied direct stream. The direct stream pa-
rameters are frozen throughout the training phase. In this man-
ner, we are able to emphasize weaker modalities, intensifying
the propagation of noisy signals to the sequential integration
model, effectively acting as a regularizer.

We employed the Tree-structured Parzen Estimator (TPE)
method using Hyperopt [61] for hyperparameter optimization,
to identify the optimal loss weights.! The considered weight
range was € [.01, 1] sampled from a log-normal distribution.
Based on the TPE’s results after 90 trials, the loss weight for
Lxip is set to Axgrp = .94, whereas the loss weight for Ly is
determined to be Ay, = .03. For Lpuy, the loss weight is estab-
lished as Apgyy = .61.

5. Results

We evaluated our late integration and fusion architectures
on the FindWho and MVVA datasets. This assessment was
conducted by comparing each individual model’s predictions
against the individual observer’s patterns (/ vs ) and against
group fixation density maps, excluding the individual’s data
(1 vs infinity). Moreover, we conducted an extensive statistical
analysis to compare the unified and individual models. Finally,
we tested the unified models to quantify the degradation of pre-
dictions over longer horizons beyond the next fixation point as
detailed in Section 3.2 under multi-step-ahead evaluation.

5.1. Individual Models
To examine the impact of the model architecture, dataset size,
and their interaction effects on the models’ performances, a 2

'All search trials were applied to the late integration variant (DAM +
LARGMU, T” = 10) with encoders pretrained on the AVE [10] dataset—
excluding the fixation history module—and fine-tuned for 6 epochs on the
MVVA [56] dataset. The TPE minimized the validation loss on MV VA.
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(integration vs fusion) X 2 (FindWho vs MVVA) mixed anal-
ysis of variance (ANOVA) was conducted. Specifically, the
model architecture was a within-subject factor, and the dataset
size was a between-subject factor. The models’ performances
were measured by AUCJ (mean and std) and NSS (mean and
std). All metrics were measured between observers, except for
‘variance across videos’ experiments, where the metrics mea-
sure the variance in video results per observer.

5.1.1. 1 vs 1 Evaluations

Significant main effects and interactions were observed in
terms of the AUCJ and NSS metric scores. For the perfor-
mance of the datasets, the smaller FindWho dataset outper-
formed the larger MV VA dataset, with significant differences
(AUCI: F(1,68) = 7.04, p < .05, nf, .09 as shown in Fig-
ure 3a; NSS: (F(1,68) = 11.79, p < .01, 7]?, = .14) as shown
in Figure 3c). The interaction effect between model archi-
tecture and dataset size was significant in terms of the AUCJ
(F(1,68) = 11.08, p < .01, r]?) = .14) score, where the integra-
tion architecture significantly outperformed the fusion architec-
ture on evaluating the MV VA dataset (p < .01). However, no
significant differences were found on evaluating the FindWho

dataset (p = .19). The NSS metric, however, did not show
a significant interaction between architecture and dataset size
(F(1,68) = .19, p = .67, nf, =.003).

Variance across videos indicates instability in the model pre-
dictions. For the AUCIJ score, the integration architecture re-
sulted in a significantly larger variance compared to the fusion
architecture (F(1,68) = 20.94, p < .01, % = .23). The MVVA
dataset performed significantly better—lower variance—within
the integration architecture (p < .05) and no significant per-
formance difference within the fusion architecture (p = .62) in
terms of the AUCIJ score as shown in Figure 4a. The interaction
effect between architecture and dataset size was also significant
in terms of the AUCJ (F(1,68) = 6.44, p < .05, i1 = .08)
score. Similarly, for the NSS score, the fusion architecture
outperformed the integration architecture (F(1,68) = 17.96,
p < .001, 7712, .20), and a significant interaction between
architecture and dataset size was observed (F(1,68) = 10.78,
p < .01, r]f, .13). The MV VA dataset again performed sig-
nificantly better within the integration architecture (p < .05)
but no significant differences were observed within the fusion
architecture in terms of the NSS score as shown in Figure 4c.



5.1.2. 1 vs infinity Evaluations

In terms of the AUCJ and NSS metric scores, significant
main effects were observed for both architecture and dataset
size, with no significant interaction effects in some cases.
For AUCJ mean values, the integration architecture demon-
strated better performance compared to the fusion architec-
ture (F(1,68) = 3691, p < .001, r]f, .35). The Find-
Who dataset outperformed the MV VA dataset in terms of the
AUCJ (F(1,68) = 4098, p < .001, nf, .37) score as
shown in Figure 3b. However, the interaction between architec-
ture and dataset size was not significant in terms of the AUCJ
(F(1,68) = 1.32, p = .26, r]f, = .02) score. Similar trends were
observed in terms of the NSS score, where the integration ar-
chitecture also resulted in a better performance compared to the
fusion architecture (F(1,68) = 24.35, p < .001, 7712, =.26). The
FindWho dataset significantly outperformed the MV VA dataset
in terms of the NSS (F(1,68) = 82.88, p < .001, nf, = .54)
score as shown in Figure 3d, due to the smaller size of the
former’s test set. A significant interaction effect between ar-
chitecture and dataset size was observed in terms of the NSS
(F(1,68) = 6.79, p < .05, ni = .088) score. More specifically,
the FindWho dataset within the integration architecture outper-
formed the fusion architecture (p < .001), with no significant
difference observed for the MV VA dataset (p = .12).

Unlike / vs I variance across videos, a higher variance in
I vs infinity is interpreted as a positive outcome, since it indi-
cates that the model predicts scanpaths that are personalized to
the individual observer. Significant effects were observed for
the architecture and dataset size in terms of the AUCJ and NSS
metric scores. In terms of the AUCJ score, the integration archi-
tecture outperformed the fusion architecture (F(1,68) = 27.10,
p < .001, 17?, = .28). The FindWho dataset performed better
than the MV VA dataset in terms of the AUCJ (F(1,68) = 9.94,
p < .01, r]f, = .12) score as shown in Figure 4b. A signif-
icant interaction effect was also observed, particularly within
the integration architecture, where the FindWho dataset signifi-
cantly outperformed MV VA dataset in terms of the AUCJ score
(p < .001). Similar significant main effects were observed
for both architecture (F(1,68) = 15.36, p < .001, 77%, = .18)
and dataset size (F(1,68) = 16.59, p < .001, 77?, = .19) in
terms of the NSS score. The FindWho dataset within the inte-
gration architecture also performed significantly worse than the
MV VA dataset in terms of the NSS (F(1,68) = 12.36, p < .01,
r]i = .15) score as shown in Figure 4d. However, no significant
differences observed within the fusion architecture.

5.1.3. Comparison between 1 vs I and 1 vs infinity Evaluations

A group of paired-samples t-tests showed that for both archi-
tectures, performance in the / vs I evaluation was significantly
better than in / vs infinity, in terms of AUCJ and NSS metric
scores, ps < .001. Details of the analyses on the FindWho and
MVVA datasets can be found in Table 2 and Table 3 respec-
tively. The results are shown in Figure 5 and Figure 6.

5.2. Unified vs Individual Models
To examine the impact of the model, model architecture,
dataset size, and their interaction effects on the models’ per-
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Table 2: Individual models trained and evaluated on the FindWho [55] dataset
with 7 vs I and I vs infinity comparisons in terms of AUCJ and NSS scores.
The t-test degrees of freedom are shown within parentheses.

Integration Fusion
AUCJT NSST | AUCJT NSST
lvsl 0.962 1488 | 0963 1.467
1 vs infinity 0.895 0.719 | 0.885 0.682
t-value (df = 38) | 23.23 27.89 | 2745 36.90

Table 3: Individual models trained and evaluated on the MV VA [56] dataset
with 7 vs I and I vs infinity comparisons in terms of AUCJ and NSS scores.
The t-test degrees of freedom are shown within parentheses.

Integration Fusion
AUCJT NSST | AUCIJT NSST
lvsl 0956  1.383 | 0952 1.353
1 vs infinity 0.876  0.567 | 0.869  0.556
t-value (df =32) | 25.54 3257 | 2741 3642

formances, a 2 (unified model vs individual model) X 2 (inte-
gration vs fusion) X 2 (FindWho vs MVVA) mixed analysis of
variance (ANOVA) was conducted. Specifically, the model and
model architecture were within-subject factors, and the dataset
size was a between-subject factor.

For both the AUCJ and NSS metric scores, significant main
effects were observed. The unified model demonstrated bet-
ter performance over the individual models (AUCIJ: unified
964 + .001 vs individual .958 + .002, p < .001; NSS: unified
1.480 + .022 vs individual 1.424 + .016, p < .01). The inte-
gration architecture outperformed the fusion architecture sig-
nificantly (AUCIJ: integration .964 + .001 vs fusion .959 + .001,
p < .001 as shown in Figure 7a and Figure 7b; NSS: integra-
tion 1.548 + .020 vs fusion 1.356 + .016, p < .001 as shown
in Figure 7c and Figure 7d). Additionally, the smaller FindWho
dataset achieved better results compared to the larger MV VA
dataset (AUCJ: FindWho .968 + .002 vs MV VA .955 + .002,
p < .001; NSS: FindWho 1.561 +.023 vs MV VA 1.344 + .024,
p <.001).

For two-factor interactions, we observed a significant inter-
action in the unified model which performed better with the
integration architecture compared to the fusion (AUCIJ: uni-
fied with integration .968 + .001 vs fusion .961 + .001, p <
.001; NSS: unified with integration 1.660 + .023 vs fusion
1.302 + .020, p < .001) architecture. The unified model sig-
nificantly outperformed individual models when trained with
the FindWho dataset (AUCIJ: unified .973 + .002 vs individual
963 +.002, p < .001; NSS: unified 1.645 + .030 vs individual
1.478 + .023, p < .001). However, this difference diminished
with the MV VA dataset. The integration architecture consis-
tently yielded better results across both datasets, with partic-
ularly better performance on the FindWho dataset (AUCIJ: in-
tegration .969 + .002 vs fusion .966 + .002, p < .01; NSS:
integration 1.763 + .028 vs fusion 1.360 + .023, p < .001).

For three-factor interactions, we observed a significant in-
teraction across the dataset, model architecture, and model
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(p < .05). The unified model performed better on the Find-
Who dataset regardless of the architecture used in terms of the
AUC] (integration .98 + .002 vs fusion .97 + .002) score. The
unified model performed significantly better with the integra-
tion architecture on the FindWho dataset in terms of the NSS
(2.035 £+ .038 vs individual 1.488 = .025, p < .001) score, but
individual models performed better with the fusion architecture
on the MV VA dataset.

5.3. Multi-Step-Ahead Fixation Prediction

We measured the performance degradation of the two uni-
fied model architecture variants (DAM + LARGMU: integra-
tion vs DAM + ARGMU: fusion) in terms of NSS and AUC]J,
over the step-ahead increments ' + n , where n € {1, ... ,4}.
The evaluation was carried out on the MVVA and FindWho
datasets. For each dataset and model architecture, we selected
the top-performing model in one out of five training trials. On
the MVVA dataset, the fusion model architecture showed a
degradation of 22.42% in NSS and 13.17% in AUCJ by ¢’ + 4.
The integration model architecture exhibited smaller declines
of 13.02% in NSS and 8.24% in AUCIJ. More significant drops
in performance were observed on the FindWho dataset. The
fusion model architecture had a 47.53% decrease in NSS and a
28.55% decrease in AUC]J. The integration model architecture
exhibited the highest declines with 52.42% in NSS and 21.85%
in AUCJ by ' + 4. The results indicate a trend of performance
reduction over extended prediction horizons across all model
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variants. Models trained and evaluated on the FindWho dataset,
particularly, showed more significant degradation. Figure 8 il-
lustrates that models trained on the small FindWho dataset are
less robust in predicting multiple steps ahead than when trained
on the larger MV VA dataset, as indicated by the steeper nega-
tive trends in AUCJ and NSS. In Table 4, we also observe that
the late integration architecture tends to outperform its early fu-
sion counterpart over longer horizons.

6. Discussion

In Section 5.1, we analyzed the individual models with two
architectures (late integration vs early fusion) on the FindWho
and MV VA datasets. We observed that when training and evalu-
ating on the FindWho dataset, the fusion architecture performed
on par with the integration architecture in terms of the NSS
and AUCJ. Additionally, the fusion architecture exhibited lower
variance across videos per participant when measuring scan-
path correspondence between each individual model’s predic-
tion and its own (/ vs 1) as well as other observers’ (I vs infin-
ity) ground-truth data. This suggests that the fusion architecture
is more stable than the integration variant. Another important
finding was that all model architectures performed significantly
better on / vs I than on / vs infinity. This indicates that each
model learned the scanpath of one individual, and did not sim-
ply represent the group’s attention. On the contrary, saliency
prediction models would score significantly better on / vs infin-
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Table 4: Multi-step-ahead predictions using unified models fine-tuned on the small FindWho [55] and large MV VA [56] datasets. All models are based on variants
of GASP [17] with the additional fixation history modules. The context size 7’ for each model is shown in parentheses.

. t t'+1 t'+2 t'+3 t' +4
Model Architecture Dataset | \;c;r NSST | AUCIT NSST | AUCIT NSST | AUCIT NSST | AUCIT  NSST
DAM + ARGMU (T’ =8) | FindWho | 0969 1252 | 0941 1.190 | 0.853 1.074 | 0.703 0893 | 0.693 0.657
DAM + LARGMU (T’ = 10) | FindWho | 0.976 2.035 | 0967 1.788 | 0.866 1.603 | 0.787 1327 | 0.763  0.969
DAM + ARGMU (T =8) | MVVA | 0952 1352 | 0931 1305 | 0.893 1206 | 0.843 1.176 | 0.827 1.049
DAM + LARGMU (T’ = 10) | MVVA | 0960 1283 | 0951 1271 | 0926 1214 | 0.894 1202 | 0.881 1.116

ity (in this case, infinity vs infinity) than on [ vs I (in this case,
infinity vs 1) evaluations [53].

Moreover, the integration architecture’s stability was con-
tingent on the dataset. When a model architecture performs
well on the FindWho dataset—which has fewer videos than the
MVVA dataset but a similar distribution—it suggests that the
model effectively infers patterns of attention that are shared or
common across the majority of observers. This is related to
understanding universal attention, where most observers con-
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verge in their attention patterns due to the limited video vari-
ability. On the other hand, with the MV VA dataset having a
larger set of videos, there’s a higher likelihood for individual
variations in attention patterns to emerge. Thus, a model’s suc-
cess on MVVA can indicate its ability to discern and adapt to
these individualized attention behaviors. This aligns with the
notion of personalized attention, where the attention patterns
might be more specific to individual inclinations, experiences,
or abilities. Training and evaluating on the MV VA dataset re-



sulted in significantly lower variance across videos compared
to FindWho, in terms of NSS and AUCJ on both / vs I and
1 vs infinity evaluations. As the number of observation videos
increases, scanpath patterns begin to align among individual
viewers. This suggests that although the models are exposed
to more samples of personalized attentional behavior, on longer
exposure to stimuli, universal attention exerts greater influence
on viewing patterns. Consequently, integration models trained
on the MVVA dataset underperform counterparts trained on
the FindWho dataset, however, the variance across videos is
also significantly lower. The lower variance in the case of the
MVVA dataset is both due to “regression toward the mean”
and bottom-up saliency affecting participants in relatively equal
proportions, given its larger number of videos.

Training a separate model for each individual is costly in
terms of computational resources, making it an impractical ap-
proach for training models on larger datasets with many ob-
servers. To overcome such a limitation, we devised a unified
training approach, whereby the model is exposed to scanpaths
of all individuals during training. Each scanpath is trained in the
exact manner as the individual model, with the main difference
being the sampling strategy. The individual models are only
fed samples from a single observer during training. However,
the unified model samples a random observer’s scanpath, and is
trained with the corresponding stimuli and fixation histories.

In Section 5.2, we compared unified and individual mod-
els. The unified model performed significantly better than the
individual models. This improvement can be attributed to the
fact that the unified model is trained on data from all observers,
subjecting it to greater variability in the samples. As a result,
the unified model is exposed to a larger spectrum of traits relat-
ing to universal attention. More importantly, the unified model,
regardless of the architecture, can predict different scanpaths
given the same stimuli, conditioned only on the fixation his-
tory. This is evident from the scores being comparable to the
individual models, which represent the baseline for acceptable
performance. According to these results, we infer that the fixa-
tion history is a sufficient prior since:

1. Scores of the unified model are on par or better than those
of the individual models.

2. The fixation history is the only prior available to the model
for it to differentiate scanpath trajectories. Without it, the
model would generate arbitrary scanpaths, consequently
performing significantly worse than the individual models.

Predicting one step ahead for each scanpath is useful
only when the model has access to the ground-truth fixa-
tion history of an individual. In practice, however, this re-
quirement renders a model unusable for most applications.
Kiimmerer and Bethge [12] present an evaluation framework
that addresses this limitation. By feeding the output of a model
recursively into its fixation history module, we can evaluate the
model for multiple steps ahead without relying on the ground-
truth fixations (as input) beyond the initial steps. This form of
evaluation informs us on the performance of a model during
inference, and how likely the output predictions are to diverge
from the ground-truth over multiple steps.
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In Section 5.3, we followed a similar approach in evaluating
our unified models. Results indicated that although the unified
integration model was not the most performant under one-step-
ahead evaluation, it exhibited higher robustness compared to
the fusion architecture as the number of steps ahead increased.
This result implies that the late integration of cue representa-
tions, namely, applying recurrence before gating, is more bene-
ficial for learning sequences, and vice versa. Moreover, training
on the MV VA dataset stabilized the predictions of a model over
longer horizons, as shown by the least reduction in scores over
longer horizons. We hypothesize that MV VA-trained models
are exposed to more samples and, therefore are less affected
by the accumulation of errors as the number of steps ahead in-
crease due to higher variability in the samples.

Our findings, however, do not imply that our unified mod-
els could identify individuals from their scanpath trajectories.
Individuals’ scanpaths can be separated into clusters [39], in-
dicating that although they are distinct from the group, they
do not differ significantly with respect to all other individuals
independently. Since the fixation history—covering no longer
than a few seconds of low-dimensional data—allows the unified
model to perform on par with the individual models, we deduce
that the viewing patterns of individuals are not significantly dif-
ferent. Differences in past scanpaths do influence subsequent
fixations, but the unified model still ensures privacy because it
does not tie predictions to specific observers, unlike the indi-
vidual models where the observer is known a priori.

7. Conclusion

Studies on goal-directed human attention indicate insignifi-
cant differences in scanpaths among individuals [62, 63]. Con-
trary to such findings, free-viewing entails complex top-down
influences, resulting in significant variance across viewing pat-
terns among different observers [53, 64, 39]. We introduced a
framework for predicting and evaluating individual scanpaths
in social videos. We focused mainly on social videos due to
their complexity, offering varied audiovisual cues and interac-
tions for our scanpath prediction framework to analyze. Our
main finding was that the introduction of fixation history into
the model was a sufficient prior for allowing a single unified
model to predict scanpaths. However, this does not imply that
the unified models can identify individual observers through
their scanpath trajectories.

In future work, we will extend our dynamic scanpath pre-
diction model to handle the non-deterministic nature of gaze.
We intend to integrate techniques from static scanpath pre-
diction models, particularly Generative Adversarial Imitation
Learning [62] and Reinforcement Learning [64], adapting these
methods for dynamic video inputs. We will also study the effect
of introducing further social cue representations into the model,
such as full body gestures, biological motion, intonation, and
prosodic features.
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