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Emergence of a Poisson process in weakly interacting particle
systems
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Abstract

We consider the Gibbs measure of a general interacting particle system for a certain
class of “weakly interacting” kernels. In particular, we show that the local point process
converges to a Poisson point process as long as the inverse temperature 3 satisfies N ! <«
8 <K< N *%, where N is the number of particles. This expands the temperature regime for
which convergence to a Poisson point process has been proved.

1 Introduction and motivation

In this paper, we will be interested in a system of particles that interact via a pairwise
interaction, and are confined by an external potential. We will consider a system of N
particles that lie in d—dimensional Euclidean space. This is modeled by the Hamiltonian

N
Hy(XN) :Zg(:ri—a:j)+NZV(mi), (1.1)
i#] i=1

where g : R? — R is the pair-wise interaction, X := (z1,...zy) € (RY)N, and V : R? — R is
the confining potential. We will call this an interacting particle system. We will be interested
in the behaviour of such a system for large but finite V.

We are particularly interested in limiting behavior of the law of the local point process,
which is defined as

N
E = ZéNl/d(xi—I*) (12)
i=1

for an artibrary centering point z*. The scaling of N/¢ will reflect that the particles {x;}¥,
typically occupy a volume of order 1, so the local point process (in the weak topology) captures
microscopic behavior of the system near x* as N — oo.

Our main goal will be to prove that the law of = is asymptotically Poissonian in certain
temperature scalings § = By and for a broad class of “weak interaction” kernels g. Before
moving to precise statements in Section 2, we discuss more broadly the study of interacting
particle systems with Hamiltonian of the form (1.1).

A very frequent form of the interaction g for d > 2 is given by the Coulomb kernel:

1 if d>3,
gla) = { he= (1.3)
—log(|z]) ifd=2.

Note that g satisfies that
—Ag = ¢q0p, (1.4)



where d, denotes a Dirac delta at x, for all d > 2 and for some constant ¢; depending only
on d.
In d =1, a very frequent form of g is given by

g(x) = —log(|z|) if d = 1. (1.5)

This is the same formula as in d = 2, but in dimension 1 ¢ is not the fundamental solution of
Laplacian (i.e. it does not satisfy equation (1.4)); instead it is a solution kernel for a fractional
Laplacian.

In dimension d > 1, a generalization of the Coulomb kernel is given by the Riesz kernel:

o(z) = W} (1.6)

with 0 < s < min{%,1}. In this case g satisfies that
(—A)sg = Cd,s(sO- (17)

For some constant cq , depending only on d, s. We will refer to this setting as the Riesz case.
The study of minimizers of (1.1) when g is either a Coulomb or Riesz interaction is an
active field of research, with possible applications in approximation theory [5,11,12, 15,16,
21,22,29,36]. However, in this paper we will take a different approach, and focus on the
positive-temperature regime. In other words, we will look at the Gibbs measure associated to
Hamiltonian (1.1), instead of focusing only on minimizers. This Gibbs measure is given by:

1
dPys(Xn) = Zp— exp (=FHn (X)) dXn, (1.8)
NS
where
Zs= [ e (-0Hn(Xn) Xy (19)
RAIXN

is the partition function, and § > 0 is the inverse temperature which may depend on N.

The Gibbs measure (1.8) is linked to Random Matrix Theory if g is either a Coulomb, or
a 1d log interaction. In d = 1 and if 5 = 1,2 or 4 and if V' is quadratic, (1.8) gives the density
of eigenvalues of matrices in the Gaussian Orthogonal, Unitary or Symplectic ensembles,
respectively. These ensembles are well-studied because they are determinantal (8 = 2) or
Pfaffian (5 = 1,4), which allows one to explicitly write down the correlation kernels. In the
specific case d = 2,8 = 2,V (z) = |z|?, equation (1.8) corresponds to the Ginibre ensemble,
which also has a determinantal structure. Higher dimensional Coulomb gases, and Riesz gases
are also an active field of research [2,7,8,26,27,33,34,40,48, 50].

At a macroscopic level, an interacting particle system is well-described by its empirical
measure, defined as

1N
empy = Z(Srr (1.10)
i=1

The behaviour of the empirical measure is very different depending on the scaling of the
temperature. If the temperature is not too large ( % < 3), the empirical measure converges



to the equilibrium measure, denoted wpy, and defined as the minimizer of the mean-field
functional:
py = argmin, & (u) + Vduy, (1.11)
Rd
where

£G0+= [[ | alo—u)disd, (1.12)

This convergence happens almost surely with respect to the Gibbs measure [17]. This measure
has compact support as long as V' grows fast enough at infinity (see section 3).

On the other hand, for large temperatures (5 ~ %), the empirical measure does not
converge to the equilibrium measure. Instead, the effect of temperature and entropy is large
enough that particles are not confined to a compact set. In this case, the empirical measure

converges to the thermal equilibrium measure, denoted ug and defined as

1
pg := argmin & (p) + ) Vdu+ gent[,u], (1.13)
R

where 6 := N and ent[] is the Boltzmann-Gibbs entropy:

ent[y] = {fRd 10g(%) dpif p is absolutely continuous w.r.t. Lebesgue measure dx

oo 0.W.

(1.14)
Unlike the empirical measure, the thermal equilibrium measure is everywhere positive (see
section 3). In the case g = 0 and V(x) = |z|?, which corresponds to independent Gaussian
particles, the thermal equilibrium measure is a Gaussian, with variance determined by 6.
Thus, the thermal equilibrium measure can be seen as an interpolation between a Gaussian
probability density, and the equilibrium measure.

The empirical measure (1.10) and local point process (1.2) exhibit very different behavior
in the large N limit. Due to equally weighting the N particles, the empirical measure typically
exhibits a law of large numbers effect and converges (weakly) to a deterministic limit. The
local point process is sensitive to (and, in the weak topology, effectively determined by) each
particle in a large microscopic neighborhood of the centering point. It exhibits random,
temperature dependent behavior even in the N — oo limit, except at very low temperature.

At these low temperatures, the local point process is expected to be well approximated by
minimizers of energies associated to the Gibbs measure Hamiltonian, an extremely delicate
family of variational problems. For example, in certain dimensions, the local point process is
conjectured to converge to a periodic lattice minimizing a next-order (renormalized) energy
[35,45] in some generality. In dimensions 8 and 24, this conjecture has also been proved, in
this case due to a link to the Cohn-Kumar conjecture [35]. Given the difficulty in working
with the local point process, it is often convenient to work instead with the empirical and
tagged empirical fields, which are less refined but more manageable observables describing
the microscopic behaviour of the particle system [34,40,46].

On the other extreme, in the large temperature regime (8 ~ %), the law of the local
point process completely thermalizes and is given by a Poisson process in the large N limit.
This was proved in the context of general integrable interactions in [24], generalizing the work
of [4,28] for f—ensembles, which correspond to interacting particle systems with a Coulomb
interaction. The temperature regime for Poissonian behavior is expected to be typically much
wider, an expectation we confirm for our class of interactions.



The microscopic behaviour of a particle system isn’t necessarily asgfmptotically determin-
istic or Poissonian. For example, in the Coulomb case, if § ~ N'7@ then the microscopic
behaviour is stochastic, but governed by a probability measure that favours low-renormalized-
energy configurations [25,26,40]. There are also interesting rigidity and tolerance properties
that emerge in the N — oo limit [13, 14, 20, 49].

This paper will be about an interacting particle system at high temperature, with a general
pair-wise interaction. The study of interacting particle systems with a general interaction
is a classical subject in statistical mechanics [19, 42, 43], and also an active field of study
[10,17,18,24]. Particle systems at high temperature have also recently drawn attention, and
this subject occasionally overlaps with the analysis of general interactions [1,10,17,23,30,31].

The analysis of interacting particle systems with a general pair-wise interaction is also
linked to Al and machine learning, more specifically to neural networks. Neural networks can
be used to accurately represent high-dimensional functions: given a high-dimensional function
f, it may be represented as

1 n

fla) = 7};@3@;2%(&&), (1.15)
where ¢;(x, ;) are given functions, depending on the parameter ;. One of the most frequent
algorithms used to determine the parameters 6; is stochastic gradient descent (SGD). Despite
its ubiquity, very few rigorous results for convergence existed for SGD until recently. The
approach in [37-39,51] is to model the evolution of the parameters ; under the SGD as a
particle system with an evolution given by an SPDE. By modelling parameters as a particle
system, the energy landscape for the empirical measure becomes convex, and the authors
are able to show a convergence rate of O(n™!) to the mean-field limit. In this model, the
interaction between the particles depends on the error between the measurements and the
approximating function, and on the functions ;. In general, however, it is not a Coulomb
or Riesz interaction. If the ¢; are radial basis function networks, the interaction between the
particles may be given by a Gaussian kernel, which is weakly interacting (see Definition 2.1).
Given that the function f is high dimensional, this approach is linked to particle systems for
large d as well.

The main result in this paper is that, for a specific class of interaction kernels, which we
call Weaklly interacting, the local point process converges to a Poisson process for N=! «
B < N~2, a wider temperature than the one considered in [24] (which, to our knowledge is
currently the most general result in that direction), namely 3 ~ N~!. Hence, we prove that
the hypothesis on the temperature scaling may be weakened for this specific class of interaction
kernels. Our “weakly interacting” kernels are essentially kernels with an integrable positive
Fourier transform, see Definition 2.1.

2 Main results

We will now state precisely the main results of the paper. We begin by defining exactly the
class of confining potentials and interaction kernels that we deal with.

Definition 2.1. An interaction kernel g is called weakly interacting if g satisfies:

(z) = g(—=).
>0 a.e.

1.
2.
3. ge L.

Q) Q)



Note that, as a consequence of item 3, g is bounded below (and above). Without loss of
generality, we assume that this lower bound is 0. Also as a consequence of item 3, g is
continuous. Hence, we may assume without loss of generality the following:

4. g>0 a.e.
5. g is continuous.

A confining potential V' is called admissible if V' satisfies:

1. V is ls.c.
3. f‘x|>1 e~V (@) dy < 400 for large enough o > ay.

Definition 2.2. A key quantity throughout the paper will be the potential field h* := g x
associated to a finite measure p. We often take p = empy;.

We will now state our results for weakly interacting kernels and admissible confining po-
tentials. As mentioned in the introduction, the main goal of the paper is to prove that the
local point process converges to a Poisson point process. Along the way, we prove concentra-
tion bounds for the potential field of emp,; at given points, and asymptotes for the Laplace
transform of fluctuations. These are interesting results in their own right, and so we state
them in this section.

We recall the definition of the equilibrium measure py in (1.11) and thermal equilibrium
measure fp in (1.13). Throughout the paper, we assume 6 > ag from Definition 2.1.

Proposition 2.3 (Concentration bounds for the potential field). Assume that g is weakly
interacting, and V is admissible. For any k € N, € > 0, and points y1,v2, ...yx € R, we have

Py g ( > e> < exp (-N% [[;2 — ;;;(O)]) , (2.1)

for some A > 0 depending only on g.

k

Z K CMPN — £ (yl)

i=1

The proof is found in Section 4.

Proposition 2.4 (Asymptotics of the Laplace transform of field fluctuations). Assume that
g is weakly interacting, and V is admissible. Let k € N and y1,ys, ...yr € R%. Then

k k
En s [exp (—Nﬁ (Z heMPN (yﬁ))] = My exp (—Nﬁ (Z hte (yz)>> + Ay, (2.2)

i=1 =1

where

k 2
|logMN| S ClN%,B (CQ + ZV(yﬁ)

i=1

k
|ANn| < exp (—NB (9(0) + ZW%))) :

i=1

for some constants C1,Cy depending only on V., g,d.



The proof is found in Section 5.
We now state the main result of this paper: that the local point process converges to a
Poisson point process.

Theorem 1 (Convergence to Poisson point process). Assume that g is weakly interacting,
and V is admissible. Assume also that ent[uy] < co. Let z* € R and define the local point
process = by

N
:::Z5Né(

i=1

(2.4)

zi—x*)

Then, for a.e. x*, if N7 < B < N_%, = converges to a Poisson point process of intensity
py (x*) as N — oo.

The proof is found in Section 6.
Our proof also gives precise a asymptotic for the first marginal of the Gibbs measure,
defined as .
p(x) = / —v—exp (—=BHN(z, XNn-1)) dXN_1. (2.5)
Rd-1 ZN7B
The problem of finding an asymptotic for the first marginal was also addressed in [41], moti-
vated by a link to the fractional quantum Hall effect.

Corollary 2.5 (First marginal and confinement). More specifically, our proof shows the
estimate
p(z) = Mypo(z) + AL, (2.6)

" " . :
for some My, A% satisfying

N

|log M| < CYNZ 8 (Cy + V()

(2.7)
|A%| < exp (=NBC" (9(0) + V(2))),

for some constants C",CY,CY depending only on V, g,d.
If V' is bounded below by some polynomial, and if 5 = N—° for some s € (%, 1), then
equation (2.7) implies a confinement bound, or a bound on the probability that there is one

particle outside of a compact set K: Let K C R% be a compact set such that V (z)+h*V (z)—coo
(see Lemma 3.1) is bounded below by a positive constant outside of K. Then:

Frs (empN (R K) = Jif) S A (2.8)

< exp (—cNY),
where ¢,y > 0 depend on V, g, and K.

In the Coulomb case, results from [3] imply that any compact set K that contains a
neighborhood of the support of uy satisfies that V(x) + h*V () — ¢ is bounded below by a
positive constant outside of K.

Remark 2.6. Physical considerations lead one to expect that the optimal regime for conver-
gence of the local point process to a Poisson process is 3 — 0 as N — oo at any speed. Proving
this in a mathematically rigorous way is an interesting direction for future work.



Remark 2.7. Our analysis does not cover Coulomb, Riesz, or ld—log gases, since their
Fourier transform is not integrable. Proving that the local point process of a Coulomb, Riesz,
or ld—log gas converges to a Poisson process in a wider temperature regime than 5 ~ % 18

work in progress.

3 Preliminaries

Before giving the proof of the main results, we establish some foundational results in inter-
acting particle systems. Some of these results may exist in the literature, but since we were
unable to find a source corresponding to our specific case we present arguments for them here.
To our knowledge, Lemma 3.6 and Remark 3.7 are new.

During the rest of the paper, we will commit the abuse of notation of not distinguishing
between a measure and its density.

Lemma 3.1 (Equilibrium measure). Assume that g is weakly interacting, and V' is admissible.
Then the functional

& (=€) + [V (3.1)

has a unique minimizer in the space of probability measures which we call the equilibrium
measure and denote py. The equilibrium measure has compact support, denoted 3, and
satisfies the Euler-Lagrange equation

h“V—|—K—coo >0 in RY
‘2/ (3.2)
v 4 5 Coo =0 py — a.e. in {x € Rd’MV(w) > 0},

where

1
coo = E(uv) + / v dp. (3.3)
2 Rd

Proof. The analogous argument can be found for the two dimensional log-gas in [44, Chapter
1], for general interactions on compact sets in [6, Chapter 4] and for a general Riesz gas
in [47, Chapter 2].

Step 1: Existence and Uniqueness.

First, one notes that &y is strictly convex on the space of probability measures P(R?);
this follows from the linearity of the map

W e Vdu (3.4)

and the positivity of the quadratic map
pe E(), (3.5)

where positivity is a result of the positivity of the Fourier transform of g:

// g(x —y) dugdp, = / (g p)dp = ((9A)", ) = (ga, i) > 0 (3.6)
RIxR4 R4



for u # 0 of finite measure. (To be completely rigorous above, one should approximate g by
smooth g, in the L* norm and send n — 00.)

Next, we claim that &y is lower semicontinuous with compact level sets, i.e. any sequence
{pn} € P(R?) with bounded {Ey(u,)} has a weakly convergent subsequence fi,, — u €
P(R%) and

liminf &y (pn, ) > Ev (). (3.7)
k—o0

To prove this claim, note that (3.7) would follow immediately from the weak convergence
My, — 1 € P(R?) since V and g are both lower semicontinuous and bounded from below.
One demonstrates the weak convergence by showing that the sequence {u,, } is tight and using
Prokhorov’s theorem. Tightness follows from the growth of V' at infinity coupled with the
boundedness of &,. In fact, a close inspection of [47, Lemma 2.10] shows we can directly
apply [47, Lemma 2.10] as soon as
Viz) V()

lim gz —y)+ +—— =+00 (3.8)
|z, ly[—+00 2 2

and g(z — y) + V(z) + V(y) is bounded below on R? x R% both are true for us because of
the coercivity of V' and the boundedness of g.

Therefore, (3.7) is true and existence of the minimizer uy follows immediately from the
direct method in the calculus of variations; uniqueness is guaranteed by strict convexity of
Ev.

Step 2: Compact support.

The contradiction argument in [47, Lemma 2.14] goes through exactly to show compact
support once one has
Viz) V()

lim T —y)+ + = = 4o, 3.9
Iml,\y|—>+oog( Y) 5 5 (3.9)

which we do in our case.

Step 3: Euler-Lagrange equation.

The Euler-Lagrange equation is obtained by taking convex perturbations. We follow the
argument in [47, Lemma 2.14], with a few simplifications in our case.

Fix v € P(R?) such that & (v) < +oc. If we consider (1 — t)uy + tv for ¢ > 0, then

0 < Ev((1 —t)uy +tv) — Evpy)

= (1—t)%E(uy) +2EW) + 2t(1 — t) //Rded g(x —y) dpy (z) dv(y) (3.10)
+ (1 —t) /];{dVd,LLv—I-t/RdVdI/—gv(uv).

Expanding and rearranging, we find
2t5(,uv)t/ Vduv+2t// g(x —y)dpy (z) dv(y) +t Vdv+0(t?) >0 (3.11)
R4 RIxR4 R4

or

2t/ (h”v + V) dv + O(t?) > 2tc (3.12)
R 2



with oo := E(py) + fRd % duy = fRd (h“" + %) dpy. Dividing by 2¢ and taking the limit

as t | 0 yields
/ (h”‘/ + V) dv > ceo. (3.13)
Rd 2

Since Diracs have finite Ey-energy in our case, we can simplify the rest of [47, Lemma 2.14]
and conclude that

Vv
v 4 () > Coo (3.14)
everywhere. Finally, choosing v = py yields
v
Coo < RV 4+ — ) dpy = ¢ (3.15)
Rd 2
and since h*V + @ > Co everywhere we must have
Vv
v 4 ;x) = Coo (3.16)
almost everywhere on X, as required. ]

Lemma 3.2 (Thermal equilibrium measure). Assume that g is weakly interacting, V is ad-
missible, and let 8 > 0. Then the functional

1
Eo(p) :==E(p) + / ) Vdu+ gent[u] (3.17)
R
has a unique minimizer in the space of probability measures which we call thermal equilibrium
measure and denote pg. The thermal equilibrium measure is everywhere positive, and satisfies

the Euler-Lagrange equation

1o = Ly exp (6 (20 + V), (3.18)

where

Ly= /R oxp (~0/(20(x) + V() da. (3.19)

Proof. The existence of the thermal equilibrium measure follows for instance from [3, Lemma
2.1], which only uses that g is bounded from below and that V' — 400 and satisfies the
exponential integrability assumption

/ e 2V @ dz < +o0. (3.20)
|z[>1

(3.18) then follows immediately from the form of the thermal equilibrium measure given in [24,
Proposition A.2], since our kernel g satisfies all of the hypotheses of that proposition. ]

Once we have existence of the thermal equilibrium measure, N2&y gives the leading order
asymptotics of the Hamiltonian. To analyze next-order behavior, it is then useful to split
off this deterministic term and consider the remainder. This can be accomplished by the
following splitting formula and its corollary; the version stated below is exactly [2, Lemma
2.1], which only relies on the form of the Hamiltonian Hy.



Lemma 3.3 (Thermal splitting formula). Let @ > 0, and define

1
Go = 5 log(ug). (3.21)
Then for any point configuration Xy € RN the Hamiltonian Hy can be rewritten (split)
as N
Hy(Xn) = N? (5@(/19) + Fn (XN, o) + NZCQ(JQ)) , (3.22)
i=1

where, given a measure (i,

N
PN (XN, 1) o= g D 0l —5) + E(1) — o > Wi (). (3.23)
i#] i=1

A computation then immediately yields the following equivalent definition of the Gibbs
measure.

Corollary 3.4. The Gibbs measure may be rewritten as

N
x5 (000) = geg— o (~N*3 F (X o)) Lt a0 (3.24)
N, i=1

where .
K 5= s .
N exp (N2BEy (1))

We call KI%,B the next-order partition function. A wseful fact is that its logarithm is
always non-negative.

(3.25)

Lemma 3.5. Assume that g is weakly interacting, and V is admissible. Then the next-order
partition function is greater than 1, i.e.

log K% 5 > 0. (3.26)
Proof. The proof is as in [32, Proposition 5.10], which considered the analogous question for

the Coulomb gas. The result follows immediately from the definition of the Gibbs measure
as the probability measure that minimizes the free energy functional

Qe Ha(Xn)dQ (Xn) + ;ent[(@] (3.27)

RAIXN

over allQ e P (RdXN ) Inserting Q = Py g yields

_logZnpg d 1
3 ue’[)%?{de) /Rde ’HN(XN) N(XN)'i‘IBent[/f«]- (3.28)

Inserting instead u(?N and computing yields

log Z N
—% < N*E(pg) — 7 E (o) < N*Egp10) (3.29)

10



by positivity of g. The splitting formula (3.22) then yields

logZng _lOgK]e\fﬁ + BN?E(p)

3 3 < N?&p(pg) = log K% 5> 0. (3.30)

O]

From this point forward, we present results on the thermal equilibrium measure that are
not essentially taken from existing literature.

Lemma 3.6 (Convergence). Assume that g is weakly interacting, and V is admissible. Sup-
pose also that ent[uy] < oo. Then, as 6 — oo, ug converges to py in the L' topology, and
hte converges to h*V in the L™ topology. Furthermore, for a.e. z € R® and any sequence
0(0) such that limg_, & = 0,

lim lpo(s) — py(x)| ds = 0. (3.31)
60— 00 B(z,5)

Proof. In the case where g is the Coulomb interaction, very precise convergence is estab-
lished by connections with the classical obstacle problem (cf. [3, Theorem 1]). However, that
machinery is not available to us in the general interaction case.

Step 1: We will first prove that g — py in the topology of weak convergence of proba-
bility measures. We will use the language of I'-convergence (see [9]).

Step 1.1: I' — lim inf inequality.

The lack of positivity of the entropy presents a difficulty, which we circumvent by a trick
as in [3]; namely, we can rewrite the function & as

Eo(p) =E(n) + (1 - O;O> /Rd Vdp+ (/ O?Vd,u%—ent[u]) , (3.32)

where ag is as in Definition 2.1. Consider a sequence 6,, — 400 and suppose that p, — u.
Then, since g and V are both lower semicontinuous and bounded from below, we have for
any € > 0 that

ap

lim inf (5%)+/Rd (1— en) Vd,un> > lim nf <5(““)+/Rd(1_€wd“”> (3.33)
>E(n) + /Rd(l —¢e)V du.

Now, if pu, is not absolutely continuous with respect to Lebesgue measure for all n > N for
some N, then ent[uy,] is infinite for all n > N and so

1
lim inf (/ %V dpn + ent[un]) = 400 > 0. (3.34)
Rd Un

n—00 0,

Otherwise, extracting the subsequence p,, that are absolutely continuous to Lebesgue mea-
sure yields

.. o 1 .. agV 1
hnrgloréf </Rd %Vdun + Qnent[uno > hgr_l}ggf/Rd ( oo + %logunk> dpin,

-1
> liminf — / e~V @)=l g —
Rd

k—oo Up,

11



where we have used the inequality

¢y | vlogy |
- > -
o9 e
with ¢ = a9V and v = iy, , which can be seen by minimizing the above as a function of ~.
In either case,
liminf &0, () > £G0 + | 1=V dn

Since € > 0 was arbitrary, we conclude by monotone convergence that lim inf, o &, (1) >

Ev (W)
Step 1.2: I' — lim sup inequality.
Under the hypothesis that ent[uy ]| < oo, it is trivially true that

Hm E(uv) = Ev(pv). (3.35)

Step 1.3: Uniform coercivity and conclusion of step 1.

Now we show that {p, } is a tight sequence of probability measures. This will follow from
the boundedness of the sequence {&p, (1, )} in the same way as Lemma 4.1 (following [47,
Lemma 2.10]). Without loss of generality, assume 6; = inf 6,,. First, the boundedness follows
from & — 0 and the minimality of pg, :

&9, (19,,) < Ep,, (po,) < o, (pg,) = C1 < +00 (3.36)
for all n. Now, for any Cy > 0, there is a compact set K x K outside of which

9(x =) + Ya Véx) S

> Cy (3.37)
with v, = (1 — 3—3) independently of n by our growth assumption on V' (we can choose this

independently of n since 6,, — +00). Then, moving some of the potential onto the entropy
as above, we have

« « 1
C1 > E(pp,) + (1 - 90> V dug, + /Rd (HOV + - log M9n> dp,

R4
Vix V 1 B )
>// (g(x v+ é) n (y)) duen(w)duen(y)_/ eV (@)=1 g
RIxR4 )

2 O
—C3 + Capp, @ po, (K x K)°)

>
> —C3 + Capg,, (K°),

where we have used that g(z—y) +’yn@+’yn@ is everywhere bounded below independently

of n since |y, — 1] is small, and —ein Jra e~V (#)~1 4z is bounded below as well since 6,, — co.
Since Cy can be made arbitrarily large, this gives us the tightness of the sequence {uy, }.
We can now conclude as in [9, Theorem 1.21], or as in [47, Theorem 2.2]. Since {ug, } is

a tight sequence, it has a weak limit . Furthermore, since py has a density, we have

Ev(pv) = limsup &, (pv) > limsup &, (1o, ) = Ev(p). (3.38)

n—-+00 n—-+00

12



The second inequality follows from the fact that pp, minimizes &, , and the third inequality
is a result of lower semicontinuity. Since the equilibrium measure is unique, we must have
i = py and we see that pg, converges weakly to py under the topology of weak convergence.
Step 2: Now, we prove that uy — py in the L' topology.
Note that, by definition of uy, we have that, for any 6 > 0,

ent[uy] < ent[uy] < oo. (3.39)
In particular,
limg_, soent|ig] < ent[uy]. (3.40)
On the other hand, by l.s.c.,
ent[py] < limg , o ent|ug], (3.41)
which implies that
limg_, coent[pg] = ent[uy]. (3.42)
Given € > 0, we define the probability measure ;{, as
—agV
o = v cexp(=aoV) (3.43)
fRd puy + eexp (—agV)
where aq is as in Definition 2.1. Then, by Pinsker’s inequality,
. € . Ho
limsup ||pg — p/ || 1 < limsup $ / log () 1
6—o00 f— 00 Rd Uy,
= lim sup \/ ent[11g] — / log (415,) o (3.44)
0—o0 Rd
= \/ ent[puy] — / log (ui/) pv-
RAd
Furthermore, by triangle inequality, there holds
limsup [|pg — pv |2 < \/ent[ﬂv} - / log (1) pv + lwv — w1 - (3.45)
6— 00 R4

Letting € tend to 0, we may conclude that g — py in the L' topology.
Note that ||g]|;« < oo by property 3 of Definition 2.1. Hence, Young’s convolution
inequality, implies that h*¢ — A"V in L°°.
Step 3: Finally, we prove that for a.e. 2 € R? and any sequence §(6) such that
limg_mo 0= 0,
lim lg(s) — py(x)] ds = 0. (3.46)
0— o0 B(z,5)
To prove this claim, note that, for any 8 > 0 and a.e. x, we have

f l6(s) — v ()] ds
B(z

)

< ]i(w) 1o (s) — pv (s)] ds + ]é(m) v (8) — py ()] ds (3.47)

< Mg — pv)(2) + ]{3 ) =) s

13



where M (-) denotes the Hardy-Littlewood maximal function.
Let € > 0. Then

1ime—>oo|{$€Rd1][ po(s) — pv ()] d5>€}|
B(z,0)

< Tty oo | {1 € R < [M(ptg — ) (2)| > e} (3.48)

{a: cRY: wa& |y (s) — py ()| ds > e}

By the Hardy-Littlewood maximal inequality, and step 2, there holds

+ m9~>oo

limg_ o ‘{x e R |M(pg — pv)(x)| > e}’ < hmg_mo? o — vl g2 = 0. (3.49)

On the other hand, Lebesgue’s Theorem implies that

limg o0 [{ 2 € RY: ][ |y (s) — py ()| ds > €ep| = 0. (3.50)
B(z,9)
Since € is arbitrary, we may conclude.
O
Remark 3.7 (Qualitative behaviour). The constant Ly defined in (3.19) satisfies that
) 1
lim ——log Ly = 2¢0, (3.51)
=00 0

where coo is given by (3.3). Furthermore, for all @ > 0 there exists a constant cy such that,
for any 0’ > 6 there holds

peor(z) < exp (—0" (A" (z) + V(z) — 2¢p)) . (3.52)
Also, limg_,o0 Cg = Coo.

Proof. Using Lemma 3.6, and equations (3.2) and (3.18) we have that

1
. . "
ehm —9 log Ly = wlenfd 2hHV (x) + V (2)

(3.53)
= 2Co-
The rest of the remark follows from equations (3.18), (3.51) by taking
1
cg = sup ———log Ly + ||h*V — "' ||, « . (3.54)
0'>0 20’
O
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4 Proof of Proposition 2.3

We now prove Proposition 2.3, restated here for convenience.

Proposition 4.1 (Concentration bounds for the potential field). Assume that g is weakly
interacting, and V is admissible. Let k € N, € > 0, and y1,v2, ...yx, € R%. Then

i Ae? 1
Py ( ZhempN*NG (yi)| > e) < exp (—N2B []{;2 — Ng(O)}) , (4.1)
i=1

for some A > 0 depending only on g.

Proof. Step 1: Starting point.
Using the splitting formula (Lemma 3.3), we have that

k
Py,s < D hEPNTHO ()| > 6)

=1

1 / 2 &N
= exp (—N"BFn(empy, po) ) du

K]\Lﬁ {XN‘Zf:I hE™MPN ~Ho (yz) >€} ( ) b

1

< Kns sup exp (_NQBFN (empy;, ,UO)) (4.2)
8 {XN:’Zf:I hEMmPN —Hg (yz) >€}

1 1

< sup exp (—V26 [Etempy — o) = 19(0)])

S

< Kl exp <—N2B [q)yl,‘..yk(e) - ;ﬂ](@}) )

N75

where

Dy (€) = inf E(p). (4.3)
{emmay| L, ()| >}

We will also use the obvious variants of ® with different values of k.
Step 2: Solving the variational problem.
We claim that for any yi,...yx € R,

Aé?
Dy .y (€) = 2 (4.4)
for some A > 0.
Substep 2.1: We start by proving that
A= dp(1) > 0. (4.5)

To prove this claim, note that for any u € M(RY),

wo) = [ W= [ aeaed (1.6)

Rd
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On the other hand,
&G0 = [ IAOF 3 (4.7)

By Cauchy-Schwartz, and since g is positive a.e., we find

([ meerne) < ([ imeraea) ([ aea). (4.9

and therefore for any € M(R?) such that A*(0) = 1, there holds

e ([ o), (19)

which finishes the substep.

Substep 2.2: We now prove the claim stated at the beginning of step 2.

Note that if ‘Zle h*(y;)| > € then |h*(y;)| > £ for some i € {1,...k} by a pigeonhole
argument. Clearly, ®,, = ®( by translation invariance and e — ®¢(€) is quadratic. It follows

€ Do(1)e2 . Aé?
Dy, (€) = Po (k) = Olig) > 5 (4.10)

By plugging equation (4.4) into the last line of equation (4.2). we may conclude Proposition
2.3. O
5 Proof of Proposition 2.4

In this section, we prove Proposition 2.4, restated here for convenience.

Proposition 5.1 (Asymptotics of the Laplace transform of field fluctuations). Assume that
g is weakly interacting, and V is admissible. Let k € N and y1,v2, ...y € R%. Then

k k
Eng [exp (—Nﬁ <Z hempN(yi)>>] = My exp (—Nﬁ (Z hte (yﬂ)) + An, (5.1)

=1 =1

where

k 2
llog My| < C1N23 (Cz +> V(Z/z‘))

=1
k
|An| < exp (—Nﬂ (9(0) + ZW%))) ,

for some constants C1,Cy depending only on V, g,d.

Proof. We will only show a complete proof of the lower bound in equation (5.1). The proof
of the upper bound is analogous.

Step 1: First simplification.
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Using the cake-slicing formula, we have that

k 1 k
Eng lexp (—Nﬁ (Z RPN (3&)))] = / Png (exp <—NB (Z RPN (yﬁ)) > ZL’) dx.
i=1 0 i=1

(5.3)
We have used the hypothesis that g > 0 (item 5 of Definition 2.1) to limit the domain of
integration to the (0, 1) interval.

We will split the integral at the point exp (—Nﬁ (Ele h*o (y;) — T)), for T' to be deter-

mined later. The reason for this is to optimize the application of the concentration bound,
Proposition 2.3. Using this splitting of the integral, we have that

k
S E—
=1

_ /exp(—Nﬁ(Zf_l hHo (yi)—T>) ]P)Nﬁ (exp (—Nﬁ (i S emPN (yz)>> > aj) dx

0 i=1

1 k
N - <eXp (—Nﬂ (Z hempwyn)) > x) @ (54)
pr( N,B( )) " 1=1
hte

< exp (NBT) exp ( <§: >>

1 k
i /exp(—Nﬂ(Efl W (5)-T) ) e <exp <Nﬁ (2 hempN Qﬁ))) - x) o

The rest of the proof will be about estimating the last term in equation (5.4).
Step 2: Estimating the remaining integral.
Using Proposition 2.3, we have that

k
L ) e
[ b g
) /exp(Nﬁ(Zf_l h“e(ymT)) s <Zh PN (y;) > N ) dz

=1

1 logw Z h/»LO( 2
=1 Yi) 1
= / exp | —N?p ( 12 ) - Ng(O) dz.
exp(—NB( L, w0 (5)-T) )
(5.5)
Note that, if we define T := /{“—N V(yi)), then for

T € (exp( NS (Z " hHe(y;) T)) ) there holds

A(logw Zk 1hﬂ0(yz)) 1 0) > if( k )

17



Since the integration interval is bounded in measure by 1, we have that

! k
/exP(_NB<E§I h“é(y,-)_T)) Py (exp <—Nﬁ (; J,eMPN (yz)>> > x) dx (5.7)
k
< exp (—Nﬁ (g(()) + Z V(yﬁ)) .

i=1

This concludes the proof of the lower bound of equation (5.1).
Step 3: Upper bound sketch.
In order to prove the upper bound of equation (5.1), we proceed similarly:

k
En,s [exp (—Nﬂ <Z hempN(w)))]
1 k
= /0 [1 —Pypg <exp <N6 (Z hemPN (yz-))) < x)] dz (5.8)
> /Cxp(_Nﬁ<Zi—1 hug(yiHT)) [1 —Pnpg <exp (—Nﬁ (f: RPN (%))) < x)} dz.

0 =1

The rest of the proof is analogous and hence omitted. O

6 Proof of Theorem 1

In this section, we prove the main result of this paper, namely Theorem 1. We will use some
background on point processes, which can be reviewed in the Appendix. The main result that
we will use is the following lemma:

Lemma 6.1 (Weak convergence and correlation functions). Let Py be a sequence of point
processes, and denote their k— point correlation functions by Rév. Then Py converges weakly
to a point process P, with k— point correlation functions denoted by R,JCV if:

1. R{CV — Ry pointwise almost everywhere as N — 00.
2. For any compact set Q C R? there holds

=1
;up Z k'/ RY dy;...dy,, < oo. (6.1)
eNk;:l CJK

Equipped with Lemma 6.1, we will prove Theorem 1, restated here for convenience.

Theorem 1 (Convergence to Poisson point process). Assume that g is weakly interacting,
and V is admissible. Assume also that ent[uy] < co. Let z* € R% and define the local point

process = by
N

B = Z‘SN%(%%*)‘ (6.2)

=1

Then, for a.e. z*, if N7 < f < Nfé, = converges to a Poisson point process of intensity
pv (z*).

18



Proof. Step 1: Formula for the correlation functiops.

Let Yy := (y1,..yn) € R™>F 2, := 2* + N7d(y; — 2*), and Xy = (21,..2x). Using
Proposition 2.4 and Remark 7.4, the k—point correlation function can be written as

N! 1
RY(YVi) = o - X dyps1...d
k ( k’) (N — ]{3)' ZN,,B /Rd(Nk) exp( 6,HN( ks Tk+1, :UN)) Yk+1 YN
1 N
=erry—— exp | —f3 g(zi—x;)+ NY V() drpii...dzy
ZN,B RAN—FK) 19%‘:@\/ J ; +

k
= errNZ]ZVN_ZB exp (—ﬁ ( Z g(x; —xj) + NZV(:UZ)))

1<i<j<k i=1

k
X En_p [exp <—(N — k) (Z hempN’“@@')))]
i=1
= err Mexp -8 > 9($‘—$')+N§k:v(x‘)
N Zn s i~ i

1<i<j<k i=1
k
X (MN—k exp (-(N - k)3 (Z h“"(%’))) + AN—k) ;
i=1
(6.3)
where erry := %N‘k.
Step 2: Estimating the ratio of partition functions.

Integrating equation (6.3), and using that the k-th marginal is a probability measure, we
get

ANK:
ZN—k,p
k
= errN/ exp (—B ( Z g(x; —x5) + NZV(&UZ)))

Rexk 1<i<j<k i=1

k

X (MNk exp <—(N — k’)ﬁ (Z h“e(xi)>> + ANk) dxl...dl‘k (64)
i=1

k
= MJ,V /Rdxk exXp <_Nﬁ <Z V(SL‘Z) + hHe (l‘ﬂ)) dzy...dxp + AiN

=1
= MyLj + Ay,

where
|log Mj| < C{N% 8 ©5)
| A < exp (—C'NB(9(0))) ,
for some new constants C’, C1, C% depending only on V, g, d.
Recall that, by Remark 3.7, Ly is of order exp (—N ). More specifically,
lim loﬁge = e (6.6)



Doing a Taylor expansion of x — %, we have that

ZN_kp

= MpyLy* + Al, (6.7)
Zn g

for a new additive error term A’y satisfying equation (6.5) with a different constant C.
Step 3: Conclusion.
Subtep 3.1: Pointwise convergence (item 1. of Lemma 6.1).
Plugging in equation (6.7) into equation (6.3), and using equation (3.18) we obtain

k
o=t 1)on (£ s sngoven)

1<i<j<k i=1

k
X (MNk exp <—(N —k)p (Z hue(mz‘))) + ANk)
‘ (6.8)

NLp* exp( Np (ZV + hHo( xz)>> + A%

- M]/\/T H/w(xi) + y\fﬂ

where

k 2
log MY < C{ NS (c;' " va))
=1
k
|A%| < exp (—NBC” (g(O) + Z V(:L'Z)>> ,

i=1

for some new constants C”, CY, CY.
Using Lemma 3.6, we have that Ry (Yy) — (uy (2*))* for a.e. Y;, € R,
Substep 3.1: Summability condition (item 2. of Lemma 6.1).
Let K C R? be a compact set. Then by Lemma 3.6, there holds

RN (V) dyr...dy, < C (K k .
E‘é%kz:lk,/ r (Ye)dyi... dye Zk" |y (27))" < o0 (6.10)

Using Lemma 6.1, we may conclude the proof.

7 Appendix: Point processes

In this appendix, we will review the theory on point processes necessary to prove Theorem 1.
This appendix is based on [24].

Definition 7.1 (Point process). A point process B is a probability measure on the space of
locally finite point configurations on RY. Alternatively, we may think of a point process B as
a probability measure on the space of Radon measures consisting of a sum of Dirac deltas.
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Definition 7.2 (Laplace functional). We associate to a point process B its Laplace functional
Y, defined by

w(r) =By [exp (- [ 7ax)], (7.1
for a Borel-measurable f : R — [0, 00).

Definition 7.3 (Correlation function). Given a point process, we define the k—point corre-
lation functions { Ry}, by the condition that

00 k
W) =1+ ; % /Rdlzj1 (exp(—f(x:)) — 1) Ri(z1, -..%) 1. da. (7.2)

Remark 7.4 (Correlation function of a joint distribution). If P is supported on point con-
figurations of N points, and if these N points have a symmetric joint distribution P, then we
can verify that

o) 1+§§<A)u/ [ (exp(— f(z9) - DP(Xy)dX (7.3)
= expl—J\&;)) — N N, .
i—1 k R4 ;1

which implies that the correlation functions are given by

N!

= — P i
Ry (1, ...xk) (N—k)!/Rdx(N-k) (X1, ...y Tpt1, - N) dTpyq...dzy (7.4)

for any k < N.

Remark 7.5 (Correlation function of a Poisson point process). If B is a Poisson process of
intensity X\, then its Laplace functional is given by

v =eso ([ (exp(=f@) = DA@)de ). (7.5)

Furthermore, the correlation functions of P are given by

k
Rk(l'l, .%'k) = H )\(1'@) (7.6)
i=1

Definition 7.6 (Weak convergence). Let Py be a sequence of point processes, and denote
their Laplace functional by v¥y. Then Py converges weakly to a point process P with Laplace
functional v if for any continuous and compactly supported f : R* — R* there holds

Jim g (f) = v(). (7.7)

Lemma 7.7 (Weak convergence and correlation functions). Let By be a sequence of point
processes, and denote their k— point correlation functions by R{CV. Then PN converges weakly
to a point process P, with k— point correlation functions denoted by R{CV if:

1. R{CV — Ry pointwise almost everywhere as N — 00.
2. For any compact set Q C R? there holds

su — Ry dyq...dy, < oo. 7.8
N£§MA¢k“ . )
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