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ON POINTWISE CONVERGENCE OF CONE MULTIPLIERS

PENG CHEN, DANQING HE, XIAOCHUN LI, AND LIXIN YAN

ABSTRACT. For p ≥ 2, and λ > max{n| 1
p
− 1

2
| − 1

2
,0}, we prove the

pointwise convergence of cone multipliers, i.e.

lim
t→∞

T λ
t ( f )→ f a.e.,

where f ∈ Lp(Rn) satisfies supp f̂ ⊂ {ξ ∈ Rn : 1 < |ξn| < 2}. Our

main tools are weighted estimates for maximal cone operators, which

are consequences of trace inequalities for cones.

1. INTRODUCTION

The Bochner-Riesz operator is defined by

Bλ ( f )(x) =

ˆ

Rn

(1−|ξ |2)λ
+ f̂ (ξ )e2πix·ξ dξ

for λ > 0. It has been conjectured that Bλ is bounded on Lp(Rn) when

λ > max{| n
p
− n

2
|− 1

2
,0}. The conjecture was resolved when n = 2 by [11];

later [35] gave another proof. Due to its significant connection with the re-

striction theorem and other conjectures in harmonic analysis, the Bochner-

Riesz conjecture has been extensively studied over the past decades; see [2],

[16], [17], [18], [4], [44], [37], [25] and references therein.

A cone multiplier in Rn for λ > 0 is defined as

(1.1) m̃λ (ξ ) = (1− |ξ ′|2

ξ 2
n
)λ
+,

where ξ = (ξ ′,ξn) ∈ Rn, and the related operator is defined by

T̃ λ ( f )(x) :=

ˆ

Rn

m̃λ (ξ ) f̂ (ξ )e2πix·ξ dξ .
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It was Stein [43] who introduced this operator. He conjectured that the

range of boundedness of T̃ λ in Rn coincides with that of Bλ is Rn−1, as

suggested by de Leeuw’s theorem [13].

On the study of Stein’s conjecture in R3, Mockenhaupt [40] reduced it to

a reverse square function estimate, initially obtaining a non-optimal result

using a geometric observation on the distribution of plates. Bourgain [3]

later improved Mockenhaupt’s result by introducing the so-called bilinear

method. This method was systematically developed to study the restric-

tion theorem and related conjectures; for further details, see [47], [48], [1],

[7], [38], [28], and [42]. The reverse square function estimate also implies

the well-known local smoothing estimates; see [41]. To tackle these prob-

lems, Wolff [49] introduced decoupling inequalities, which have become a

crucial topic in modern harmonic analysis, appearing naturally in various

fields from PDEs to number theory; see [36], [22], [33], [5], [6], [14], [15],

[29], [27] and references therein. The sharp reverse square function esti-

mate in R3 was recently obtained by Guth, Wang and Zhang [30], thereby

resolving the cone multiplier conjecture and the local smoothing conjecture

in R3, which was generalized to the variable coefficients setting in [21].

More results and methods on the boundedness of cone multipliers can be

found in [34], [31], and [32].

In this exposition, we shift our focus to the pointwise convergence of

cone multipliers, which is connected to maximal estimates of cone multi-

pliers. Pointwise convergence of Fourier series and Fourier integrals is a

central issue in harmonic analysis. For classical results, one may refer to

[50]. According to Stein’s maximal principle [45], pointwise convergence

problems are consequences of the boundedness problems of corresponding

maximal operators. For instance, Carleson [10] demonstrated the bounded-

ness of the Carleson operator, resolving the long-standing Lusin’s conjec-

ture regarding the pointwise convergence of Dirichlet means in R; a differ-

ent proof was given by Fefferman [19]. Carbery [8] established the L4(R2)
boundedness of maximal Bochner-Riesz operator. For recent progress, in-

terested readers are directed to [46], [37], and [39].

We formulate our problem as follows. Since m̃λ (t−1ξ ) = m̃λ (ξ ), we

dilate m̃λ anisotropically by considering m̃(t−1ξ ′,ξn) for t > 0, which con-

verges to χRn(ξ ) almost everywhere as t → ∞. This observation, combined

with the Lebesgue dominated convergence theorem, implies that

(1.2) T̃ λ
t ( f )(x) :=

ˆ

Rn

m̃λ (t−1ξ ′,ξn) f̂ (ξ )e2πix·ξ dξ
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converges to f (x) for all x ∈ Rn as t → ∞ when f is a Schwartz function. It

is natural to inquire about the sharp range of p such that

(1.3) lim
t→∞

T̃ λ
t ( f )(x) = f (x) a.e. ∀ f ∈ Lp(Rn).

By Stein’s maximal principle, this result can be reduced to the study of the

maximal cone operator

T̃ λ
∗ ( f )(x) := sup

t>0

|T̃ λ
t ( f )(x)|.

Since T̃ λ ( f )≤ T̃ λ
∗ ( f ), concerning the pointwise convergence and maxi-

mal estimates of cone multipliers, we pose the following conjecture.

Conjeture 1. Let n ≥ 3, and p ≥ 2. The range of p such that (1.3) holds

is the same as the range of p such that ‖T̃ λ‖Lp(Rn)→Lp(Rn) < ∞, i.e. λ >

max{(n− 1)| 1
p
− 1

2
| − 1

2
,0}. Moreover, ‖T̃ λ

∗ ‖Lp(Rn)→Lp(Rn) < ∞ when λ >

max{(n−1)| 1
p
− 1

2
|− 1

2
,0}.

A corresponding conjecture for p < 2 could also be proposed, but we

will not delve into it here as the boundedness of the maximal Bochner-

Riesz operator is not clear even in the plane. For the pointwise convergence

of T̃ λ
t , we derive the following restricted result.

Theorem 1.1. Let n ≥ 3, p ∈ [2,∞), and λ > max{| n
p
− n

2
|− 1

2
,0}. Suppose

that f ∈ Lp(Rn) satisfies that

(1.4) supp f̂ ⊂ {ξ ∈ R
n : a < |ξn|< b}

for some 0 < a < b < ∞. Then T̃ λ
t ( f )→ f a.e. as t → ∞.

Remark 1. This result is non-optimal compared with the conjectured range

λ > max{(n− 1)| 1
p
− 1

2
| − 1

2
,0}. In particular, when λ is greater than the

conjectured critical index (n − 2)/2, whether the pointwise convergence

holds for all p ∈ [2,∞) is still open.

Theorem 1.1 follows obviously from the case a= 1 and b= 2. Therefore,

we introduce the following notation:

mλ (ξ ) := (1−
|ξ ′|2

ξ 2
n
)λ
+ψ(2−1ξn),

where ψ is a nonnegative smooth function supported in [1
4
,1] such that

∑
γ∈Z

ψ(2γt) = 1

for t > 0. We can define T λ
t and T λ

∗ correspondingly. For f ∈ S(Rn) we

define

T λ
t ( f )(x) :=

ˆ

Rn

mλ (t−1ξ ′,ξn) f̂ (ξ )e2πix·ξ dξ ,
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T λ
∗ ( f )(x) := sup

t>0

|T λ
t ( f )(x)|,

and

L( f )(x) =

ˆ

Rn

ψ(2−1ξn) f̂ (ξ )e2πix·ξ dξ .

We can actually prove the following result.

Theorem 1.2. Let n ≥ 3, p ∈ [2,∞), and λ > max{| n
p
− n

2
| − 1

2
,0}. Then,

for any f ∈ Lp(Rn), T λ
t ( f )→ L f a.e. as t → ∞.

Instead of focusing on the Lp boundedness of maximal Bochner-Riesz

operators, Carbery, Rubio de Francia, and Vega [9] demonstrated the point-

wise convergence of Bochner-Riesz means in all higher dimensions when

p ≥ 2 by establishing weighted L2 estimates of maximal Bochner-Riesz

operators. This approach proves to be effective in various problems; for in-

stance, Chen, Duong, He, Lee, and Yan [12] adopt this strategy to establish

the pointwise convergence of Bochner-Riesz means for Hermit operators.

We will employ it to demonstrate that T λ
∗ is bounded on some appropri-

ately weighted L2 spaces. Specifically, due to the anisotropic dilation in the

definition of T λ
∗ , we utilize the homogeneous weights given by

(1.5) wα,β (x) := |x′|−α |xn|
−β

where x = (x′,xn) ∈ Rn−1 ×R. However, these weights introduce some

challenging technical complexities. For example, we need to make a care-

ful decompose wherein an Lp function is dissembled into four pieces in

Proposition 2.1, and the associated trace inequalities become more intri-

cate. Nevertheless, we can establish the following result.

Theorem 1.3. Let n≥ 3, α ∈ [0,n−1), β ∈ [0,1), and λ >max{α+β−1
2

,0}.

Then

(1.6) ‖T λ
∗ ( f )‖L2(wα ,β )

≤C‖ f‖L2(wα ,β )

for any Schwartz function f . As a result, for any f ∈ L2(wα,β ), we have

T λ
t ( f )→ L f a.e. as t → ∞.

This result constitutes the primary technical contribution of this study.

Since the trace inequalities represent weighted restriction estimates, which

play a crucial role in establishing weighted estimates of Bochner-Riesz

means as demonstrated in [9], we aim to transform the inequality (1.6) into

analogous trace inequalities of cones. However, this transformation neces-

sitates a nuanced argument that relies on the spatial distribution of f , owing

to the anisotropic dilation inherent in the definition of maximal cone op-

erators; please refer to Section 5 for a detailed explanation. To establish
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the desired trace inequalities, we make use of geometric properties of cones

with the help of an argument inspired by the work in [9].

This paper is organized as follows. In Section 2, we decompose an arbi-

trary Lp function into L2(wα,β ) pieces, where we have to keep the Fourier

support properties for technical reasons. Section 3 discusses the reduction

to square functions. In Section 4 and Section 5, we establish necessary trace

inequalities for cones, which lead to desired weighted inequalities for T λ
∗

via a delicate argument in term of the physical position of f . The proof of

main theorems are given in Section 6.

Notations

By A . B we mean that there exists an absolute constant C such that

A ≤CB. A ∼ B if A . B and B . A.

E +O(δ ) := {x ∈ Rn : dist(x,E) < Cδ}} is the Cδ -neighborhood of E

in Rn, where C is an unimportant absolute constant.

Q(x, ℓ) is the cube centered at x ∈ Rn with length ℓ. We denote by

NQ(x, ℓ) the cube Q(x,Nℓ).
Given a multiplier m ∈ L∞(Rn), the associated linear operator Tm is de-

fined as

Tm( f )(x) =

ˆ

Rn

m(ξ ) f̂ (ξ )e2πix·ξ dξ .

S(Rn) is the class of Schwartz functions.

2. DECOMPOSING FUNCTIONS

We decompose an arbitrary function f ∈ Lp(Rn) in terms of the weights

wα,β defined in (1.5) with the Fourier support remained, therefore, to ob-

tain the pointwise convergence of cone multiplies, it is natural to consider

weighted L2 estimates of T λ
∗ . The proof is standard, but we include it for

the sake of completeness.

Proposition 2.1. Let p ≥ 2, α1 = β1 = 0, 0 ≤ α3 < (n − 1)(1 − 2
p
) <

α2,α4 < 1+ (n− 1)(1− 2
p
), and 0 ≤ β2 < 1− 2

p
< β3,β4 < 2− 2

p
. For

any f ∈ Lp(Rn), we can decompose it into

f = f1 + f2 + f3 + f4

such that fi ∈ L2(wi), where wi(x) = |x′|−αi |xn|
−βi for i = 1,2,3,4. More-

over, if supp f̂ ⊂ S = {ξ ∈ Rn : ξn ∈ (1
2
,2)}, then

(2.1) supp f̂i ⊂ S′ = {ξ ∈ R
n : ξn ∈ ( 1

10
,10)}

for i = 1,2,3,4.
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Proof. We take a function ϕk ∈ S(Rk) such that supp ϕ̂k ⊂ B(0,10−10) and

ϕk(0) = 1.

We define

f1(x) = f (x)ϕn−1(x
′)ϕ1(xn)

f2(x) = f (x)(1−ϕn−1)(x
′)ϕ1(xn)

f3(x) = f (x)ϕn−1(x
′)(1−ϕ1)(xn)

f4(x) = f (x)(1−ϕn−1)(x
′)(1−ϕ1)(xn).

Obviously f = f1+ f2+ f3+ f4, and, when supp f̂ ⊂ S, (2.1) can be verified

easily using that supp ϕ̂k ⊂ B(0,10−10).
Since p ≥ 2, by Hölder’s inequality, we obtain

ˆ

Rn

| f1(x)|
2w1(x)dx =

ˆ

Rn

| f (x)ϕn−1(x
′)ϕ1(xn)|

2dx

≤C‖ f‖2
Lp(Rn).

Let us analyze f4 below. By Hölder’s inequality, we control ‖ f4‖
2
L2(w4)

by

(2.2) ‖ f‖2
Lp

(ˆ

Rn

((1−ϕn−1)(x
′)|x′|−α4(1−ϕ1)(xn)|xn|

−β4)
p

p−2 dx
) p−2

p
.

As ϕn−1(0) = 1, we have

|1−ϕn−1(x
′)| ≤C|x′|.

This implies
ˆ

Rn−1

((1−ϕn−1)(x
′)|x′|−α4)p/(p−2)dx′

≤

ˆ

|x′|≤1

|x′|
(1−α4)

p
p−2 dx′+

ˆ

|x′|≥1

|x′|
−α4

p
p−2 dx′

.

ˆ 1

0

r
(1−α4)

p
p−2

+n−2
dr+

ˆ ∞

1

r
n−2−α4

p
p−2 dr,

which is finite since (n−1)(1− 2
p
)< α4 < 1+(n−1)(1− 2

p
). Similarly

ˆ

R

((1−ϕ1)(xn)|xn|
−β4)p/(p−2)dxn < ∞

when β4 ∈ (1− 2
p
,2− 2

p
). These estimates and (2.2) show that

‖ f4‖L2(w4)
≤C‖ f‖Lp.

One can also obtain similarly that

‖ f2‖
2
L2(w2)

=

ˆ

Rn

| f2(x)|
2|x′|−α2|xn|

−β2dx
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≤C‖ f‖2
Lp

(ˆ

Rn

((1−ϕn−1)(x
′)|x′|−α2ϕ1(xn)|xn|

−β2)
p

p−2 dx
) p−2

p

<C‖ f‖2
Lp

when (n−1)(1− 2
p
)< α2 < 1+(n−1)(1− 2

p
) and β2

p
p−2

< 1.

The proof for f3 ∈ L2(w3) is similar.

�

3. REDUCTION TO SQUARE FUNCTIONS

We recall that ψ is a smooth bump supported in [1
4
,1] such that ∑γ∈Zψ(2γt)=

1 for t > 0,

mλ (ξ ) = (1−
|ξ ′|2

ξ 2
n
)λ
+ψ(2−1ξn),

T λ
t ( f )(x) =

ˆ

Rn

mλ (t−1ξ ′,ξn) f̂ (ξ )e2πix·ξ dξ ,

and

T λ
∗ ( f )(x) = sup

t>0

|T λ
t ( f )(x)|.

For given α,β ≥ 0 and wα,β (x) = |x′|−α |xn|
−β , we will explore the range

of λ such that T λ
∗ is bounded on L2(wα,β ).

We define, for γ ≥ 1,

mγ(ξ ) = ψ(2γ(1− |ξ ′|2

ξ 2
n
))mλ (ξ )2γλ ,

and

m0(ξ ) = mλ (ξ )(1− ∑
γ≥1

ψ(2γ(1−
|ξ ′|2

ξ 2
n
))).

We remark that m0 is supported in

{ξ ∈ R
n : |ξ ′|/ξn ∈ [0,1], ξn ∈ [1

2
,2]},

and mγ is supported in

{ξ ∈ R
n : |ξ ′|/ξn ∈ [1−2−γ ,1−2−γ−1], ξn ∈ [1

2
,2]}

for γ ≥ 1. Obviously

(3.1) T λ
∗ ( f )(x)≤ ∑

γ≥0

2−γλ Mγ( f )(x),

where

Mγ( f )(x) = sup
t>0

∣∣∣
ˆ

Rn

mγ(t
−1ξ ′,ξn) f̂ (ξ )e2πix·ξ dξ

∣∣∣.

Concerning the weighted boundedness of Mγ , we can easily prove a non-

optimal result.
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Proposition 3.1. For γ ≥ 0, α ∈ (−(n−1),(n−1)), and β ∈ (−1,1),

(3.2) ‖Mγ( f )‖L2(wα ,β )
≤Cγ‖ f‖L2(wα ,β )

.

To prove this proposition, we recall first some definitions and results.

We denote by Qk a cube in Rk, and Mk the standard Hardy-Littlewood

maximal function in Rk. A strong maximal function (on Rn−1 ×R):

MS( f )(x) = sup
R∋x

1

|R|

ˆ

R

| f (y)|dy,

where the supremum runs over all R of the form Qn−1×Q1. It is well known

that MS is bounded on Lp(Rn) for 1 < p < ∞ since

(3.3) MS( f )(x′,xn)≤ (M1 ◦Mk−1)( f )(x′,xn).

A weight w belongs to the (product) Ap(R
n−1 ×R) if there exists a finite

constant Cw such that for all R = Qn−1 ×Q1,

(3.4)
(

1
|R|

ˆ

R

w(x′,xn)dx′dxn

)(
1
|R|

ˆ

R

w(x′,xn)
−1/(p−1)dx′dxn

)p−1

≤Cw.

One can easily verify that wα,β is an A2(R
n−1 ×R) weight if and only if

α ∈ (−(n− 1),n− 1) and β ∈ (−1,1). Since Mk is bounded on L2(w)
when w is an A2(R

k) weight, it follows from (3.3) that

(3.5) ‖MS( f )‖L2(wα ,β )
≤C‖ f‖L2(wα ,β )

when α ∈ (−(n−1),n−1) and β ∈ (−1,1).

Proof of Propositio 3.1. As mγ(ξ ) is a compactly supported smooth func-

tion, it is routine to verify that

Mγ( f )(x)≤Cγ MS( f )(x),

which implies further (3.2) by (3.5).

�

The boundedness of T λ
∗ on L2(wα,β ) is now reduced to estimating the

norm ‖Mγ‖L2(wα ,β )→L2(wα ,β )
as γ → ∞, since we have proved that Mγ is

bounded on L2(wα,β ) for all γ ≥ 0.

We will focus on the case γ ≥ 1 from now on.

By the Sobolev embedding, we obtain further that

Mγ( f )(x)2 ≤ 2γGγ( f )(x)G̃γ( f )(x),

where

Gγ( f )(x) :=
(ˆ ∞

0

∣∣∣
ˆ

Rn

mγ(t
−1ξ ′,ξn) f̂ (ξ )e2πix·ξ dξ

∣∣∣
2 dt

t

)1/2

,
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and

G̃γ( f )(x) :=
(ˆ ∞

0

∣∣∣
ˆ

Rn

m̃γ(t
−1ξ ′,ξn) f̂ (ξ )e2πix·ξ dξ

∣∣∣
2 dt

t

)1/2

.

Here m̃γ(ξ
′,ξn) = (2−γξ ′) · (∇n−1mγ)(ξ

′,ξn), and ∇n−1mγ(·,ξn) is the gra-

dient of mγ(·,ξn) as a function defined on Rn−1. In summary we obtain

(3.6) T λ
∗ ( f )(x)≤ M0( f )(x)+ ∑

γ≥1

2−γλ 2γ/2[Gγ( f )(x)G̃γ( f )(x)]1/2.

For 0 < δ ≪ 1, we fix a smooth function µδ (ξ
′) such that

(3.7) supp µδ ⊂ {ξ ′ ∈ R
n−1 : |ξ ′| ∈ [1−δ ,1]}

and

(3.8) |∂ lµδ (ξ
′)| ≤Clδ

−|l|

for any l = (l1, . . . , ln−1) ∈ Nn−1. Associated with µδ , we define the multi-

plier

mδ (ξ
′,ξn) = µδ (ξ

′/ξn)ψ(2−1ξn),

and

Gδ ( f )(x) :=

(
ˆ ∞

0

∣∣∣
ˆ

Rn

mδ (t
−1ξ ′,ξn) f̂ (ξ )e2πix·ξ dξ

∣∣∣
2 dt

t

)1/2

.

As the multipliers mγ and m̃γ are multipliers of this form with δ = 2−γ , the

problem is now reduced to studying the boundedness of Gδ .

Let us examine a simple case first.

Proposition 3.2. Let λ > 0. Then

(3.9) ‖Gδ ( f )‖L2(Rn) ≤ δ 1/2‖ f‖L2(Rn)

and T λ
∗ is bounded on L2(Rn).

Proof. By Plancherel’s identity, ‖Gδ ( f )‖2
L2(Rn)

is equal to

ˆ

Rn

ˆ ∞

0

|mδ (t
−1ξ ′,ξn)|

2 dt
t
| f̂ (ξ )|2dξ .

For a fixed ξ , the t such that mδ (t
−1ξ ′,ξn) 6= 0 is contained in

|ξ ′|
ξn

+O( |ξ
′|

ξn
δ ),

hence the inner integral is bounded by Cδ , which implies (3.9).

Recalling (3.6) and Proposition 3.1, we obtain from (3.9) that

‖T λ
∗ ( f )‖L2(Rn) ≤ ∑

γ≥0

2−γλ 2γ/22−γ/2‖ f‖L2(Rn) ≤C‖ f‖L2(Rn)

when λ > 0. �
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We study the boundedness of Gδ on L2(wα,β ) below. Let us fix δ ≪ 1,

and decompose Gδ further. Let St( f ) be the linear operator with multiplier

mδ (t
−1ξ ′,ξn), then we can write

[
Gδ ( f )(x)

]2
as ∑k∈Z |Gk( f )(x)|2 with

|Gk( f )(x)|2 :=

ˆ 2k+1

2k

|St( f )(x)|2
dt

t
.

The study of Gδ can be reduced to the boundedness of Gk, as we will see

in the next result.

Proposition 3.3. Let α ∈ (−(n−1),n−1) and β ∈ (−1,1). If

(3.10) ‖G0( f )‖L2(wα ,β )
≤ A‖ f‖L2(wα ,β )

for any f ∈ L2(wα,β ), then

‖Gδ ( f )‖L2(wα ,β )
. A‖ f‖L2(wα ,β )

.

To prove this proposition, we establish first the following lemma.

Lemma 3.4. Fix α,β ∈ R. If

(3.11) ‖G0( f )‖L2(wα ,β )
≤ A‖ f‖L2(wα ,β )

for any f ∈ L2(wα,β ), then for any k ∈ Z it holds

‖Gk( f )‖L2(wα ,β )
≤ A‖ f‖L2(wα ,β )

.

Proof. We need to estimate

ˆ

Rn

|Gk( f )(x)|2wα,β (x)dx =

ˆ

Rn

ˆ 2k+1

2k

∣∣∣St( f )(x)
∣∣∣
2 dt

t
|x′|−α |xn|

−β dx.

By change of variables, the inner integral is equal to
ˆ 2

1

∣∣∣
[
mδ (2

−kt−1ξ ′,ξn) f̂ (ξ )
]∨
(x)

∣∣∣
2 dt

t

=

ˆ 2

1

∣∣∣2k(n−1)
[
mδ (t

−1ξ ′,ξn) f̂ (2kξ ′,ξn)
]∨
(2kx′,xn)

∣∣∣
2 dt

t
.

Let f̂k(ξ ) = f̂ (2kξ ′,ξn). It follows from (3.11) that
ˆ

Rn

|Gk( f )(x)|2wα,β (x)dx

=2k(n−1)2kα

ˆ

Rn

ˆ 2

1

∣∣∣St( fk)(x)
∣∣∣
2 dt

t
|x′|−α |xn|

−β dx

≤A22k(n−1)2kα

ˆ

Rn

| fk(x)|
2|x′|−α |xn|

−β dx
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=A22k(n−1)2kα

ˆ

Rn

|2−k(n−1) f (2−kx′,xn)|
2|x′|−α |xn|

−β dx

≤A2‖ f‖2
L2(wα ,β )

.

�

To finish the proof of Proposition 3.3, we need the following lemma to

paste Gk. Let ζ̂ be a smooth bump supported in {ξ ′ ∈Rn−1 : |ξ ′| ∼ 1}, and

ψ̂ a smooth bump supported in {ξn ∈ R : ξn ∼ 1}. We define f̂k,L(ξ ) :=

f̂ (ξ )ζ (2−(k+L)ξ ′)ψ̂(2−Lξn). We will explore the orthogonality of { fk,L}
below.

Lemma 3.5. Let α ∈ (−(n−1),n−1) and β ∈ (−1,1). Then

∑
k∈Z

∑
L∈Z

ˆ

Rn

| fk,L(x)|
2wα,β (x)dx .

ˆ

Rn

| f (x)|2wα,β (x)dx.

Proof. Let F̂k,L(ξ )= f̂ (ξ )ζ̂(2−kξ ′)ψ̂(2−Lξn), which is different from f̂k,L(ξ )
in that they have different locations in ξ ′. By a simple change of variables

on (k,L), we have

∑
k∈Z

∑
L∈Z

ˆ

Rn

| fk,L|
2wα,β (x)dx

= ∑
k∈Z

∑
L∈Z

ˆ

Rn

|Fk,L|
2wα,β (x)dx

∼

ˆ

Rn

ˆ 1

0

ˆ 1

0

|∑
k

∑
L

rk(s1)rL(s2)Fk,L(x)|
2ds1ds2wα,β (x)dx,

where rk(s1) and rL(s2) are Rademacher functions, and we use Khintchine’s

inequality of several variables (see [23, Appendix C.5]).

Let us write ∑k ∑L rk(s1)rL(s2)Fk,L(x) = Ks1,s2
∗ f with

K̂s1,s2
(ξ ) =

(
∑
k

rk(s1)ζ̂ (2
−kξ ′)

)(
∑
L

rL(s2)ψ̂(2−Lξn)
)
=: K̂s1

(ξ ′)K̂s2
(ξn).

This is a bi-parameter singular integral with associated constants indepen-

dent of s1 and s2. Applying [20, Theorem] we obtain
ˆ

Rn

|Ks1,s2
∗ f (x)|2wα,β (x)dx .

ˆ

Rn

| f (x)|2wα,β (x)dx

uniformly in s1,s2 ∈ [0,1] as wα,β is a product A2(R
n−1 ×R) weight in the

sense of (3.4). This concludes the proof by integrating over s1 and s2. �
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Proof of Proposition 3.3. We write ‖Gδ ( f )‖2
L2(wα ,β )

as

∑
k

ˆ 2k+1

2k

ˆ

Rn

∣∣∣[mδ (t
−1ξ ′,ξn) f̂ (ξ )]∨(x)

∣∣∣
2

wα,β (x)dx
dt

t
,

which, by the support of mδ , is bounded by

∑
k

ˆ 2k+1

2k

ˆ

Rn

∣∣∣[mδ (t
−1ξ ′,ξn) f̂k,0(ξ )]

∨(x)
∣∣∣
2

wα,β (x)dx
dt

t

=∑
k

ˆ

Rn

ˆ 2k+1

2k

∣∣∣[mδ (t
−1ξ ′,ξn) f̂k,0(ξ )]

∨(x)
∣∣∣
2 dt

t
wα,β (x)dx

=∑
k

ˆ

Rn

|Gk( fk,0)(x)|
2wα,β (x)dx

.A2 ∑
k

ˆ

Rn

| fk,0(x)|
2wα,β (x)dx

.A2

ˆ

Rn

| f (x)|2wα,β (x)dx.

In the last two steps we use Lemma 3.4 and Lemma 3.5 �

4. SOME TRACE LEMMAS

We prove in this section some trace lemmas, whose dual forms, weighted

restriction-type estimates, are good substitutes of classical restriction esti-

mates in our setting.

Let α ≥ 0, β ≥ 0, and

Γδ := {x ∈ R
n : dist (x,Γ)< δ},

where Γ = {ξ ∈ Rn : |ξ ′|= ξn ∈ (1,2)}. We are interested in determining

Cδ (α,β ) in the following inequality.

(4.1)

ˆ

Γδ

| f̂ (ξ )|2 ≤Cα,βCδ (α,β )

ˆ

Rn

| f (x)|2w−1
α,β (x)dx,

where w−1
α,β = |x′|α |xn|

β .

Our main result in this section is as follows.

Proposition 4.1. Let α ∈ [0,n−1) and β ∈ [0,1). Then (4.1) holds for

Cδ (α,β )∼





δ α+β , α +β < 1

δ log 1
δ , α +β = 1

δ , α +β > 1.

The proof of Proposition 4.1 is contained in the following results, as the

case α = β = 0 is trivial.
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Lemma 4.2. If β = 0, then (4.1) holds for

Cδ (α,0)∼





δ α , 0 < α < 1

δ log 1
δ , α = 1

δ , 1 < α < n−1.

This result is a direct consequence of the following classical trace in-

equalities for spheres.

Lemma 4.3 ([9, Lemma 3]). Let α ∈ (0,n−1). It holds

(4.2)

ˆ

Sn−2+O(δ )
|ĝ(ξ )|2d(ξ ).Cδ (α,0)

ˆ

Rn−1

|g(x)|2|x|αdx.

Proof of Lemma 4.2. Let

fξn
(x′) =

ˆ

Rn−1

f̂ (ξ ′,ξn)e
2πix′·ξ ′

dξ ′ =

ˆ

R

f (x′,xn)e
−2πixnξndxn.

Applying Lemma 4.3 we obtain
ˆ

Γδ

| f̂ (ξ )|2dξ ≤

ˆ 2

1

ˆ

Sn−2
ξn

+O(δ )
| f̂ (ξ ′,ξn)|

2dξ ′dξn

.Cδ (α,0)

ˆ 2

1

ˆ

Rn−1

| fξn
(x′)|2|x′|αdx′dξn,

where Sn−2
ξn

is the sphere centered at the origin of radius ξn. By Plancherel’s

identity, this is bounded by

Cδ (α,0)

ˆ

Rn−1

ˆ

R

∣∣∣
ˆ

R

f (x′,xn)e
−2πixnξndxn

∣∣∣
2

dξn|x
′|αdx′

=Cδ (α,0)

ˆ

Rn

| f (x)|2|x′|αdx.

�

Lemma 4.4. If α = 0 and β ∈ (0,1), then (4.1) holds for

Cδ (α,β )∼ δ β .

Proof. We want to prove

(4.3)

ˆ

Γδ

| f̂ (ξ )|2dξ ≤Cδ β

ˆ

Rn

| f (x)|2|xn|
β dx,

which by duality is equivalent to

(4.4)

ˆ

Rn

|ĝ(ξ )|2
dξ

|ξn|β
. δ β

ˆ

Γδ

|g(x)|2dx

for any g ∈ L2(Γδ ).
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We first claim that

(4.5)

ˆ

R

|F̂(ξn)|
2 dξn

|ξn|β
. δ β

ˆ

Iδ

|F(xn)|
2dxn

for any F ∈ L2(Iδ ), where Iδ = [a−δ ,a+δ ] is an interval of length 2δ .

Take F(xn) = g(x′,xn), which is supported in (|x′|−δ , |x′|+δ ) as x ∈ Γδ ,

then
ˆ

Rn−1

ˆ

R

|F̂(ξn)|
2 dξn

|ξn|β
dx′ . δ β

ˆ

Rn

|g(x)|2dx

by (4.5). The left hand side, by Plancherel’s identity, is equal to
ˆ

Rn

|ĝ(ξ )|2
dξ

|ξn|β
,

which yields (4.4).

It remains to verify (4.5). Actually
´

R
|F̂(ξn)|

2 dξn

|ξn|β
equals

Cβ

ˆ

R

ˆ

R

F(xn)F(yn)
1

|xn − yn|1−β
dxndyn

as β ∈ (0,1). It follows from this expression and the Schur test that (4.5) is

a consequence of

sup
xn∈[a−δ ,a+δ ]

ˆ a+δ

a−δ

1

|xn − yn|1−β
dyn . δ β ,

which is straightforward to check using β > 0. �

Lemma 4.5. If α ∈ (0,n−1) and β ∈ (0,1), then (4.1) holds for

Cδ (α,β )∼





δ α+β , α +β < 1

δ log 1
δ , α +β = 1

δ , α +β > 1.

Proof. By duality (4.1) is equivalent to

(4.6)

ˆ

Rn

|ĝ(ξ )|2|ξ ′|−α |ξn|
−β dξ .Cδ (α,β )

ˆ

Γδ

|g(x)|2dx.

By an argument similar to the proof of Lemma 4.4, it suffices to show

that

(4.7) sup
x∈Γδ

ˆ

Γδ

|x′− y′|α−(n−1)|xn − yn|
β−1dy .Cδ (α,β ).

The left hand side is

(4.8) sup
x∈Γδ

ˆ

Γδ−x

|z′|α−(n−1)|zn|
β−1dz.
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By rotation in the x′-plane, we may assume that x′ = (|x′|,0, . . . ,0) ∈ Rn−1

with |x′| ∈ [1,2].
To analyze the integral in (4.8), we define

S0 = {z ∈ Γδ − x : |z′| ≤ δ},

Sℓ = {z ∈ Γδ − x : ℓδ ≤ |z′| ≤ (ℓ+1)δ} for 1 ≤ ℓ≤ δ−1/1000},

and

S∞ = {z ∈ Γδ − x : |z′| ≥ 1/1000}.

Obviously Γδ −x=
[
∪0≤ℓ≤δ−1/1000 Sℓ]∪S∞. S0 is essentially a ball of radius

∼ δ , and Sℓ is contained in an annular cylinder for ℓ≥ 1.

Let us calculate the integrals over S0 and S∞ first.

We observe that 0 ∈ Γδ − x, and, for z ∈ Γδ − x, we have |zn| ≤ 2δ when

|z′| ≤ δ , therefore

(4.9)
ˆ

S0

|z′|α−(n−1)|zn|
β−1dz .

ˆ

|z′|.δ
|z′|α−(n−1)dz′

ˆ

|zn|.δ
|zn|

β−1dzn . δ α+β

as α,β > 0.

To estimate the integral over S∞, we denote the intersection of S∞ and the

hyperplane {y ∈ Rn : yn = zn} by

Ezn
:= {z′ ∈ R

n−1 :
∣∣|z′+ x′|− (zn + xn)

∣∣. δ , |z′| ≥ 10−3},

whose (n−1)-dimensional volume is bounded by δ as Ezn
is contained in

an annulus of radius ∼ 1 and width ∼ δ . This yields

(4.10)
ˆ

S∞

|z′|α−(n−1)|zn|
β−1dz .

ˆ

|zn|.1

|zn|
β−1

ˆ

Ezn

|z′|α−(n−1)dz′dzn . δ

since |z′| ∼ 1 in Ezn
and β > 0.

We estimate the integral over Sℓ with 1 ≤ ℓ ≤ δ−1/1000 below, where

we have ℓδ ≤ |z′| ≤ (ℓ+1)δ . It is easy to see that |zn| ≤ (ℓ+5)δ in Sℓ. Fix

|zn| ≤ (ℓ+5)δ , then the set {z′ : (z′,zn) ∈ Sℓ} is contained in

E ′
zn

:= (Sn−2
ℓδ +O(δ ))∩ (Sn−2

xn+zn
− x′+O(δ )).

For |zn| ∈ Ik := [(k−1)δ ,kδ ] with 1 ≤ k ≤ ℓ+5, we have

(4.11) |E ′
zn
|. ℓ

n−2
2 (ℓ+10− k)

n−4
2 δ n−1

Let

Azn
:= (Sn−2

ℓδ +O(δ ))∩ (Sn−2
xn+zn

− x′).

As xn + zn ∼ 1,

(4.12) |E ′
zn
|. |Azn

|δ .
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Let αzn,ℓ be the smallest angle of the triangle with side lengths xn + zn, xn,
and ℓδ , i.e. the opposite angle of the side with length ℓδ . Then

|Azn
|. [αzn,ℓ+1]

n−2 − [αzn,ℓ]
n−2 . ℓ

n−2
2 (ℓ+10− k)

n−4
2 δ n−2,

which implies (4.11) recalling (4.12).

It follows from (4.11) that
ˆ

Sℓ

|z′|α−(n−1)|zn|
β−1dz

. ∑
1≤k≤ℓ+5

ˆ

|zn|∈Ik

ˆ

{z′: (z′,zn) ∈Sℓ}
|z′|α−(n−1)dz′|zn|

β−1dzn

. ∑
1≤k≤ℓ+1

ℓ
n−2

2 (ℓ+10− k)
n−4

2 δ n−1(ℓδ )α−(n−1)(kδ )β−1δ

∼δ α+β ℓα−(n−1)ℓ
n−2

2 ∑
1≤k≤ℓ+1

(ℓ+10− k)
n−4

2 kβ−1

.δ α+β ℓα+β−2.

Summing over ℓ, we obtain the control

∑
ℓ

ˆ

Sℓ

|z′|α−(n−1)|zn|
β−1dz .δ α+β + ∑

1≤ℓ.δ−1

δ α+β ℓα+β−2 +δ

.





δ α+β , α +β < 1

δ log 1
δ , α +β = 1

δ , α +β > 1.

This estimate finishes the proof. �

5. WEIGHTED ESTIMATES

The main goal of this section is to prove the following result via trace

inequalities obtained in Section 4.

Theorem 5.1. For α ∈ [0,n−1), β ∈ [0,1), and 0 < δ ≪ 1, let

Aδ (α,β ) = δ
1−(α+β )

2 Cδ (α,β )1/2 ∼





δ 1/2, α +β < 1

δ 1/2(log 1
δ )

1/2, α +β = 1

δ (2−α−β )/2, α +β > 1.

Then

(5.1) ‖G0( f )‖L2(wα ,β )
≤CAδ (α,β )‖ f‖L2(wα ,β )

.
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We recall that wα,β (x) = |x′|−α |xn|
−β ,

mδ (ξ ) = µδ (ξ
′/ξn)ψ(2−1ξn)

with µδ satisfying (3.7) and (3.8), and

G0( f )(x) =
(ˆ 2

1

∣∣∣
[
mδ (t

−1ξ ′,ξn) f̂ (ξ )
]∨
(x)

∣∣∣
2 dt

t

)1/2

.

To study G0, we decompose Kδ := (mδ )
∨ dyadically. More precisely, we

take a smooth function Ψ supported in the unit annulus such that

1 = ∑
j≥ j0

Ψ j,

where Ψ j = Ψ(2− j·) is supported in B(0,2 j+1) \B(0,2 j−1) for j ≥ j0 +1,

and Ψ j0 = 1−∑ j≥ j0+1 Ψ j is supported in B(0,2 j0) with 2 j0 ∼ δ−1. Corre-

spondingly we decompose Kδ = ∑ j≥ j0
K j with K j := Kδ Ψ j.

As mδ is supported in Γδ and Ψ̂ j is essentially supported in a ball of

radius 2− j . δ , we see that K̂ j = mδ ∗ Ψ̂ j is essentially supported in Γδ ,

which we describe precisely below.

Proposition 5.2. Let j ≥ j0. For any M ∈N, there exists a constant CM > 0

such that the following statements hold.

(i) For any ξ ∈ Rn, we have

(5.2) |K̂ j(ξ )| ≤CM(2 jδ )−M.

(ii) For dist (ξ ,Γ)∼ 2ℓδ with ℓ≥ 1, we have

(5.3) |K̂ j(ξ )| ≤CM2−ℓM(2 jδ )−M.

(iii) For dist (ξ ,Γ)≥ 1
2
,

(5.4) |K̂ j(ξ )| ≤CM2− jM(1+ |ξ |)−M.

Proof. (i) For j ≥ j0 +1, we may rewrite K̂ j as

ˆ

mδ (ξ −2− jη)Ψ̂(η)dη.

As one can easily show ∂ αmδ (ξ ) ≤ δ−|α| from (3.7) and (3.8), applying

Taylor’s expansion to mδ (ξ − 2− j·), and using the vanishing moments of

Ψ, we obtain the claimed estimate. When j = j0, we have

|K̂ j0(ξ )| ≤C‖mδ‖L∞‖Ψ̂ j0‖L1 ≤C.
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(ii) When ξ is 2ℓδ away from Γ, we obtain from the condition ξ −2− jη ∈
Γδ that 2− j|η|& 2ℓδ . This implies∣∣∣∣

ˆ

mδ (ξ −2− jη)Ψ̂(η)dη

∣∣∣∣≤CM,Ψ

ˆ

|η|&2 j+ℓδ
(1+ |η|)−2Mdη

≤CM,Ψ(1+2 j+ℓδ )−M

≤CM,Ψ2−ℓM(2 jδ )−M.

(iii) (5.4) could be proved similarly via the observation that, for ξ −
2− jη ∈ Γδ , we have

2− j|η| ≥ 1
10
(1+ |ξ |)

due to the assumption dist (ξ ,Γ)≥ 1
2
. �

We define K̂δ ,t(ξ )=mδ (t
−1ξ ′,ξn), which implies that Kδ ,t = tn−1Kδ (tx

′,xn).

Let K j,t(x) = tn−1K j(tx
′,xn), then

(5.5) Kδ ,t(x) = ∑
j≥ j0

K j,t(x).

Obviously

(5.6) G0( f )(x)≤ ∑
j≥ j0

(ˆ 2

1

|(K j,t ∗ f )(x)|2
dt

t

)1/2

.

We remark that K j,t is supported in a ball of radius c12 j with c1 ∼ 1

as t ∈ [1,2]. Therefore we can localize f by decomposing it into pieces

supported in cubes of length c12 j. For i∈Zn, we define Qi =Q(c12 ji,c12 j),
then {Qi}i∈Zn is a partition of Rn. Define fi = f χQi

, then

(5.7) f = ∑
i∈Zn

fi.

To prove (5.1), it follows from (5.6) and (5.7) that we should estimate
ˆ 2

1

ˆ

Rn

|K j,t ∗ fi(x)|
2wα,β (x)dx

dt

t
,

which relies heavily on the position of i. Therefore we decompose Zn into

four subsets:

E1 := {i ∈ Z
n : |i′| ≥ 10n, |in| ≥ 10n}

E2 := {i ∈ Z
n : |i′| ≥ 10n, |in| ≤ 10n}

E3 := {i ∈ Z
n : |i′| ≤ 10n, |in| ≤ 10n}

E4 := {i ∈ Z
n : |i′| ≤ 10n, |in| ≥ 10n},

and discuss them separately.

Case 1: i ∈ E1
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To handle this case, we need the following lemma obtained from the

Plancherel identity.

Lemma 5.3. Suppose 0 < A ≤ w(x) ≤ B for all x ∈ 3Qi, where 3Qi =
Q(c12 ji,3c12 j). Then

(5.8)

∥∥∥
(ˆ 2

1

|K j,t ∗ fi(x)|
2 dt

t

)1/2∥∥∥
L2(w)

. (B
A
)1/2δ 1/2(2 jδ )−M‖ fi‖L2(w).

Proof. Noticing that K j,t ∗ fi is supported in 3Qi, the left hand side of (5.8)

is bounded by

(5.9) B1/2
(ˆ 2

1

ˆ

Rn

|K j,t ∗ fi(x)|
2dx

dt

t

)1/2

.

As K̂ j,t is essentially supported1 in

Γδ ,t := {ξ ∈ R
n : (t−1ξ ′,ξn) ∈ Γδ},

we may decompose the range of t as

[1,2] = ∪2δ−1

β=δ−1 Iβ

with Iβ = [βδ ,(β +1)δ ]. Moreover, we define P̂β g as the restriction of ĝ to

the set

{ξ ∈ R
n :

|ξ ′|
ξn

∈ [βδ ,(β +1)δ ],ξn ∈ [1
2
,4]}.

It follows from Proposition 5.2 that, for t ∈ Iβ , the essential support of K̂ j,t

and the support of P̂β ′g are disjoint when |β −β ′| ≥ 10. This implies that

K j,t ∗Pβ ′ fi is essentially 0 when t ∈ Iβ with |β −β ′| ≥ 10. Hence

ˆ 2

1

ˆ

Rn

|K j,t ∗ fi(x)|
2dx

dt

t

=∑
β

ˆ

Iβ

ˆ

Rn

|K j,t ∗ fi(x)|
2dx

dt

t

∼∑
β

ˆ

Iβ

ˆ ∣∣∣
β+10

∑
β ′=β−10

(K j,t ∗ (Pβ ′ fi))(x)
∣∣∣
2

dx
dt

t

.∑
β

β+10

∑
β ′=β−10

ˆ

Iβ

ˆ

|(K j,t ∗ (Pβ ′ fi))(x)|
2dx

dt

t

∼∑
β

β+10

∑
β ′=β−10

ˆ

Iβ

ˆ

|(K̂ j,tP̂β ′ fi)(ξ )|
2dξ

dt

t

1We present here an intuitive argument, while a strict one is provided in the appendix.
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.(2 jδ )−M ∑
β

β+10

∑
β ′=β−10

ˆ

Iβ

ˆ

|(P̂β ′ fi)(ξ )|
2dξ

dt

t

.δ (2 jδ )−M ∑
β

β+10

∑
β ′=β−10

ˆ

|(P̂β ′ fi)(ξ )|
2dξ

.δ (2 jδ )−M‖ fi‖
2
L2

.A−1δ (2 jδ )−M‖ fi‖
2
L2(w),

where we use (5.2). This combined with (5.9) yields (5.8). �

For i ∈ E1 and w(x) = wα,β (x), we have A ∼ B. Applying Lemma 5.3,

we obtain

(5.10)(ˆ 2

1

ˆ

Rn

|K j,t ∗ fi(x)|
2wα,β (x)dx

dt

t

)1/2

≤Cδ 1/2(2 jδ )−M‖ fi‖L2(wα ,β )
.

Case 2: i ∈ E2

In the remaining three cases, as wα,β may not be bounded, Lemma 5.3

is not applicable. We need the following estimate to make use of trace

inequalities obtained in Section 4.

Lemma 5.4. Suppose that w1(x)≥ 0 satisfies

(5.11) w1(x)≥ A > 0 ∀x ∈ Qi,

(5.12) w1(x)∼ w1(sx′,xn) for s ∼ 1,

and

(5.13)

ˆ

Γδ

|ĝ(ξ )|2dξ ≤Cδ (w1)

ˆ

Rn

|g(x)|2w−1
1 (x)dx.

Then
(ˆ 2

1

ˆ

Rn

|K j,t ∗ fi(x)|
2w1(x)dx

dt

t

)1/2

≤CA−1/2δ 1/2(2 jδ )−MCδ (w1)
1/2‖ fi‖L2(w1)

.

Proof. As in the proof of Lemma 5.3, we write [1,2] = ∪2δ−1

β=δ−1Iβ with Iβ =

[βδ ,(β +1)δ ]. Then
ˆ 2

1

ˆ

Rn

|K j,t ∗ fi(x)|
2w1(x)dx

dt

t

≤C∑
β

ˆ

Iβ

ˆ

Rn

|
β+10

∑
β ′=β−10

(K j,t ∗ (Pβ ′ fi))(x)|
2w1(x)dx

dt

t
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≤C∑
β

β+10

∑
β ′=β−10

ˆ

Iβ

ˆ

Rn

|(K j,t ∗ (Pβ ′ fi))(x)|
2w1(x)dx

dt

t
.(5.14)

Applying (5.13) and Proposition 5.2, we obtain essentially

ˆ

Rn

|K j,t ∗g(x)|2dx =

ˆ

Rn

|K̂ j,t(ξ )ĝ(ξ )|
2dξ

.(2 jδ )−M

ˆ

Γδ ,t

|ĝ(ξ )|2dξ

.(2 jδ )−MCδ (w1)

ˆ

Rn

|g(x)|2w−1
1 (x)dx,

where in the last step we use (5.12). By duality

ˆ

Rn

|K j,t ∗g(x)|2w1(x)dx . (2 jδ )−MCδ (w1)

ˆ

Rn

|g(x)|2dx.

Hence (5.14) is bounded by

(2 jδ )−MCδ (w1)∑
β

β+10

∑
β ′=β−10

ˆ

Iβ

ˆ

Rn

|Pβ ′ fi(x)|
2dx

dt

t

.(2 jδ )−MδCδ (w1)‖ fi‖
2
L2

.(2 jδ )−MδCδ (w1)A
−1‖ fi‖

2
L2(w1)

.

This completes the proof.

�

We observe that when x ∈ Qi with i ∈ E2, we have |xn|. 2 j and |x′|−α ∼

|x′i|
−α , where xi = c12 ji is the center of Qi. Take w1(x) = |xn|

−β , and ac-

cordingly A = 2− jβ , then Cδ (w1) = δ β by Proposition 4.1 with α = 0.

Applying Lemma 5.4 with M1 ≥ M+β , we obtain

ˆ 2

1

ˆ

Rn

|K j,t ∗ fi(x)|
2wα,β (x)dx

dt

t

.|x′i|
−α

ˆ 2

1

ˆ

Rn

|K j,t ∗ fi(x)|
2w1(x)dx

dt

t

.|x′i|
−αδ2 jβ (2 jδ )−M1δ β

ˆ

Rn

| fi(x)|
2w1(x)dx

.δ (2 jδ )−M

ˆ

Rn

| fi(x)|
2wα,β (x)dx,
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as wα,β (x)∼ |x′i|
−αw1(x) in Qi. In summary, we have

(5.15)(ˆ 2

1

ˆ

Rn

|K j,t ∗ fi(x)|
2wα,β (x)dx

dt

t

)1/2

≤Cδ 1/2(2 jδ )−M‖ fi‖L2(wα ,β )
.

Case 3: i ∈ E3

In this case, to apply Lemma 5.4, we take w1(x) = wα,β (x) and A =

2− j(α+β ) such that A ≤ w1(x) in Qi. We recall that by Proposition 4.1

Cδ (wα,β ).





δ α+β , α +β < 1

δ log 1
δ , α +β = 1

δ , α +β > 1,

therefore it follows from Lemma 5.4 that

(ˆ 2

1

ˆ

Rn

|K j,t ∗ fi(x)|
2wα,β (x)dx

dt

t

)1/2

≤C2 j(α+β )/2δ 1/2(2 jδ )−MCδ (wα,β )
1/2‖ fi‖L2(wα ,β )

.‖ fi‖L2(wα ,β )





δ 1/2(2 jδ )−M, α +β < 1

δ 1/2(log 1
δ )

1/2(2 jδ )−M, α +β = 1

δ 1−
α+β

2 (2 jδ )−M, α +β > 1.

(5.16)

Case 4: i ∈ E4

We recall that E4 := {i ∈ Zn : |i′| ≤ 10n, |in| ≥ 10n}, therefore in Qi with

i ∈ E4 we have |x′| . 2 j and |xn|
−β ∼ (2 j|in|)

−β . Taking w1(x) = |x′|−α =
wα,0 and A = 2− jα , we can apply Lemma 5.4 to obtain

ˆ 2

1

ˆ

Rn

|K j,t ∗ fi(x)|
2wα,β (x)dx

dt

t

.(2 j|in|)
−β

ˆ 2

1

ˆ

Rn

|K j,t ∗ fi(x)|
2w1(x)dx

dt

t

.(2 j|in|)
−β δ2 jα(2 jδ )−MCδ (w1)

ˆ

Rn

| fi(x)|
2w1(x)dx

.δ2 jα(2 jδ )−MCδ (α,0)

ˆ

Rn

| fi(x)|
2wα,β (x)dx.

By Proposition 4.1 with β = 0 we obtain

(ˆ 2

1

ˆ

Rn

|K j,t ∗ fi(x)|
2wα,β (x)dx

dt

t

)1/2
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.‖ fi‖L2(wα ,β )





δ 1/2(2 jδ )−M, 0 < α < 1

δ 1/2(log 1
δ )

1/2(2 jδ )−M, α = 1

δ 1−
α
2 (2 jδ )−M, 1 < α < n−1.

(5.17)

We are now ready to prove Theorem 5.1.

Proof of Theorem 5.1. When α = β = 0, (5.1) is verified by Proposition 3.2.

We discuss below the case (α,β ) 6= (0,0).
Recalling that fi is supported in Qi and K j,t ∗ fi is supported in 3Qi, we

have K j,t ∗ f =∑i(K j,t ∗ fi)χ3Qi
. (∑i |K j,t ∗ fi|

2)1/2 as {3Qi}i∈Zn are finitely

overlapping. It follows from the definition of fi that |∑i fi|
2 = ∑i | fi|

2.

Hence
ˆ 2

1

ˆ

Rn

|K j,t ∗ f |2|x′|−α |xn|
−β dx

dt

t

.∑
i

ˆ 2

1

ˆ

Rn

|K j,t ∗ fi|
2|x′|−α |xn|

−β dx
dt

t

∼
(

∑
i∈E1

+ ∑
i∈E2

+ ∑
i∈E3

+ ∑
i∈E4

)ˆ 2

1

ˆ

Rn

|K j,t ∗ fi|
2|x′|−α |xn|

−β dx
dt

t
.

When α +β > 1, by (5.16), we have, for i ∈ E3,

ˆ 2

1

ˆ

Rn

|K j,t ∗ fi|
2|x′|−α |xn|

−β dx
dt

t
≤ δ 2−α−β (2 jδ )−M‖ fi‖

2
L2(wα ,β )

.

Moreover, noticing that 1 ≤Cδ−β , the same bound holds for all α ∈ (0,n−
1) when i ∈ E4 by (5.17). These estimates and (5.10), (5.15) yield

ˆ 2

1

ˆ

Rn

|K j,t ∗ f |2|x′|−α |xn|
−β dx

dt

t

.
[
δ (2 jδ )−M +δ 2−α−β (2 jδ )−M

]
( ∑

i∈E1

+ ∑
i∈E2

+ ∑
i∈E3

+ ∑
i∈E4

)

ˆ

Rn

| fi|
2|x′|−α |xn|

−β dx

.
[
δ 2−α−β (2 jδ )−M

]ˆ

Rn

| f |2|x′|−α |xn|
−β dx.

This combined with (5.6) implies that

‖G0( f )‖L2(wα ,β )
. δ (2−α−β )/2‖ f‖L2(wα ,β )

since j ≥ j0 with 2 j0 ∼ δ−1.

The case when α +β ≤ 1 can be proved similarly.

�
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6. PROOF OF MAIN RESULTS

It is necessary to show that L is well defined in L2(wα,β ) and Lp(Rn).

Lemma 6.1. Let α ∈ [0,n−1), β ∈ [0,1), and p ∈ (1,∞). The linear oper-

ator L initially defined on Schwartz functions is bounded on L2(wα,β ) and

bounded on Lp(Rn).

Proof. We recall that

L( f )(x) =

ˆ

Rn

ψ(2−1ξn) f̂ (ξ )e2πix·ξ dξ

=

ˆ

Rn−1

ˆ

R

f (x′,yn)2ψ∨(2(xn − yn))dyndx′.

The Lp boundedness of L follows from Minkowski’s inequality directly as

ψ∨ ∈ L1(R).

Observing that |g∗ψ∨(xn)| ≤CM(g)(xn), which is bounded on L2(|xn|
−β )for

β ∈ (−1,1), the boundedness of L on L2(wα,β ) follows.

�

Proof of Theorem 1.3. When α +β > 1, we obtain from Theorem 5.1 and

Proposition 3.3 that

‖Gδ ( f )‖L2(wα ,β )
. δ (2−α−β )/2‖ f‖L2(wα ,β )

.

It follows from this, Proposition 3.1, and (3.6) that

‖T λ
∗ ( f )‖L2(wα ,β )

. ∑
γ≥0

2−γλ 2γ/22−γ(2−α−β )/2‖ f‖L2(wα ,β )
.C‖ f‖L2(wα ,β )

as λ > α+β−1
2

.

The case when α +β ≤ 1 can be proved similarly with the help of The-

orem 5.1.

We have finished the proof of (1.6). Now we turn to the proof of the sec-

ond statement, which follows from the boundedness of T λ
∗ on L2(Rn,wα,β )

and the following two lemmas.

Lemma 6.2. For any measurable set E, |E|= 0 is equivalent to wα,β (E) =
0.

This lemma is trivial.

Lemma 6.3 ([23, Exercise 7.4.1]). Let α ∈ [0,n− 1) and β ∈ [0,1). The

Schwartz functions are dense in L2(wα,β ).
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By these lemmas, Lemma 6.1 and (1.6), we apply Stein’s maximal prin-

ciple ([45], see also [23, Theorem 2.1.14.]) to obtain that

lim
t→∞

T λ
t ( f )(x) = L( f )(x) a.e.

whenever f ∈ L2(wα,β ).
�

Next we prove Theorem 1.2.

Proof of Theorem 1.2. For a given λ > 0, we fix p ∈ [2, 2n
n−2λ−1

). For any

f ∈ Lp(Rn), by Proposition 2.1 we can write f = ∑4
i=1 fi with f ∈ L2(wi).

In the decomposition, for any ε > 0, we can select αi,βi > 0 appropriately

such that αi +βi < n(1− 2
p
)+ ε , i = 1,2,3,4. In particular, we have λ >

(αi +βi −1)/2 for i = 1,2,3,4.

By Theorem 1.3 we obtain

lim
t→∞

T λ
t ( fi)(x) = L( fi)(x) a.e.

for i = 1,2,3,4. This complete the proof of Theorem 1.2 by summing over

i. �

Finally we prove Theorem 1.1.

Proof of Theorem 1.1. Fix k1 and k2 in Z such that 2k1+10 < a < b < 2k2−10.

We define

Lk( f )(x) =

ˆ

Rn

ψ(2−k−1ξn) f̂ (ξ )e2πix·ξ dξ .

Then for f ∈ Lp(Rn) satisfying (1.4), Lk is well defined, and

(6.1) f = ∑
k1≤k≤k2

Lk( f ).

Let

T λ
k,t( f )(x) :=

ˆ

Rn

(1− |ξ ′|2

ξ 2
n
)λ
+ψ(2−k−1ξn) f̂ (ξ )e2πix·ξ dξ ,

then a dilation argument shows that

(6.2) lim
t→∞

T λ
k,t( f ) = Lk( f ) a.e.

Noticing that, for f ∈ Lp(Rn) satisfying (1.4),

T̃ λ
t ( f ) = ∑

k1≤k≤k2

T λ
k,t( f ),

the conclusion follows by (6.1) and (6.2).

�



26 PENG CHEN, DANQING HE, XIAOCHUN LI, AND LIXIN YAN

7. REMARKS

7.1. By a standard duality argument, we obtain from Lemma 3.5 the fol-

lowing orthogonality result.

Lemma 7.1. Let k,L ∈ Z, α ∈ (−(n− 1),n− 1) and β ∈ (−1,1). There

exists a constant C such that, for any sequence of functions {Hk,L} satisfying

supp Ĥk,L ⊂ {ξ ∈ R
n : |ξ ′| ∼ 2L+k,ξn ∼ 2L},

we have
ˆ

Rn

| ∑
L∈Z

Hk,L(x)|
2wα,β (x)dx ≤C ∑

L∈Z

ˆ

Rn

|Hk,L(x)|
2wα,β (x)dx.

Let

G̃δ ( f )(x) :=

(
ˆ ∞

0

∣∣∣
ˆ

Rn

µδ (ξ
′/tξn) f̂ (ξ )e2πix·ξ dξ

∣∣∣
2 dt

t

)1/2

.

With the help of Lemma 7.1, we can actually obtain from (3.10) the estimate

(7.1) ‖G̃δ ( f )‖L2(wα ,β )
. A‖ f‖L2(wα ,β )

by imitating the proof of Proposition 3.3.

By (7.1), to obtain the (weighted) boundedness of

sup
t>0

∣∣∣
ˆ

Rn

(1−
|ξ ′|2

t2ξ 2
n
)λ
+ f̂ (ξ )e2πix·ξ dξ

∣∣∣,

it remains to study the maximal function defined by

(7.2) M̃ϕ( f )(x) := sup
t>0

∣∣∣[ϕ(ξ ′/tξn) f̂ (ξ )]∨
∣∣∣,

where ϕ ∈C∞
0 (R

n−1) is supported in B(0,1) with ϕ(0) = 1. We conjecture

that M̃ϕ is bounded on L2(Rn). But we cannot prove it. By a standard

argument using square functions, we can assume further that ϕ(ξ ′) = 1 for

|ξ ′| ≤ 1/2.

7.2. Let

Kλ (x) =

ˆ

Rn

(1−
|ξ ′|2

ξ 2
n
)λ
+ψ(ξn)e

2πix·ξ dξ .

It has been proved in [32] that

Kλ ∈ L1(Rn)

for λ > n−2
2

, which implies that

(7.3) ‖T λ ( f )‖Lp(Rn) ≤C‖ f‖Lp(Rn)
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for 1 < p < ∞. It is natural to conjecture that, when λ > n−2
2

,

(7.4) ‖T λ
∗ ( f )‖Lp(Rn) ≤C‖ f‖Lp(Rn), 1 < p < ∞.

This can be verified for λ > n
2

Proposition 7.2. Let λ > n
2
. Then

‖T λ
∗ ( f )‖Lp(Rn) ≤C‖ f‖Lp(Rn), 1 < p < ∞.

This result follows from the pointwise estimate

(7.5) |Kλ (x)| ≤C(1+ |x|)−
n
2
−λ ,

obtained by [32]. We remark that this bound is worse than the correspond-

ing pointwise estimate of
[
(1−|ξ |2)+

]∨
.

We are curious if we can fill the gap between Proposition 7.2 and the

conjectured range λ > n−2
2

. This kind of gap does appear in the classical

Bochner-Riesz problem.

8. APPENDIX

We present a strict proof of Lemma 5.3 in this section, while a strict proof

of Lemma 5.4 could be obtained similarly.

Let us recall Lemma 5.3 first.

Lemma 8.1. Suppose 0 < A ≤ w(x) ≤ B for all x ∈ 3Qi, where 3Qi =
Q(c12 ji,3c12 j). Then

∥∥∥
(ˆ 2

1

|K j,t ∗ fi(x)|
2 dt

t

)1/2∥∥∥
L2(w)

. (B
A
)1/2δ 1/2(2 jδ )−M‖ fi‖L2(w).

Proof. Let ℓ0 be an integer such that 2ℓ0 ∼ (10δ )−1. We need to decompose

K̂ j further such that

K̂ j(ξ ) = ∑
10≤ℓ≤ℓ0

K̂ j(ξ )ϕ̂ℓ(ξ )+ K̂ j(ξ )ϕ̂∞(ξ ) =: ∑
ℓ

K̂ j,ℓ(ξ ),

where ϕ̂10(ξ ) is supported in {ξ : dist(ξ ,Γ) ≤ 220δ}, ϕ̂ℓ is supported in

{ξ : dist(ξ ,Γ)∼ 2ℓδ} for 11 ≤ ℓ≤ ℓ0, and

ϕ̂∞(ξ ) = 1− ∑
10≤ℓ≤ℓ0

ϕ̂ℓ(ξ ).

Correspondingly we define K̂ j,ℓ,t(ξ ) = K̂ j,ℓ(t
−1ξ ′,ξn), and we have

K j,t = ∑
ℓ≥10

K j,ℓ,t.
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Using the above decomposition and that w(x)≤B we conrtol (
´ 2

1

´

Rn |K j,t ∗

fi(x)|
2w(x)dxdt

t
)1/2 by

(8.1) B1/2 ∑
ℓ≥10

(ˆ 2

1

ˆ

Rn

|K j,ℓ,t ∗ fi(x)|
2dx

dt

t

)1/2

.

We will consider two cases: 10 ≤ ℓ≤ ℓ0, and ℓ≥ ∞.

Case 1: 10 ≤ ℓ≤ ℓ0.

Since K̂ j,ℓ,t ∗ fi(ξ ) = K̂ j,ℓ(t
−1ξ ′,ξn) f̂i(ξ ), in its support we have

|ξ ′|= tξn +[−2ℓ+2δ ,2ℓ+2δ ]

and ξn ∈ [1
2
,4]. We decompose [1,2] = ∪2δ−1

β=δ−1Iβ with Iβ = [βδ ,(β +1)δ ],

and the support of K̂ j,ℓ,t is

{ξ ∈ R
n : |ξ ′| ∈ ξnβδ +[−2ℓ+2δ ,2ℓ+2δ ], ξn ∈ [1

2
,4]}.

Define P̂β g as the restricition of ĝ to the set

{ξ ∈ R
n : |ξ ′| ∈ [ξnβδ ,ξn(β +1)δ ], ξn ∈ [1

2
,4]}.

Then for t ∈ Iβ , the support of K̂ j,ℓ,t and the support of P̂β ′g are disjoint if

|β −β ′| ≥ 10 ·2ℓ. Hence
ˆ 2

1

ˆ

|K j,ℓ,t ∗ fi(x)|
2dx

dt

t

=∑
β

ˆ

Iβ

ˆ ∣∣
β+10·2ℓ

∑
β ′=β−10·2ℓ

(K j,ℓ,t ∗Pβ ′ fi)(x)
∣∣2dx

dt

t

≤C2ℓ∑
β

β+10·2ℓ

∑
β ′=β−10·2ℓ

ˆ

Iβ

ˆ ∣∣(K j,ℓ,t ∗Pβ ′ fi)(x)
∣∣2dx

dt

t
,(8.2)

where in the last step we use Hölder’s inequality. By Proposition 5.2 (i) and

(ii) we have
ˆ ∣∣(K j,ℓ,t ∗Pβ ′ fi)(x)

∣∣2dx =

ˆ ∣∣K̂ j,ℓ,t(ξ )P̂β ′ fi(ξ )
∣∣2dξ

.2−ℓM(2 jδ )−M

ˆ ∣∣P̂β ′ fi(ξ )
∣∣2dξ .

Hence we control (8.2) by

2ℓ2−ℓM(2 jδ )−M ∑
β

β+10·2ℓ

∑
β ′=β−10·2ℓ

ˆ

Iβ

ˆ ∣∣P̂β ′ fi(ξ )
∣∣2dξ

dt

t
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.2ℓ2−ℓM(2 jδ )−M2ℓδ ∑
β ′

ˆ ∣∣P̂β ′ fi(ξ )
∣∣2dξ

.2−ℓ(M−2)δ (2 jδ )−M‖ fi‖
2
L2.

Case 2: ℓ= ∞
In this case we apply Proposition 5.2 (iii) directly to obtain the control

ˆ 2

1

ˆ

|K j,ℓ,t ∗ fi(x)|
2dx

dt

t

.2− jM‖ fi‖
2
L2

.δ (2 jδ )−M‖ fi‖
2
L2,

where in the last step we use that δ ≤ 1.

By the estimates obtained in the above two cases, we can control (8.1) by

B1/2(δ (2 jδ )−M)1/2 ∑
ℓ≥10

2−ℓM‖ fi‖2 . (B/A)1/2δ 1/2(2 jδ )−M/2‖ fi‖L2(w)

since w(x) ≥ A in the support of fi. �

REFERENCES

[1] J. Bennett, A. Carbery, and T. Tao. On the multilinear restriction and Kakeya conjec-

tures. Acta Math., 196(2):261–302, 2006.

[2] S. Bochner. Summation of multiple Fourier series by spherical means. Trans. Amer.

Math. Soc., 40(2):175–207, 1936.

[3] J. Bourgain. Estimates for cone multipliers. Geometric aspects of functional analysis

(Israel, 1992–1994), 77:41–60, 1995.

[4] J. Bourgain. Some new estimates on oscillatory integrals. Essays on Fourier analysis

in honor of Elias M. Stein, 83:83–112, 1995.

[5] J. Bourgain and C. Demeter. The proof of the ℓ2 decoupling conjecture. Ann. of Math.,

182(2):351–389, 2015.

[6] J. Bourgain, C. Demeter, and L. Guth. Proof of the main conjecture in Vinogradov’s

mean value theorem for degrees higher than three. Ann. of Math., 184(2):633–682,

2016.

[7] J. Bourgain and L. Guth. Bounds on oscillatory integral operators based on multilin-

ear estimates. Geom. Funct. Anal., 21(6):1239–1295, 2011.

[8] A. Carbery. The boundedness of the maximal Bochner-Riesz operator on L4(R2).
Duke Math. J., 50(2):409–416, 1983.

[9] A. Carbery, J. L. Rubio de Francia, and L. Vega. Almost everywhere summability of

Fourier integrals. J. London Math. Soc., 38(3):513–524, 1988.

[10] L. Carleson. On convergence and growth of partial sums of Fourier series. Acta Math.,

116(1):135–157, 1966.
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