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Abstract—Magnetic resonance imaging (MRI) and positron emission tomography (PET) are increasingly used in multimodal analysis
of neurodegenerative disorders. While MRI is broadly utilized in clinical settings, PET is less accessible. Many studies have attempted
to use deep generative models to synthesize PET from MRI scans. However, they often suffer from unstable training and inadequately
preserve brain functional information conveyed by PET. To this end, we propose a functional imaging constrained diffusion (FICD)
framework for 3D brain PET image synthesis with paired structural MRI as input condition, through a new constrained diffusion model
(CDM). The FICD introduces noise to PET and then progressively removes it with CDM, ensuring high output fidelity throughout a
stable training phase. The CDM learns to predict denoised PET with a functional imaging constraint introduced to ensure voxel-wise
alignment between each denoised PET and its ground truth. Quantitative and qualitative analyses conducted on 293 subjects with
paired T1-weighted MRI and '8F-fluorodeoxyglucose (FDG)-PET scans suggest that FICD achieves superior performance in
generating FDG-PET data compared to state-of-the-art methods. We further validate the effectiveness of the proposed FICD on data
from a total of 1,262 subjects through three downstream tasks, with experimental results suggesting its utility and generalizability.

Index Terms—Brain, Image Synthesis, PET, Structural MR, Diffusion Model.

1 INTRODUCTION

RAIN magnetic resonance imaging (MRI) and positron
B emission tomography (PET) offer a synergistic diagno-
sis of the brain. MRI, with its detailed structural imaging ca-
pabilities, is one of the main processes in clinical diagnostics
of neurodegenerative disorders [1-3]. PET provides unique
insights into the brain’s metabolic patterns and neuronal
activity through specific radioactive tracers [4-6]. Conduct-
ing a multimodal study with these two imaging techniques
proves to be especially advantageous in the exploration of
neurodegenerative disorders, due to the intricate interplay
between brain anatomy and its biochemical processes [7, 8].
Despite their combined value, the acquisition of brain PET
lags behind MRI, primarily due to PET’s higher operational
costs and complexities in handling radioactive materials [9].
The frequent unavailability of brain PET scans poses chal-
lenges to the progress of multimodal studies [10, 11].

To address this modality-missing issue, numerous ef-
forts have explored employing deep generative models to
synthesize PET images from MRI scans. Generative ad-
versarial networks (GANSs) have been widely used due to
their capability of high-fidelity image generation [11-14].
These approaches frequently encounter issues with training
instability attributed to their training nature and also suffer
from limited diversity in the generated outputs due to mode
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collapse [15]. Variational autoencoder (VAE) models, in-
cluding hybrids like VAEGAN, are also popular in medical
image synthesis due to their ability to handle complex data
structures effectively [16, 17]. However, VAE models usually
suffer from image blurriness and face posterior collapse,
where a subset of the latent space becomes redundant and
does not contribute to the data generation process [18].

Diffusion models have gained significant attention as a
robust type of deep generative model. By initially intro-
ducing noise to data and then progressively denoising it
through iterative processes [19, 20], diffusion models have
been applied in a wide range of fields and produce better
outcomes than other types of generative models [21, 22].
Most recently, it has gained increasing interest in medical
research for cross-modality image translation [23]. However,
the optimization of diffusion models only relies on the con-
straint of noise, yielding an indirect estimation of image out-
puts, which is inadequate to generate unique outcomes. This
outcome uniqueness is particularly critical in 3D PET syn-
thesis, since voxel intensities of PET images convey essential
brain functional information (e.g., measurement of regional
glucose consumption in '®F-fluorodeoxyglucose (FDG)-PET
and detection of amyloid plaques in amyloid PET) that
is crucial for brain disorder analysis [24]. Intuitively, it is
meaningful to introduce an image-level constraint to ensure
the precise one-to-one voxel correspondence between each
synthetic PET image and its ground truth, helping improve
the output uniqueness of diffusion models.

To this end, we propose a functional imaging constrained
diffusion (FICD) framework for 3D PET image synthesis
from structural MRI, through a new constrained diffusion
model (CDM). The FICD framework is designed to generate
samples with the Markov chain transition of a denoising
diffusion model, to synthesize PET images with the MRI
as a condition. As illustrated in Fig. 1 (a), it consists of a
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Fig. 1. lllustration of the proposed functional imaging constrained diffusion (FICD) framework for 3D brain PET image synthesis with paired structural
MRI as the condition. (a) The training phase consists of a forward diffusion process that incrementally adds noise to an input PET image, and a
generative reverse denoising process that gradually removes the noise. The MRI condition and noise-corrupted PET are input to the proposed
constrained diffusion model (CDM) to predict the noise on PET, then the noise is further used to estimate the denoised PET in the previous timestep
and in the final timestep. The outputs of CDM are optimized by a unique functional imaging constraint and a noise-level constraint, respectively. (b)
In the inference phase, an MRl and a pure noise are input to the CDM, which progressively removes the noise to generate a synthetic PET image.

forward diffusion process that incrementally adds noise to an
input PET image, and a generative reverse denoising process
that gradually removes the noise with CDM. Specifically,
the condition (i.e., MRI) and noise-corrupted PET are input
to the CDM to predict the noise on PET, then the noise is
further used to estimate the denoised PET in the previous
timestep and in the final timestep. The outputs of CDM are
optimized by a new functional imaging constraint and a
noise-level constraint, respectively. The functional imaging
constraint is designed to ensure voxel-wise alignment between
a synthesized PET image and its ground truth. Extensive
experiments are performed on T1-weighted MRI and PET
scans in both image synthesis and three downstream tasks
(i.e., forecasting the progression of brain diseases, predicting
future cognitive functions, and generating amyloid PET
images), with experimental results indicating the superiority
of our method over several state-of-the-arts.

The major contributions of this work can be summarized
in the following.

e A new generative framework called functional imag-
ing constrained diffusion (FICD) is developed to syn-
thesize 3D PET from structural MRI, helping alleviate
the modality-missing issue in multimodal studies.
Quantitative and qualitative results show that FICD
is capable of producing high-quality PET images.

e A functional imaging constraint is designed to en-
courage voxel-wise alignment between an estimated

PET and its ground truth, further constraining the
denoising process. This is different from traditional
diffusion models that only rely on noise constraints
for optimization. Experimental results suggest that
this constraint improves the fidelity of synthesized
images and significantly reduces output variability.

o Extensive experiments are conducted to evaluate the
utility of synthesized PET images in two down-
stream tasks: forecasting the progression of preclin-
ical Alzheimer’s disease (AD) and predicting cogni-
tive function at future time points. The experimental
results demonstrate the improvements achieved by
our method in multimodal analysis of preclinical AD.

o We further adapt the FICD model, initially trained on
FDG-PET, to accommodate PET with three common
amyloid radiotracers (i.e., Pittsburgh Compound-B,
18F-flutemetamol, and Florbetapir), by fine-tuning
this model to generate PET scans with these tracers.
This adaptation highlights the model’s flexibility and
generalizability across various problem settings.

The remainder of this paper is organized as follows. We
review the most relevant studies in Section 2. In Section 3,
we introduce the details of the proposed method. In Sec-
tion 4, we present data involved in this work, competing
methods, experimental settings, and experimental results.
We further study the influence of several key components
on the performance of the proposed method in Section 5.



This paper is finally concluded in Section 6.

2 RELATED WORK
2.1 Multimodal Medical Image Analysis

Neuroimaging biomarkers provided by MRI and PET are
among the most pivotal tools for monitoring Alzheimer’s
disease (AD) progression and understanding its underlying
pathology [25]. While structural MRI helps unveil brain
atrophy, '8F-fluorodeoxyglucose (FDG)-PET can capture
regional hypometabolism, and amyloid PET helps detect
amyloid plaque accumulation in the brain [26]. Since each
modality offers unique insights into brain structure and
function, the integration of these modalities significantly im-
proves disease progression prediction [10, 27, 28]. Walhovd
et al. [27] report that MRI and FDG-PET complement each
other due to their varied sensitivity to memory performance
across healthy aging and various stages of cognitive decline.
Jack et al. [28] observe that using amyloid PET and MRI
together can enhance clinical diagnosis compared to using a
single modality. Sharma et al. [10] highlight that missing
data or incomplete modality are common challenges in
multimodal analyses, impacting the comprehensive inte-
gration and interpretation of multimodal imaging data. In
particular, while MRI is widely used in clinical settings, PET
scans are less readily available due to their high cost and
requirement for radioactive tracers [9, 24].

Some previous studies attempt to solve the modality-
missing issue by imputing those missing neuroimage fea-
tures. Abdelaziz et al.[29] employ linear interpolation to
address missing modalities. Ritter et al. [30] utilize a hybrid
approach combining mean imputation and the Expectation-
Maximization (EM) algorithm to impute features for miss-
ing modalities. Some studies [31, 32] employ multi-view
learning methods to make use of samples with incomplete
modalities, without directly imputing those missing fea-
ture values. However, these methods generally focus on
predefined features that are specifically engineered by ex-
perts to represent neuroimages. Considering these human-
engineered features may not be sufficient to represent the
rich information in brain functional and structural images,
direct synthesis of missing neuroimages could provide a
more effective solution to this problem [12-14, 33].

2.2 Cross-Modality Medical Image Translation

Recent efforts have explored employing deep generative
models for medical image synthesis to impute those missing
modalities, with generative adversarial networks (GANs)
becoming one of the most popular methods [34]. The archi-
tecture of a typical GAN model comprises two components:
a generator and a discriminator. The generator aims to
mimic the distribution of real data, whereas the discrim-
inator functions as a binary classifier to discern between
synthetic and real samples through continuous optimiza-
tion. These two components are engaged in a competitive
yet mutually beneficial interaction. Many studies have uti-
lized GANs to synthesize PET images from structural MRI
scans. Hu et al. [12] introduce a bidirectional mapping GAN
that incorporates semantic information derived from PET
images into the latent space learned by GAN, to facilitate
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the utilization of both image contexts and latent vectors.
Zhang et al. [13] develop a brain PET GAN, a 3D end-to-end
framework that employs a multiple convolution U-Net [35]
generator architecture, augmented with gradient profile loss
and structural similarity index measure loss. Vega et al. [14]
employ a conditional GAN architecture that inputs a pair
of MRI and synthetic PET images into the discriminator to
determine if it is synthetic or real. A critical challenge in
training GAN models is their inherent instability, where the
generator and discriminator engage in a complex dynamic
that can be difficult to balance effectively. This often mani-
fests in issues such as mode collapse, where the generator
produces a limited variety of samples [15].

Variational autoencoder (VAE) is another type of gener-
ative model. They employ deep neural networks to first en-
code input data into a latent space with predefined distribu-
tions, optimized by maximizing the evidence lower bound
between the encoded distributions and a prior, and then
decode from this space to reconstruct the input [36]. The
integration of VAE with GANSs, known as VAEGANSs, can
further enhance its performance and has gained widespread
utilization [37]. Yang et al. [17] leverage VAEGAN to create
cross-domain and multi-contrast MR images from CT scans.
Similarly, Li et al. [16] utilize VAEGAN to generate arterial
spin labeling (ASL) images from structural MRI and demon-
strate an enhancement in diagnosis accuracy facilitated by
synthesized ASL images. While achieving notable success,
VAEs also present distinct limitations, since they are prone
to producing outputs lack of image sharpness [38]. Addi-
tionally, these models tend to suffer from posterior collapse,
where a subset of the latent space becomes redundant and
does not contribute to the data generation process [39].

Diffusion models have recently gained increasing atten-
tion in image synthesis [19, 20, 40]. They are distinguished
by their high training stability and capability to gener-
ate images of exceptional quality, offering solutions to the
challenges commonly faced by GANs and VAEs [21, 22].
A few studies have attempted to use them to synthesize
missing medical images [33, 41]. Lyu et al. [41] utilize
the Denoising Diffusion Probabilistic Model (DDPM) and
score-based diffusion model to translate MR images into
computed tomography (CT) scans, tackling output uncer-
tainty through Monte-Carlo sampling [41]. Their findings
demonstrate that diffusion models outperform traditional
convolutional neural networks and GANSs in this modality
conversion task. Xie et al. [33] employ a joint diffusion
attention model to generate synthetic PET images from
high-field and ultra-high-field MRI scans, utilizing MRIs
as a condition. However, diffusion models tend to produce
diverse outputs due to the randomness of input noise [41].
This output variability may not be advantageous for cross-
modality medical image translation where consistency and
accuracy are crucial. In particular, the outcome uniqueness
is critical in brain PET synthesis since image voxel inten-
sities convey functional measures of brain activity, such
as regional glucose consumption in FDG-PET and amy-
loid plaques in amyloid PET images [24]. In this work,
we introduce a functional imaging constraint to guide the
diffusion model toward generating more consistent outputs,
enhancing its suitability for medical image synthesis.



3 METHODOLOGY
3.1 Problem Formulation

This work focuses on synthesizing 3D brain PET images
based on structural MRI scans. We denote X ; as a 3D MR
image and X p as its corresponding 3D PET image. We aim
to train a model that can map a structural MRI to its real
PET image, denoted as f: {x € Xy }—={x" € Xp}. In the
inference phase, an MRI scan can be input to the trained
model to generate a PET image, thus helping alleviate the
modality-missing issue. Considering the diffusion model’s
high training stability and the capability to generate high-
quality images through learning Markov chain transitions
for sample generation, we propose to use the diffusion
model to synthesize 3D PET images with the guidance of
structural MRI condition, as depicted in Fig. 1. The specifics
of the proposed method are introduced as follows.

3.2 Proposed Methodology
3.2.1 Overview

As shown at the top of Fig. 1 (a), our functional imaging
constrained diffusion (FICD) framework consists of a for-
ward diffusion process that incrementally adds Gaussian noise
to the PET image, and a generative reverse denoising process
that progressively removes the noise. Given T' timesteps,
the forward diffusion process is a Markov chain, defined as:

T
q(Xp, - Xp|IXD) =] aXpIXEY, @

t=1
where ¢ is the posterior distribution, X% is the real PET
image and {X},---, X%} is the disturbed samples from
timestep 1 to 7. The distribution of disturbed samples at
timestep ¢ can be formulated with Gaussian transitions:

q(XpIXD) =N (XpVal - Xp,(1-a") 1), @)

where N (u, o) is Gaussian distribution with mean p and
variance o, while & := [[\_, a® is a time-dependent hyper-
parameter and I is the identity matrix indicating isotropic
variance. In the generative reverse denoising process, the
proposed constrained diffusion model (CDM) predicts noise
on each sample on timestep ¢ and removes it to predict
X5t from X1 iteratively, where t ~ [T,0] and X4 is the
synthesized PET at timestep ¢.

The bottom part of Fig. 1 (a) shows the architecture of
CDM, which contains three steps. 1) Input processing: At
timestep ¢, a noise scheduler NS introduces random noise
€ ~ N(0,1) into the PET image X% to create the input noisy
image X%, following the distribution in Eq. (2). This image
is then concatenated with a condition image X, and the
model is also fed with the timepoint ¢ to determine the
state of the noise scheduler. 2) Neural network learning: The
input is first downsampled, and then upsampled to produce
the output noise €, with the downsampled features inte-
grated into the upsampling, and enhanced with attention
blocks. 3) Output processing: With the predicted noise ¢,
denoised X5 ' and X is estimated through an estimator E
and a new NS. Additionally, Fig. 1 (b) depicts the inference
phase where the trained model generates a synthetic PET
image starting from pure noise (with an MRI as a condition).

Condition. To guide the synthesizing process toward a
specific output, a condition can be introduced alongside the
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input noisy image. In cross-modality image translation, the
source modality can serve as a condition to facilitate the
synthesis of the target modality. In FICD, we achieve this
by concatenating the paired MRI Xj; with the noisy PET
image, both having the same image dimension, as the input.

An alternative approach could be using the gradient
image of MRI as the condition. As proposed in [42], when
the diffusion denoising model is used to predict gradient,
it can yield a higher training efficiency. Given that PET
images typically lack distinct gradient information due to
their functional imaging nature, one can alternatively use
the gradient of MRI VX, that conveys rich anatomical
information about the brain as the condition. A comparative
analysis of this gradient-based approach with the direct use
of MR images as the condition will be detailed in Section 5.4.

Training Phase. In the training phase, instead of iter-
ating through every timestep, an intermediate timestep ¢
is randomly selected for each input subject to learn the
denoising from ¢ to ¢t —1. To achieve this, a random Gaussian
noise € ~ N(0,1) is employed to corrupt the data point
XIOD, ie., the PET scan, with the noise scheduler NS. By
reparameterizing o' in Eq. (2) [20], this corruption process
can be mathematically expressed as:

XL =vValX)+e/1—at. 3)

The corrupted data X% is then concatenated with the corre-
sponding condition, i.e., the MRI scan, to form the input for
the neural network. With the timestep ¢ embedded, the neu-
ral network outputs the predicted noise € at . A noise-level
constraint using mean squared error loss is incorporated to
encourage the estimated noise to be close to the real noise e:

Iy=-3" (e—e((Xa)' (XB)L1)°, @

where n is the training sample size, while (Xj;)? and (X5)?
denote the MRI and noisy PET data for the i-th subject.

3.2.2 Functional Imaging Constraint

In a vanilla denoising diffusion model [20], while the noisy
input is composed of the original image and input noise e,
only the predicted noise € is constrained in optimization.
Therefore, the model only receives indirect information
about the images it is tasked to synthesize, which may
not be sufficient to ensure the production of images with
voxel-level correspondence to the ground truth. Moreover,
relying solely on noise for constraints introduces uncertainty
throughout the entire framework, potentially affecting its
performance. To improve synthesis and reduce uncertainty,
we propose to use a functional imaging constraint to guide
the model training, ensuring the similarity between the
synthetic PET and the real PET image at each timestep.
Specifically, we propose to generate a synthetic PET at

the timestep ¢ through an image estimator E, which can be
achieved by reformulating Eq. (3) as follows:

o XL —V1-ate(Xp, Xb,t)

X% = : ©)

at

With the estimated PET image X% , we employ an /; loss in
this functional imaging constraint, defined as:
1

Li=—3% . _ [Xb-Xpl, (6)
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(a) Synthetic PET generated by DDPM with eight random Gaussian noise images as input
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(b) Synthetic PET generated by the proposed method with eight random Gaussian noise images as input

Fig. 2. Synthetic PET images of the same subject (ID: 002_S_4270) from ADNI [43] generated through eight separate sampling iterations by (a
DDPM [20] and (b) our FICD, with each iteration introducing new random noise. The input MRI and the ground-truth PET are displayed on the Ieft

which aims to minimize the voxel-wise discrepancy be-
tween the estimated image X% and the real PET X%. This
encourages the PET generated in the intermediate process of
the diffusion model to be close to the real one, thus helping
preserve the functional information conveyed in PET.

3.2.3 Constrained Diffusion Model

By incorporating the above-mentioned functional imag-
ing constraint, we develop a constrained diffusion model
(CDM), used in each timestep of our FICD. At timestep
t, the input of CDM contains the perturbed PET image
X% and the paired 3D MRI X, that is integrated as a
conditional variable. During training, the output of CDM
is fed into an image estimator E to generate a PET X9 (with
noise removed) to facilitate the computation of functlonal
imagining constraint. During inference (see Section 3.3),
the X% is fed into a noise scheduler with X% to generate
a denoised PET X5 (with noise removed according to
the timestep). With Eq. (4) and Eq. (6), the CDM will be
optimized by minimizing the following hybrid loss:

L=Ln+0L;. @)

The bottom part of Fig. 1 (a) illustrates the network
architecture of the CDM, consisting of three downsampling
blocks and three upsampling blocks. Each of the three
downsampling blocks contains a convolutional layer to
reduce spatial dimensions and two residual sub-blocks that
use skip connections. Each residual sub-block includes two
convolutional layers with each of them going through a
group normalization, a timestep embedding, and a short-
cut connection [20]. The timestep embedding component
projects the encoded timestep features to align with the
number of feature channels, thereby integrating the timestep
information into feature learning. The number of feature
channels increases throughout the downsampling blocks,
from 16 to 32, then to 64. To accommodate the increment
in feature channel numbers, the architecture includes two
variations of residual blocks. When the number of input
feature channels matches the output, the input and output
are summed for a skipping connection. If the output feature
channels exceed the number of input channels, a convolu-
tional layer is introduced to the shortcut connection to align
the dimensions accordingly. The three upsampling blocks
work in reverse to downsampling, enlarging image dimen-
sions while decreasing the number of feature channels.

The output from each downsampling block is concatenated
with the corresponding upsampling block to preserve image
details [35]. This architecture is enhanced by incorporating
attention blocks that perform self-attention on the learned
intermediate features, thereby emphasizing the important
features for improved model performance. Each attention
block has 8 attention heads with 64 channels [44].

3.3 Inference Phase

As shown in Fig. 1 (b), to obtain synthesized PET from MRI,
CDM is applied to remove noise from the input through
generative reverse denoising process, starting with Gaus-
sian noise € ~ N (0, 1) concatenated with MRI of matching
dimensions as the input. With the input noisy image X}
(pure noise € when ¢ = T') and the noise scheduler NS at
timestep ¢, and the estimated output X% in Eq. (5), the noise
distribution [20] at timestep ¢ — 1 can be written as:

G(XFXp, X2) = N (X5 (XD, XD),6'T), (8)

where
- vat-1(1—at) 5 Vat(l —at=1)
~tiyt w0y ._ 0 t
i (Xp, Xp) = T—af Xp+ 11— at XIZ;)
at = 1_7“(1 —ah) (10)
Co1-—at

The sample result of X% !, serving as the noisy PET input
for the subsequent iteration, can therefore be formulated as:

L <Xt _1—7t
N AR

where 2 ~ N(0,1) and o' denotes the variance [20].
Through 7" = 1,000 inference timesteps, the model grad-
ually removes noise and ultimately yields the PET image.
During inference, the randomness of noise would intro-
duce uncertainty to the output. This is a common challenge
in denoising diffusion models for medical image synthe-
sis [41]. Figure 2 shows eight outputs for the same subject,
each image synthesized by DDPM [20] and the proposed
FICD using different instances of Gaussian random noise.
From Fig. 2 (a), one can observe that each of the synthe-
sized images generated by DDPM is different. Figure 2 (b)
suggests that the synthesized images generated by FICD
have an overall resemblance, which could be attributed

Xir1 = (s, X)) %2, (1)



TABLE 1
Clinical information of subjects used in this work. Mini-mental state
examination (MMSE) and clinical dementia rating (CDR) scores are
presented as mean + standard deviation. Four types of radiotracers
are involved in PET imaging: 18F-fluorodeoxyglucose (FDG), Pittsburgh
Compound-B (PiB), 18F-flutemetamol (FLUTE), and Florbetapir (AV45).

Task| Cohort Group  Class Subject # Radiotracer MMSE CDR
Training CN 263 FDG - -
1 ‘ ADNI Test . CN 30 FDG - -
apng  Training  AD 359 FDG 23314205 429+181
Training CN 436 FDG  29.08+1.12 0.0440.19
Test pSCD 24 FDG 26754255 -
2&3 ‘CLAS'SCD Test sSCD 51 FDG  2773+215
Test pSMC 19 FDG 28954136 145+1.14
‘ADNI'SMC Test sSMC 42 FDG  29.07+0.99 0.674+0.24
Fine-tuning CN 107 PiB - -
‘ AIBL Test =~ CN 12 PiB - -
4 AL, Fine-tuning CN 128 FLUTE - -
Tet ~ CN 15  FLUTE - -
Fine-tuning CN 62 AV45 - -
‘ AIBL Test = CN 7 AV45 - -

to the proposed functional imaging constraint to reduce
output uncertainty to some extent. In addition, a common
post-processing strategy to address this issue is to employ
the Monte-Carlo (MC) sampling method [41], by repeating
the denoising process multiple times to generate multiple
synthetic outputs and using the averaged results as the final
output. This helps to further mitigate the effects of random-
ness in image synthesis. We will discuss the influence of the
MC sampling strategy in Section 5.2.

3.4

The implementation of FICD utilizes the PyTorch-based
MONAI framework [45] within a Python 3.11.5 environ-
ment and an RTX 3090 GPU (24 GB memory). The training
of FICD involves 50 epochs, and batch size is set as 2. Adam
optimizer is employed with a learning rate established at
5 x 107°. In line with [20], we empirically set the timestep T’
as 1,000 and linearly increase scheduler 1 — o' from 0.0005
to 0.0195. All 3D MRI and PET scans used for training image
synthesis models in this work are paired for each subject.

Implementation Details

4 EXPERIMENT
4.1 Subjects and Multimodal Image Preprocessing

Three cohorts are used for performance evaluation: 1) the
Alzheimer’s Disease Neuroimaging Initiative (ADNI) [43],
2) the Chinese Longitudinal Aging Study (CLAS) [46], and
3) the Australian Imaging, Biomarkers and Lifestyle (AIBL)
study [47]. This work uses baseline imaging data from the
three cohorts.

1) ADNI. A total of 856 subjects from ADNI are utilized
in this study, including 359 individuals diagnosed with
Alzheimer’s disease (AD), 436 cognitively normal (CN)
individuals, and 61 subjects identified as clinically normal
but exhibiting significant memory concerns (SMC), which
may indicate preclinical AD [48]. Among the SMC sub-
jects, based on 5-year follow-up results, 19 are identified
as having progressive significant memory concern (pSMC),
and 42 subjects are classified as stable significant memory
concern (sSMC). Specifically, as all of these subjects exhibit

6

SMC at baseline time, those who maintain SMC over a 5-
year follow-up are categorized as sSMC, while those who
progress to mild cognitive impairment (MCI) or AD during
the same period are classified as pPSMC. Among all of those
subjects, 293 CN subjects, 240 AD subjects, and all SMC
subjects have both baseline Tl-weighted structural MRI
and '8F-fluorodeoxyglucose (FDG)-PET scans available. The
remaining subjects only have MRI data.

2) CLAS. The CLAS is a de-identified database, designed
to provide information about the cognitive, mental, and
psychosocial health of older people in China. This is a joint
effort of 15 research centers located in the eastern, middle,
and western parts of China, and samples were randomly
selected from all permanent residents aged over 60 in the
2010 national census. It comprises 75 preclinical AD subjects
who self-report having significant cognitive decline (SCD)
at baseline. To be noted, SCD generally refers to the same
disease stage as SMC, with slight differences in diagnostic
standards [49, 50]. Based on a 7-year longitudinal follow-
up, 51 subjects retained SCD status, and thus, are classified
as stable SCD (sSCD). The remaining 24 subjects progress
to MCI and are identified as progressive SCD (pSCD). The
CLAS dataset exclusively contains baseline T1-weighted
MRI data but lacks PET data.

3) AIBL. The AIBL provides both MRI and PET images
from multiple sites. With the development of amyloid PET
radiotracers, the study updates the radiotracers multiple
times throughout their longitudinal study, providing PET
images of three types of radiotracers, namely Pittsburgh
Compound-B (PiB), !8F-flutemetamol (FLUTE), and Florbe-
tapir (AV45). In this work, we employ the paired baseline
amyloid PET and T1-weighted MRI from 331 CN subjects.
As detailed in Table 1, these subjects are divided into three
groups based on PET radiotracers, including 119 subjects
with PiB-PET, 143 subjects with FLUTE-PET, and 69 subjects
with AV45-PET. We manually exclude the scans that fail
during preprocessing or exhibit significantly low image
quality. Subject IDs are listed in the Supplementary Materials.

Image Processing. We utilize a standardized processing
pipeline to unify images across all datasets. For 3D MRI
scans, we apply skull stripping to each brain, normalize
image intensity, and then register the brain to the MNI
space. For 3D PET scans, we first apply skull stripping, then
linearly align each PET to its paired MRI, and finally register
the linearly aligned PET to MNI space with the deformation
matrix created by MRI registration. All MRI and PET scans
are uniformly cropped from the original dimensions (i.e.,
181 x 217 x 181 with voxel dimensions of 1 x 1 x 1) to the
dimensions of 160 x 180 x 160, to discard the uninformative
background while still keep the whole brain. The image
intensity is normalized to [—1, 1] in the training phase, and
[0,1] for computing the quantitative results.

4.2 Competing Methods

We compare the proposed FICD with six state-of-the-art
3D deep generative methods, including two GAN-based
models, two VAE-based models, and two diffusion models.

1) GAN: The architecture of GAN contains a generator
and a discriminator. The generator has a 3-layer encoder
(with convolutional channel numbers of 16, 32, and 64), six



residual blocks, and a 2-layer decoder (with deconvolutional
channel numbers of 32 and 16), followed by a final convolu-
tional layer. The filter sizes for the first and last layers in the
generator are set at 7 X 7 x 7, while all other convolutional
and deconvolutional layers use the filter size of 3 x 3 x 3. The
discriminator is equipped with five convolutional layers,
progressively increasing in channel numbers from 32, 64,
128, to 256, and 1 channel for final output.

2) CycleGAN: This model includes two generators and
two adversarial discriminators that form two branches for
MRI to PET and PET to MRI prediction. The generator has a
3-layer encoder (with convolutional channel numbers of 8,
16, and 32), six residual blocks, and a 2-layer decoder (with
deconvolutional channel numbers of 16 and 8), followed by
a final convolutional layer. The filter sizes for the first and
last layers in the generator are set at 7 x 7 x 7, while all other
convolutional and deconvolutional layers utilize a filter size
of 3 x 3 x 3. The discriminator is equipped with five convo-
lutional layers, progressively increasing in channel numbers
from 16, 32, 64, to 128, and 1 channel for final output. We
leverage the publicly available pretrained CycleGAN [51]
that translates between MRI and PET images.

3) VAE: The VAE is structured around two primary
components: an encoder and a decoder. The encoder is built
from five convolutional blocks, with the channel numbers
increasing from 16 to 256, and with the feature map size pro-
gressively decreasing. Following each convolutional block
is a residual block. The encoder’s output is then directed
through two separate linear layers for computing the mean
and variance. These are utilized for calculating the Kullback-
Leibler divergence and shaping the distribution that serves
as input to the decoder. Mirroring the encoder, the decoder
features a symmetrical architecture but in reverse order,
reconstructing the input data from the latent space repre-
sentations generated by the encoder.

4) VAEGAN: The VAEGAN [37] integrates a VAE as the
generator, alongside a discriminator for adversarial training.
Due to computational power limitation, the channel num-
bers for this model are half of that in VAE, i.e., 8, 16, 32, 64,
and 128. The discriminator has four convolutional layers,
with channel numbers 8, 16, 32, and 1 for label prediction.

5) DDPM: The DDPM [20] contains a forward diffusion
process based on a Markov chain and learns the reverse
denoising process. Similar to our method, MRI is used as
the condition in this model. The DDPM can be treated as
a vanilla framework of our proposed method. It shares a
similar foundational structure with our FICD while only
the noise-level constraint is utilized in the training phase.
To ensure a fair comparison, we maintain identical hyper-
parameters, model structures, and Monte-Carlo sampling
times in the diffusion-based models as those used in our
framework’s training throughout all the experiments.

6) LDM: This method is based on the latent diffusion
model (LDM) introduced in [52], which includes an encoder
for feature extraction from images, a decoder for image re-
construction, and a denoising diffusion model for modality
translation within the latent space. Initially, the encoder and
decoder are trained jointly across 100 epochs to reconstruct
PET images, utilizing the entire set of PET images in the
training dataset. We then use the locked weights of the
encoder to extract features from PET and MRI. Afterward,

7

we utilize the denoising diffusion model to convert MRI
latent features into PET latent features, and the decoder,
with its weights fixed as well, is applied to reconstruct the
synthesized PET images. The Monte-Carlo sampling time
here is also the same as FICD and DDPM.

4.3 Experimental Settings

Four tasks are performed in the experiments: 1) image
synthesis, 2) disease progression forecasting, 3) prediction of
future cognitive function, and 4) generalization evaluation.
For Task 1, we train the proposed FICD and competing
methods on ADNI CN subjects, and evaluate their perfor-
mance in generating FDG-PET images with ground-truth
scans available. For Task 2 and Task 3, we first use the
models trained in Task 1 to synthesize missing PET data for
ADNI and CLAS, and then perform downstream prediction.
For Task 4, we use the AIBL data, where amyloid PET
scans with three radiotracers (i.e., PiB, FLUTE, and AV45)
are available. Subject IDs can be found in Tables S1-S3 of
Supplementary Materials to facilitate reproducible research.

Task 1: Image Synthesis. To assess the quality of the
synthesized image, a total of 293 CN subjects with paired
T1-weighted MRI and FDG-PET from ADNI are used in
this task, as indicated in Table 1. Specifically, 263 subjects
are used for model training, while the rest 30 subjects are
used for testing. For diffusion models (i.e., DDPM, LDM,
and FICD), the outputs are the average of 10 times using
MC sampling strategy. We use four evaluation metrics to
assess the image quality at the 3D volume level, including
1) peak signal-to-noise ratio (PSNR), 2) structural similarity
index measure (SSIM), 3) mean absolute error (MAE), and 4)
normalized mutual information (NMI). For evaluation, the
synthesized images are padded to their original size.

Task 2: Disease Progression Forecasting. This task aims
to assess how effectively synthesized PET scans from a
generative model can aid in training a downstream model
for predicting the progression of preclinical AD. We deploy
the trained FICD and each competing method from Task 1 to
synthesize the missing PET for 119 AD subjects and 143 CN
subjects from the ADNI dataset, as well as for all the subjects
from the CLAS dataset. Given the time-consuming nature of
the process, we apply Monte-Carlo with a sampling time of
five for the diffusion-based models (i.e., DDPM, LDM, and
FICD) for this task and all subsequent ones. Following this, a
classification model is trained on all available MRI and PET
pairs, including both real and synthesized PET, to identify
AD patients from CN. The classification model incorporates
a dual-branch convolutional neural network (CNN) archi-
tecture with two branches of identical encoders for each
modality. The features extracted from these encoders are
then concatenated and subsequently fused in a transformer
self-attention module [44] for final result prediction. Driven
by the challenge of limited sample sizes in preclinical AD-
related research [43, 46], the model (trained for AD vs. CN
classification) is then used to classify between progressive
and stable preclinical AD in a transfer learning manner.
Two preclinical AD datasets are used: 1) SMC subjects from
ADNI (denoted as ADNI-SMC), who have both modalities
data, and 2) SCD subjects from CLAS (denoted as CLAS-
SCD), which only has MRI data and has PET data syn-
thesized by each method. We repeat the training phase for
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Fig. 3. Visualization of PET images synthesized by the proposed FICD and six competing methods on cognitively normal subjects from the test set

in ADNI [

this classification model five times with different random
parameter initializations and record the mean and standard
deviation results. Six evaluation metrics are used in this
task, including area under the ROC curve (AUC), accuracy
(ACC), sensitivity (SEN), specificity (SPE), balanced accu-
racy (BAC), and F1-Score (F1s).

Task 3: Prediction of Future Cognitive Function. Mini-
mental state examination (MMSE) and clinical dementia
rating (CDR) are pivotal tools in the evaluation of cog-
nitive function and are instrumental in diagnosing and
tracking the progression of neurodegenerative diseases, in-
cluding Alzheimer’s disease and other forms of demen-
tia [46, 53, 54]. Therefore, in this work, we include the task of
predicting the future MMSE and CDR scores for preclinical
AD subjects based on baseline MRI and PET. Specifically,
for the ADNI-SMC cohort, we focus on predicting cognitive
scores at 2-year follow-up, with 58 subjects having MMSE
scores available (18 classified as pSMC and 40 classified
as sSMC) and 17 subjects have CDR scores available (11
classified as pSMC and 6 classified as sSMC). For the CLAS-
SCD cohort, all the subjects have MMSE scores available
and have no CDR scores. We employ the same model
structure as Task 2 with the output layer modified for
linear regression to predict each type of cognitive score.
The training phase for this prediction model is repeated five
times with different random initializations. The outcomes of

]- The ground-truth PET images and input MRI are displayed at the bottom with the corresponding subject ID.

TABLE 2
Quantitative evaluation results achieved by the proposed FICD and six
competing methods for FDG-PET generation on ADNI, with best results
shown in bold.

Method | PSNRT SSIM MAE( NMIT

GAN 24.391840.4501  0.827940.0001  0.02524+0.0022  0.7313-0.0208
CycleGAN | 25.0409+1.0553  0.86914+0.0005 0.0236-£0.0031  0.749040.0278
VAE 26.66054+0.8572  0.8838+0.0007 0.0195+0.0022  0.7944-+0.0329
VAEGAN 26.857740.7049  0.882140.0005 0.01914+0.0021  0.8044-0.0243
LDM 26.308840.9892  0.877040.0215 0.0206+0.0026  0.8008-0.0287
DDPM 21.69554+0.6776  0.831940.0290 0.0367+0.0030  0.6929-+0.0218
FICD (Ours) | 27.8847+1.1676 0.9124+0.0239 0.0173-+£0.0026 0.8603%0.0355

these repeated training are then averaged, and we assess the
model’s predictive accuracy by calculating the correlation
coefficient (CC), root mean squared error (RMSE), and mean
absolute error (MAE) between the predicted and real scores.

Task 4: Generalization Evaluation. Amyloid PET which
shows brain amyloid deposition is another pivotal molec-
ular imaging biomarker for the investigation of dementia,
providing complementary information for FDG-PET that
measures regional glucose consumption [24]. Therefore, we
extend the application of the proposed FICD to encompass
the synthesis of amyloid PET images associated with several
commonly employed radiotracers (i.e., PiB, FLUTE, and
AV45). Specifically, for each type of radiotracer, we fine-
tune the FICD model—initially pre-trained on FDG-PET
data from the ADNI—for 7 epochs, using MRI inputs to
generate amyloid PET images. Same as the settings in FDG-
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Fig. 4. Difference maps for synthetic PET images generated by the proposed FICD and six competing methods on cognitively normal subjects from
the test set in ADNI [43]. The ground-truth PET images and input MRI are displayed at the bottom with the corresponding subject ID.

TABLE 3
Results (mean+standard deviation) of different methods in the tasks of CLAS-SCD progression prediction (i.e., pSCD vs. sSCD classification) and
ADNI-SMC progression prediction (i.e., pPSMC vs. sSMC classification) with the input of PET and MRI scans.

Method | pSCD vs. sSCD classification on CLAS-SCD

| pSMC vs. sSMC classification on ADNI-SMC

|AUC (%) + ACC (%)t SEN (%)t SPE (%)t BAC (%)t Fls(%)t |AUC (%)t ACC (%)t SEN (%)t SPE (%)t BAC (%)t Fls (%)t
GAN 60.89-£7.62 58.13£4.59 61.67-+7.17 56474337 59.07+527 48524564 |67.1247.33 60.33+4.91 65.26+7.88 58.104£3.56 61.68-£5.72 50.61+6.11
CycleGAN | 57.1143.27 5547+2.00 57.50:3.12 54514147 56.0042.29 45254245 |66.8942.30 58364245 62.1143.94 56.674+1.78 59.39+2.86 48.16:3.05
VAE 56.6245.00 52.8043.11 53.33£4.86 52.55-£2.29 5294357 41.97+3.82 |63.66+7.69 60.33+533 65.264+8.55 58.1043.87 61.6846.21 50.61+ 6.63
VAEGAN  |57.224593 54.4042.72 55.8344.25 53.7342.00 54.78-3.12 43.93+£3.34 |67.89+44.57 59.02£2.07 63.16+£3.33 57.14+1.51 60.154+2.42 48.98+2.58
DDPM 53.64-£5.64 51.73+3.62 51.67+5.65 51.76+2.66 51.72+4.16 40.66+4.45 |65.994+5.33 59.674+3.21 64.2145.16 57.62+2.33 60.91+£3.74 49.80-+4.00
LDM 57.1744.32 56.0044.46 58.33£6.97 54.90-£3.28 56.62+5.13 45904549 |68.80+552 61.64+6.36 67.374+10.21 59.05424.62 63.21+£7.41 52.24+7.91
FICD (Ours) | 63.774+2.72 58.674+2.39 62.5043.73 56.86-1.75 59.68--2.74 49.18-£2.93 |72.78-2.83 63.61£2.62 70.53+4.21 60.484+1.90 65.5043.06 54.69+-3.27

PET synthesis in Task 1, the AIBL data is partitioned into
90% for fine-tuning and 10% for test, with the detailed
subject number of each radiotracer reported in Table 1.

4.4 Results of Image Synthesis
4.4.1

Table 2 shows the quantitative results of our proposed FICD
with six other competing methods. The results illustrate that
FICD outperforms all other methods across every evaluation
metric. Notably, compared to DDPM, our method enhances
the PSNR by nearly 30% and reduces the MAE by more
than half. These improvements underscore the significant
impact of the introduced functional imaging constraint in

Quantitative Results

improving the accuracy of the synthesized images. Addi-
tionally, LDM is inferior to our FICD, which may be due to
potential information loss during its encoding process that
maps images into low-dimensional latent space. Both VAE-
based methods (i.e., VAE and VAEGAN) produce PET im-
ages that yield satisfactory quantitative results, surpassing
both GAN-based methods (i.e., GAN and CycleGAN) and
diffusion-based competing methods (i.e., DDPM and LDM).
Among the GAN-based methods, CycleGAN achieves bet-
ter results than GAN across all evaluation metrics.

4.4.2 Qualitative Results

Figure 3 compares the axial slices of PET images synthesized
by the FICD and six other methods, with the last two rows



GAN

10

CycleGAN VAE VAEGAN DDPM LDM 30 |FICD (Ours)
w 30 w 30 w 30 w 30 W 30 w 30 w
w . e acs w %) . ... . [%] v %) %]
b S Rt aa £ £ 1 R P ST YT PO LI £ LE ¥ LA 2 2 2
s g LT 2 el IT] = Tkt 2 = = =
° R ° ‘ ‘ bl © ° | ° °
L2 L 22 82 L2 L2 L2 8
L 2 ] S S S S
° . © ° el ° T °
L 18 L 18 Y 18 L 18 L 18 . o 18 0 18
e CC=0.0527 & CC=0.1084 < CC=0.1450 & CC=0.1724 & CC=0.1029 & CC=0.1107 & CC=0.1937
18 22 26 30 18 22 26 30 18 22 26 30 18 22 26 30 18 22 26 30 18 22 26 30 18 22 26 30
True MMSE True MMSE True MMSE True MMSE True MMSE True MMSE True MMSE
(a) Predicted MMSE vs. True MMSE on the CLAS-SCD cohort
w30 GAN L 30 CycleGAN w320 VAE ) L0 VAEGAN M(‘Jl W 30 DDPM W 30 LDM w30 FICD (Ours) )
2 C g 2 TIRLITIN TS il g 2 2 Y
2 % v 26 e 26 Il 226 e 2 g 2 % .23 wath
= s : = . S = = T = el
° > T | ° ° ”'1"H - to
222 8 22 2 22 222 g2 L2 S22
S S S 5 S S S
el - - -5 1 o o o
L 18 @18 gls @18 L 18 L 18 Q18
& CC=0.2391 & CC=0.3548 CC=0.3200 & CC=0.2952 & CC=0.2423 & CC=0.3204 & CC=0.3863
18 22 26 30 18 22 26 30 18 22 26 30 18 22 26 30 18 22 26 30 18 22 26 30 18 22 26 30
True MMSE True MMSE True MMSE True MMSE True MMSE True MMSE True MMSE
(b) Predicted MMSE vs. True MMSE on the ADNI-SMC cohort
5,GAN 5, CycleGAN 5 VAE 5, VAEGAN 5,DDPM 5, LDM 5 FICD (Ours)
= 4 . | = 4 = 4 % a4 %4 CC=03953 & 4 CcC=02149 X 4
(] N d (] (] (] o () (] .
- 3 " © 3 . > - 3 ° © 3 .. - 3 - 3 s 3.
5. S S — S / 5o / 5. Saf
o : o T I o : o | o |- NN
a 1) - a 1) a 1]:-. a 1, [ a1l ali-.
i . CC=0.4483 CC=0.4574 CC=0.3208 v . CC=0.3175 s’ Sl CC=0.5897
01 2 3 4 5 0 1 2 3 4 5 01 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5
True CDR True CDR True CDR True CDR True CDR True CDR True CDR

(c) Predicted CDR vs. True CDR on the ADNI-SMC cohort

Fig. 5. Scatter diagrams of cognitive scores (i.e., MMSE and CDR) predicted by different methods for CLAS-SCD at 7-year follow-up and ADNI-SMC
at 2-year follow-up, with baseline images as input. CC: correlation coefficient; MMSE: mini-mental state examination; CDR: clinical dementia rating.

TABLE 4
Results of different methods in cognitive function prediction for
CLAS-SCD at 7-year follow-up and ADNI-SMC at 2-year follow-up, with
the baseline imaging data as input.

|MMSE of CLAS-SCD|MMSE of ADNI-SMC| CDR of ADNI-SMC

Method

| CCt RMSE| MAE{| CCt RMSE{ MAE|| CCt RMSE| MAE|
GAN 0.0527 3.4817 2.7573(0.2391 3.2200 2.9941 |0.4483 1.5876 1.0944
CycleGAN [0.1084 3.3857 2.7751|0.3548 2.1290 1.9563 |0.4574 1.2650 0.9123
VAE 0.1450 3.1875 2.4738(0.3200 1.1921 1.6664 |0.3208 1.0339 0.8554
VAEGAN |0.1724 3.1571 2.4230(0.2952 2.2013 1.6909 |0.3175 1.2697 0.9756
DDPM 0.1029 3.4389 2.7417(0.2423 4.3843 3.9687(0.3953 1.0012 0.8014
LDM 0.1107 3.1838 2.4991(0.3204 4.6849 4.4609 |0.2149 1.2404 0.872
FICD (Ours)|0.1937 3.3258 2.7092|0.3863 2.4238 2.0940(0.5897 1.2320 0.9852

showing the ground-truth PET and input MRI, respectively.
We further show the difference maps of each synthetic PET
image in Fig. 4, which are generated by calculating the
difference between a synthetic PET and its ground truth.
Visualizations of these images from the sagittal and coronal
planes are available in Supplementary Material. From Fig. 3,
we can observe that the PET images generated by FICD
are distinguished by their superior quality and similarity
to the ground truth. This is particularly evident in gray
matter regions, including the temporal lobes, precuneus, and
parietal cortex. These regions exhibit typical patterns of
hypometabolism associated with Alzheimer’s disease, and
thus, accurate representation of these regions is essential for
early detection and diagnosis [24, 55, 56].

The PET images synthesized by GAN and CycleGAN
exhibit good similarity to the ground truth but with more
noticeable noise. Besides, the images synthesized by VAE
and VAEGAN generally show limited diversity, indicating a
relatively uniform output regardless of variations in the in-
put, compared with other methods. This uniformity can of-
ten be attributed to a weak association between the posterior
distribution and the model input, a phenomenon frequently
encountered in VAE [18]. This may prevent the model from

TABLE 5
Results of fine-tuning the proposed FICD to synthesize PET images of
different radiotracers from the AIBL cohort.

Radiotracer\ PSNRT SSIM?T MAE] NMIt

AV45 22.899542.73520.852740.0643 0.03194+0.0102 0.73354+0.0861
PiB 21.4160+0.99530.8093+0.0096 0.0366+0.00690.71744+0.0107
FLUTE 26.97234+1.63340.90894+0.0148 0.019440.0040 0.871740.0542

recognizing and encoding the unique characteristics of in-
dividual subjects. As a result, while the model may achieve
low quantitative errors, it lacks the specificity required for
detailed analysis of individual disease cases, compromis-
ing its utility in personalized diagnostics. Besides, VAE-
generated PET tends to be blurrier compared to those from
other methods. Among various competing methods, LDM
generates images of acceptable quality. However, it does not
preserve image details as accurately as FICD. The DDPM
produces images with brightness around the brain’s periph-
ery but a diminished representation of the brain details. The
synthesized output predominantly maintains the structure
of the input MRI, resulting in what might be considered
a PET-style MRI scan. This outcome might be attributed to
the fact that ground-truth PET data is not included in model
optimization, which also highlights the effectiveness of our
functional imaging constraint in enhancing image fidelity in
cross-modality data translation.

4.5 Results of Disease Progression Forecasting

The results of combining real and synthetic images for AD
and CN subjects and transferring their categorical infor-
mation to progressive SCD and stable SCD subjects are
presented in Table 3. From the table, we have a few ob-
servations. First, the images synthesized by our proposed
FICD demonstrate superior performance in classification
tasks across both datasets, outperforming other methods
across all evaluation metrics. These results indicate that the
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Fig. 6. Visualization of synthesized PET images using the FICD for three different amyloid PET tracers: FLUTE (top), PiB (bottom left), and AV45
(bottom right), compared with the ground-truth PET images and the corresponding input MRI scans from AIBL [47].

images synthesized by FICD more effectively capture AD-
specific features critical for analyzing AD-related diseases.

The GAN-based methods deliver generally higher re-
sults compared with VAE, although they achieve lower
quantitative results. These results align with observations
noted in the qualitative results section that GAN-based
results can also capture good brain details, although the
GAN-generated images are prone to noise. In contrast, VAE
performs less effectively in both tasks, as the synthesized
images lack sufficient discriminative information for pre-
diction. On the other hand, VAEGAN and LDM produce
comparable results, consistent with their quantitative per-
formance. DDPM, however, shows lower efficacy in these
tasks. Notably, the classification between pSMC and sSMC
in ADNI-SMC yields higher results across all synthesizing
methods than that of pSCD vs. sSCD classification on CLAS,
which could be attributed to less domain gap between the
test data and training data since they all come from ADNL

4.6 Results of Future Cognitive Function Prediction

In this group of experiments, we aim to predict future brain
cognitive function based on baseline MRI and PET, where
missing PET images are imputed through a specific method.
Table 4 shows the prediction results of two cognitive scores
and Fig. 5 shows the scatter plot of the results. From these
results, we can observe that the cognitive scores predicted
by FICD have the highest correlation with the ground truth,
on two types of clinical scores (i.e., MMSE and CDR) and
two sources of datasets (i.e., CLAS-SCD and ADNI-SMC).
These results indicate that PET images synthesized by FICD
produce the best results in predicting future brain cognitive
function using baseline neuroimaging data.

4.7 Results of Generalization Evaluation
4.7.1

Table 5 presents the quantitative results of applying FICD
to amyloid PET in AIBL with three radiotracers. Note that
FICD is initially trained on FDG-PET images from ADNI
and fine-tuned for each radiotracer. Among them, FLUTE-
PET achieves impressive results, closely paralleling those
obtained with FDG-PET. The outcomes for PiB-PET and
AV45-PET are relatively lower, which may be attributed to
less training data and inconsistencies in image quality across
different subjects in the original datasets.

Quantitative Results

4.7.2 Qualitative Results

Figure 6 shows the qualitative result of PET with the three
tracers. Aligning with previous quantitative results, FLUTE-
PET scans are synthesized with very high fidelity. The
PiB-PET scans are not as smooth as FLUTE-PET, which is
caused by the radiotracer’s characteristic that *'C for PiB-
PET has a short radioactive decay half-life (20 minutes) [57].
This introduces a degree of unpredictability to the images.
Despite this, both synthesized PiB-PET and AV45-PET scans
effectively capture detailed functional information. To be
noted, while the synthesized images consistently maintain
uniform quality, there is noticeable variability in the quality
of ground-truth PET images from AIBL.

5 DISCUSSION
5.1 Influence of Functional Imaging Constraint

We further investigate the influence of the proposed func-
tional imaging constraint by comparing the training effi-
ciency of DDPM and our FICD. According to Egs. (8)-
(11), the accurate estimate of X (i.e. X°) is essential as it
influences the inference process to get X*~!. During each
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training epoch, we calculate X° using Eq. (5) and compare it
with the ground truth. The comparison is evaluated through
PSNR, SSIM, and image-level [; loss defined in Eq. (6). The
noise-level loss in Eq. (4) of both methods is also recorded.
Since DDPM does not employ a functional imaging con-
straint in training, we compute the /; loss between its X°
and the ground truth for comparing purposes only.

Figure 7 depicts the trends in PSNR, SSIM, image-level
l1 loss, and noise-level loss throughout the training epochs
for FICD and DDPM. From this figure, we can observe
that even though the two methods have similar converging
speeds in terms of noise-level loss, their corresponding
X0 have distinct results indicated by PSNR, SSIM, and
image-level [; loss. The FICD shows rapid convergence
in metrics evaluating X 0 whereas DDPM’s convergence
is significantly slower and yields less favorable outcomes.
The findings indicate that in the absence of a functional
imaging constraint, the denoising diffusion model struggles
to produce high-quality images.

On the other hand, in Figure 2, we present the outcomes
of DDPM and FICD using different instances of random
Gaussian noise. The DDPM outputs displayed in Fig. 2 (a)

MC Sampling Time: 10

MC Sampling Time

(MC) sampling times in Task 1.

MC Sampling Time

MC Sampling Time: 15 MC Sampling Time: 20

=0.2
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Fig. 9. Synthesized (Syn.) PET images and difference (Diff.) maps achieved by FICD using varying Monte-Carlo (MC) sampling times, with ground-
truth PET images from ADNI [43] shown on the left for comparison.

Diff. Map

show significant variability among the different samplings,
in contrast to the more consistent results of FICD shown in
Fig. 2 (b). These results further suggest the benefit of inte-
grating a functional imaging constraint within a diffusion
model (as we do in FICD), which not only improves the
fidelity of synthesized images but also significantly reduces
the variability in outputs, leading to more stable results.

5.2 Analysis of Model Variability in Inference

As described in Section 3, the input for the inference phase
is a random noise concatenated with MRI, and the random
noise is updated in each timestep to generate corresponding
PET, leading to a slight difference in synthesized images.
Following [41], we incorporate Monte-Carol (MC) sampling
into our framework to mitigate this issue. We further investi-
gate the influence of varying MC sampling times on the final
synthesized PET in Task 1. The quantitative outcomes of this
analysis are presented in Fig. 8, which shows a significant
enhancement in terms of image quality as the MC sampling
times are elevated from 1 to 5. Beyond a sampling time of
5, the performance enhancements from additional sampling
become marginal. Figure 9 provides a visual comparison of
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TABLE 6
Results of preclinical AD progression prediction on subjects from two preclinical AD datasets, with different imaging modalities at baseline as input.

Modality | Training| PSCD vs. sSCD classification on CLAS | PSMC vs. sSMC classification on ADNI

Subject #

| Hblee | AUC (%) T ACC (%)t SEN (%)1 SPE (%)t BAC (%)t Fls (%) | AUC (%)t ACC (%)t SEN (%)t SPE (%)t BAC (%)t Fls (%)
MRI only 795 |56.42:44.04 51.204-4.27 50.83+6.67 51.37+3.14 51.1044.90 40.00+5.25 | 68.924-4.28 59.02+3.59 63.16£5.77 57.1442.61 60.151+4.19 48.98+4.47
MRI+Real PET| 533 |53.1243.55 50.67+2.92 50.004-4.56 50.98+2.15 50.49+3.36 39.34+3.59 | 68.70-£5.75 60.984-4.45 66.32+7.14 58.57+3.23 62.4445.18 51.431+5.45
FICD (Ours) 795 | 63.77+2.72 58.67+2.39 62.50+3.73 56.86+1.75 59.68+2.74 49.18+2.93 | 72.78+2.83 63.61£2.62 70.53+4.21 60.48-:1.90 65.50-:3.06 54.69+3.27

TABLE 7
Quantitative evaluation results of synthetic PET images generated by
the proposed FICD using MRI gradient maps and MRI scans as
conditions, with best results shown in bold.

Condition| PSNRT SSIM 1 MAE] NMIt

26.7001£0.8556 0.9018+0.0222 0.0199+0.0021 0.8333£0.0304
27.7210+1.15520.9083+0.02310.0176+£0.00260.85144+0.0347

Gradient
MRI

synthesized images produced at MC sampling times from
1 to 20. From this figure, we can observe that with the
increase in sampling times, the images gradually become
smoother and the difference between a synthetic PET and its
ground truth tends to be smaller, indicating an enhancement
in image quality. When the MC sampling time is greater
than 5, one can obtain a very stable output image with only
a limited improvement in image quality. Considering the
time-consuming nature of the inference phase, it becomes
crucial to balance the benefits of increased sampling times
against the associated computational costs.

5.3

We further investigate the influence of PET imputation on
downstream tasks by examining Task 2 outcomes across
three scenarios: 1) MRI only: when the subjects of the entire
cohort have only MRI data, 2) MRI+Real PET: when two
modalities are used but only a subset of the entire cohort
has paired real MRI and PET images available, and 3)
FICD: when the entire cohort has paired multimodal images,
with the missing PET synthesized by FICD. The results
presented in Table 6 indicate that the highest accuracy is
achieved when synthesized images are used to complete the
modalities for all cohorts, significantly outperforming other
scenarios. In cases where only real MRI and PET are utilized,
the performance is not good, which may be attributed to
the limited sample size (i.e., only 533 subjects). When only
using MRI, there’s a marginal increase in results, however,
these outcomes don’t reach the enhanced performance lev-
els achieved by our approach with synthesized PET images.

Influence of PET Imputation

5.4

We also investigate the influence of conditional inputs on
the proposed FICD. As mentioned in Section 3, in addition
to MRI, we can also apply the gradient of MRI as a condition
to FICD. Here, we compare the influence of these two types
of conditions used in FICD and perform image synthesis
(same in Task 1). The quantitative evaluation results are re-
ported in Table 7. All the experimental settings remain con-
sistent across both methods, and evaluations are conducted
with an MC sampling time of 5. From Table 7, utilizing MRI
directly as the condition yields marginally better results. The

Influence of Input Condition

Gradient Map as Condition MRI as Condition

033_S_0741

012_S_1133

ID: 018_S_4400

Ground Truth
Fig. 10. Synthesized (Syn.) PET images and difference (Diff.) maps
achieved by FICD using MRI gradient map and MRI as the condition,

Syn. PET

Diff. Map Syn. PET Diff. Map

with ground truth from ADNI [43] shown on the left for comparison.

results with the gradient of MRI as a condition are also
noteworthy and present a viable alternative to condition
FICD. Figure 10 compares the output of FICD using MRI
gradient map versus MRI as the condition. Both results
provide clear brain functional information closely resem-
bling the ground truth, while the gradient map-conditioned
results show greater image contrast.

5.5 Limitations and Future Work

Some limitations of the current study should be noted. On
one hand, in this work, the FICD is trained exclusively on
cognitively normal subjects and is utilized to synthesize
PET images across various disease categories. This may
constrain the model’s effectiveness, potentially overlooking
subtle disease-specific brain pathology. As a future work,
we could broaden its learning scope by including data with
different brain states. This could be achieved by integrating
disease-related information through category labels, or by
just inputting data spanning all categories to capture a
wider spectrum of disease-specific features. On the other
hand, another notable challenge is the extensive training
time required by the current model. On an RTX 3090 GPU
with 24 GB memory, the FICD takes around 3 hours to
train one epoch, and around 10 minutes to infer one image
with 1,000 timesteps. Future enhancements could involve
the integration of denoising diffusion implicit models [58],
which could significantly accelerate the inference phase.
This adjustment would improve the model’s efficiency and
make it more feasible for broader applications.



6 CONCLUSION

This paper introduces a functional imaging constrained
diffusion (FICD) framework for 3D brain PET image syn-
thesis from structural MRI through a new constrained dif-
fusion model (CDM). The FICD achieves stable training
by progressively adding random noise to PET images and
eventually removing noise via CDM. Incorporated with a
functional imaging constraint that ensures voxel-wise accu-
racy relative to ground-truth PET, CDM learns to predict
scheduled noise added to PET. Quantitative and qualita-
tive evaluations on a dataset of 293 subjects with paired
T1-weighted MRI and FDG-PET have demonstrated that
FICD outperforms existing state-of-the-art methods. Further
validation on three downstream tasks for brain cognitive
function prediction and amyloid PET synthesis is conveyed
involving 1,262 subjects, with results suggesting the effec-
tiveness and generalizability of the proposed framework.
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In what follows, we first visually show the synthetic PET images and difference maps generated by the proposed FICD
and six competing methods from coronal and sagittal views. Then, we present the detailed information on the studied
subjects used in this work, including (1) training and test sets in Task 1 for image synthesis, (2) two validation sets in Task
2 for disease progression prediction and Task 3 for cognitive function prediction, and (3) training and test sets in Task 4
for model generalization evaluation.

1 VISUALIZATION OF SYNTHETIC PET IN SAGITTAL AND CORONAL PLANES

We show the synthetic PET images and the corresponding difference maps in the sagittal view (Fig. S1) and the coronal
view (Fig. S2), synthesized with MRI as input by our method and six competing methods. Note that each difference map is
generated by calculating the difference between a synthetic PET and its ground truth. For comparison, their corresponding
ground-truth PET and T1-weighted MRI inputs are also displayed.

2 MORE SUBJECT INFORMATION

To facilitate reproducible research, in Table S1, we list all the subject IDs from Alzheimer’s Disease Neuroimaging Initiative
(ADNI) dataset [1] that we use for training and test the synthetic models in Task 1. In Table S2, we list all subjects from
the Chinese Longitudinal Aging Study (CLAS) [2] and subjective memory concern (SMC) from the Alzheimer’s Disease
Neuroimaging Initiative (ADNI) dataset [1] that are used in Tasks 2-3. Table S3 shows the list of the subjects from the
Australian Imaging, Biomarkers and Lifestyle (AIBL) database [3] that are used for fine-tuning and test in Task 4.
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Fig. S1. Sagittal plane of synthetic PET images generated by the proposed FICD and six competing methods (top), using MRI scans from test data
group of ADNI CN subjects as inputs. Each difference map illustrates the difference between a synthetic PET image and its ground truth (bottom).
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Fig. S2. Coronal plane of synthetic PET images generated by the proposed FICD and six competing methods (top), using MRI scans from test data
group of ADNI CN subjects as inputs. Each difference map illustrates the difference between a synthetic PET image and its ground truth (bottom).



TABLE S1
Subject IDs of the subject from Alzheimer’s Disease Neuroimaging Initiative (ADNI) dataset that are used for training and test in Task 1.

Group |

Subject ID

Training

002_S_2010 002_S_4213 002_S_4225 002_S_4262 003_S_4119 003_S_4288 003_S_4350 003_S_4441 003_S_4555 003_S_4644 003_S_4872
003_S_4900 005_S_0610 006_S_0484 006_S_0498 006_S_0731 006_S_4150 006_S_4357 006_S_4449 007_S_4387 007_S_4516 007_S_4620
007_S_4637 009_S_0751 009_S_0842 009_S_0862 009_S_4337 009_S_4388 009_S_4612 010_S_0067 010_S_0419 010_S_0420 010_S_0472
010_S_4442 011_S_0002 011_S_0005 011_S_0008 011_S_0021 011_S_0023 011_S_4075 011_S_4105 011_S_4120 011_S_4222 011_S_4278
012_S_0637 012_S_4026 012_S_4545 012_S_4643 013_S_0502 013_S_0575 013_S_4579 013_S_4580 014_S_4080 014_S_4093 014_S_4401
014_S_4576  014_S_4577 016_S_0359 016_S_4097 016_S_4121 016_S_4638 016_S_4688 016_S_4951 018_S_0043 018_S_0055 018_S_4313
018_S_4349 018_S_4399 019_S_4367 019_S_4835 020_S_0097 020_S_0883 021_S_0647 021_S_4254 021_S_4276 021_S_4335 021_S_4421
022_5_0014 022_S_0066 022_S_0096 022_S_0130 022_S_4173 022_S_4196 022_S_4266 022_S_4291 022_S_4320 023_S_4164 023_S_4448
024_S5_0985 024_S_1063 024_S_4084 024_S_4158 027_S_0074 027_S_0120 029_S_0843 029_S_0845 029_S_0866 029_S_4279 029_S_4290
029_5_4384 029_S_4385 029_S_4585 029_S_4652 031_S_0618 031_S_4032 031_S_4218 031_S_4474 031_S_4496 032_S_0095 032_S_4277
032_S_4348 032_S5_4429 032_S5_4921 033_S_4176 033_S_4177 033_S_4179 033_S_4508 035_S_0048 035_S5_4082 036_S_0576 036_S_0672
036_S_0813 036_S_4389 036_S_4491 036_S_4878 037_S_0327 037_S_0454 037_S_0467 037_S_4028 037_S_4071 037_S_4308 037_S_4410
041_S_0262 041_S_0898 041_S_1002 041_S_4014 041_S_4037 041_S_4060 041_S_4200 041_S_4427 053_S_4578 057_S_0779 057_S_0818
057_S_0934 062_S5_1099 068_S_4340 068_S_4424 070_S_4856 070_S_5040 072_S_0315 072_S_4391 073_S5_0311 073_S_0312 073_S_0386
073_S_4155 073_S5_4382 073_S_4393 073_S_4552 073_S_4559 073_S_4739 073_S_4762 073_S_4795 073_S_5023 082_S_0363 082_S_4090
082_S_4224 082_S_4339 082_S_4428 094_S_0489 094_S_0526 094_S_4234 094_S_4459 094_S_4503 094_S_4560 094_S_4649 098_S_0171
098_S_4003  098_S_4018 098_S_4050 098_S_4275 098_S_4506 099_S_0090 099_S_0352 099_S_0533 099_S_0534 (099_S_4076 099_S_4086
099_S_4104 100_S_0047 100_S_4469 109_S_0967 109_S_4499 114_S_0173 114_S_0416 116_S_0360 116_S_0648 116_S_0657 116_S_4010
116_S_4043 116_S_4092 116_S_4453 116_S_4483 116_S_4855 123_S 4362 126_S_0506 126_S_0680 127_S_0259 127_S 2234 127_S_4148
127_S5_4198 127_S_4604 127_S_4645 127_S_4843 128_S_0230 128_S_0245 128_S_0272 128_S_0500 128_S_0522 128_S_ 0863 128_S_2123
128_S_4586 128_S_4599 128_S_4607 128_S_4832 129_S_0778 129_S_4369 129_S_4371 129_S_4396 129_S_4422 130_S_0232 130_S_1200
130_S_4343 130_S_4352 131_S_0123 131_S_0319 135_S_4446 135_S_4566 135_S_4598 136_S_4269 136_S_4433 137_S_0283 137_S_0301
137_5_0459 137_S_0686 137_S_0972 137_S_4466 137_S_4482 137_S_4520 137_S_4587 137_S_4632 153_S_4125 153_S_4139 153_S_4151
153_S5_4372  941_S_1195 941_S_1197 941.S_1202 941_S_1203 941_S_4066 941_S_4100 941_S_4255 941_S_4365 941_S_4376

002_S_4270 003_S_4081 005_S_0223 006_S_4485 007_S_4488 010_S_4345 011_S_0016 012_S_1133 013_S_4616 016_S_4952 018_S_4400

Test 021_S_4558 031_S_4021 032_S_4386 033_S_0734 033_S_0741 033_S_4505 035_S_0555 035_S_4464 036_S_1023 041_S_4041 062_S_0768

068_S_4174 072_S5_4103 082_S_4208 094_S_2201 109_S_1013 128_S_4609 941_S_1194 941_S_4292

TABLE S2
Subject IDs of the two cohorts that are used in the two downstream tasks (i.e., Task 2 and Task 3) to evaluate the synthesized PET, including
progressive subject cognitive decline (pSCD) and stable SCD (sSCD) subjects from CLAS based on a 7-year follow-up, and progressive significant
memory concerns (pSMC) and stable SMC (sSMC) subjects from SMC cohort in ADNI, based on a 2-year follow-up.

Cohort | Class |

Subject ID

SMHCAQ0008 SMHCA0017 SMHCA0087 SMHCAQ0144 SMHCA0204 SMHCAO0363 SMHCA0405 SMHCA0514 SMHCAO0543
pSCD | SMHCA0638 SMHCAB009 SMHCAB023 SMHCAB033 SMHCAB126 SMHCAB127 SMHCAB132 SMHCABI138 SMHCAB257
SMHCAH045 SMHCAH051 SMHCAH129 SMHCAH182 SMHCAH311 SMHCAH337

CLAS-SCD SMHCAQ0004 SMHCA0014 SMHCAQ0015 SMHCA0020 SMHCA0028 SMHCA0031 SMHCA0093 SMHCA0133 SMHCA(0143

sSCD

SMHCA(0147 SMHCAO0185 SMHCA0186 SMHCA0211 SMHCA0230 SMHCA0250 SMHCA0262 SMHCA0396 SMHCAO0402
SMHCA0406 SMHCA0425 SMHCA0429 SMHCA0480 SMHCA0541 SMHCA0559 SMHCA0584 SMHCA0600 SMHCA0619
SMHCA0624 SMHCA0643 SMHCAB029 SMHCAB080 SMHCABI114 SMHCAB128 SMHCAB178 SMHCAB204 SMHCAB232
SMHCAH006 SMHCAH028 SMHCAH036 SMHCAH069 SMHCAH073 SMHCAH113 SMHCAH118 SMHCAH143 SMHCAH171
SMHCAH245 SMHCAH285 SMHCAH294 SMHCAH296 SMHCAH297 SMHCAH347

007_S_5265 021_S_5237 027_S_5277 029_S_5166 029_S_5219 032_5_5263 035_S_4785 041_S_5253 051_S_5285
pSMC| 051_S_5294 072_S_5207 082_S5_5282 100_S_5096 114_S_5234 126_S_5214 127_S_5132 130_S_5258 135_S_5273
137_S_4862

ADNI-SMC 002_S_5178 002_S_5230 003_S_5130 003_S_5154 003_S_5209 012_S_5157 012_5_5195 013_5_5171 020_S_5140

021_S_5177 021_S_5194 024_S_5290 027_S_5083 027_5_5093 027_S_5109 027_S_5118 027_S_5169 027_S_5170
sSMC 027_S_5288 029_S_5158 032_S_5289 033_S_5198 033_S_5259 037_S_5126 037_S_5222 041_S_5078 041_S_5097
041_S_5100 041_S_5141 053_5_5272 053_5_5296 057_5_5292 082_5_5278 100_S_5091 126_S_5243 127_S_5185
127_S_5200 127_S_5228 127_S_5266 130_S_5175 135_5_5113 941_5_5193

TABLE S3
Subject IDs of the subject from the Australian Imaging, Biomarkers and Lifestyle (AIBL) database [3] that are used for finetuning and test in Task 4.

Group

Subject ID

FLUTE-PET for Fine-tuning

24 51 78 144 147 148 149 155 161 167
420 428 464 484 496 500 533 534 618 626
774 791 811 817 818 835 845 859 875 884
1265 1278 1291 1295 1302 1303 1309 1311 1312 1332
1413 1416 1417 1418 1419 1421 1423 1431 1432 1461
1586 1587 1598

168 185 190 191 197 198 220 228 250 307 311 326 329 338 415
632 636 637 638 639 644 668 669 674 691 692 693 733 764 770
907 915 985 988 1215 1225 1228 1230 1234 1236 1237 1249 1251 1257 1258
1334 1335 1337 1339 1341 1344 1356 1361 1373 1378 1386 1392 1396 1405 1410
1483 1494 1503 1517 1520 1531 1541 1553 1563 1565 1566 1567 1569 1574 1585

FLUTE-PET for Test

| 234 313 709 786 860 1098 1218 1285 1330 1343

1360 1370 1412 1422 1564

AV45-PET for Fine-tuning

2 127 146 154 158 179 290 318 319 330
837 841 852 858 863 864 973 1024 1027 1184
1439 1441 1443 1444 1451 1454 1455 1501 1578 1588

519 535 536 565 612 670 704 708 711 725 727 760 804 805 812
1186 1187 1193 1194 1198 1214 1224 1255 1281 1283 1286 1290 1301 1304 1411
1595 1609

AV45-PET for Test

| 463 732 767 880 1192 1375 1590

PiB-PET for Fine-tuning

3 4 14 17 18 20 21 22 23 25
52 53 55 57 60 61 62 64 68 73
183 206 218 229 241 253 254 269 275 284
493 498 516 518 523 556 570 573 655 661
1147 1174 1241 1322 1355 1384 1424

26 27 28 29 33 36 38 39 40 42 43 44 46 47 50

75 80 86 8 98 105 117 118 121 123 125 134 138 156 181
287 299 314 332 335 349 355 364 367 406 411 432 434 442 445
697 698 707 737 740 778 808 868 891 914 938 1000 1001 1109 1146

PiB-PET for Test

| 16 31 59 79 270 316 382 407 529 541

867 1153




