
Adversarial Botometer: Adversarial Analysis for Social

Bot Detection

S. Najaria,b, D. Rafieib, M. Salehia,c,∗, R. Farahbakhshd

aFaculty of New Sciences and Technologies, University of Tehran, Tehran, Iran
bComputing Science Department, University of Alberta, Edmonton, Alberta

cSchool of Computer Science, Institute for Research in Fundamental Science (IPM),
P.o.Box 19395-5746, Tehran, Iran

dInstitut Polytechnique de Paris, Telecom SudParis, Evry, France

Abstract

Social bots play a significant role in many online social networks (OSN) as
they imitate human behavior. This fact raises difficult questions about their
capabilities and potential risks. Given the recent advances in Generative AI
(GenAI), social bots are capable of producing highly realistic and complex
content that mimics human creativity. As the malicious social bots emerge
to deceive people with their unrealistic content, identifying them and dis-
tinguishing the content they produce has become an actual challenge for
numerous social platforms. Several approaches to this problem have already
been proposed in the literature, but the proposed solutions have not been
widely evaluated. To address this issue, we evaluate the behavior of a text-
based bot detector in a competitive environment where some scenarios are
proposed: First, the tug-of-war between a bot and a bot detector is exam-
ined. It is interesting to analyze which party is more likely to prevail and
which circumstances influence these expectations. In this regard, we model
the problem as a synthetic adversarial game in which a conversational bot
and a bot detector are engaged in strategic online interactions. Second, the
bot detection model is evaluated under attack examples generated by a social
bot; to this end, we poison the dataset with attack examples and evaluate the
model performance under this condition. Finally, to investigate the impact
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of the dataset, a cross-domain analysis is performed. Through our compre-
hensive evaluation of different categories of social bots using two benchmark
datasets, we were able to demonstrate some achivement that could be utilized
in future works.

Keywords: Social Bot Detection, Adversarial Training, Conversational
Models

1. Introduction

Along with the development of Artificial Intelligence (AI) and since it
enters to bots like Joseph Weizenbaum’s ELIZA for emulating a Rogerian
psychotherapist, many things have changed

The utilization of these automated algorithms in social networks, com-
monly known as social bots may initially have some positive effects; however,
as time passes, their activities can become increasingly destructive.

In 2017, the average presence of bots on active Twitter accounts was
estimated to be around 15% [1], while on Facebook, it was approximately
11% in 2019 [2]. These numbers indicate a considerable share of automated
accounts on both platforms. Moreover, the presence of bots tends to increase
significantly when there are strong political or economic interests involved.
A study conducted in 2019 revealed that 71% of Twitter users discussing
trending US stocks were likely to be bots [3]. Similar results were found
regarding the presence of bots in online cryptocurrency discussions [4] and
their involvement in spreading “infodemics” during the COVID-19 pandemic
[5].

In recent years, the rapid development of new models in GenAI leads to
the emergence of powerful transformer-based bots such as Generative Pre-
trained Transformer (GPT) [6]. These advancements have enabled social
bots to engage in more complex interactions and penetrate popular discus-
sions, such as participating in entertaining conversations, leaving comments
on posts, and responding to questions [7].

In response to detrimental activities of social bots, extensive research
has been devoted to identification and mitigation of social bots. However,
a major challenge with bot detection is the poor performance of the models
under more complex circumstances, especially when a social bot employs
deceptive tactics. This is mainly because a social bot detector is considered
a fixed module without any progress, and thus the data on which the model is

2



trained on is also considered fixed [8]. This is problematic when the data that
the model is trained on fails to capture unforeseen or future patterns. Even
a small irregularity in the training data can cause the model’s performance
to drop significantly.

Evaluating the behavior of bot detection models in the presence of attack
examples generated by human-like bots is an under-researched area. This
study aims to address this gap by exploring a novel approach wherein a bot
engages in an adversarial game with a bot detection model. In this game,
where a bot automatically generates perturbations, the performance of bot
detection model can be evaluated using a process called adversarial training
[9]. In particular, we formulate adversarial scenarios in which a bot simulates
human behavior to generate attack examples. In contrast, a bot detection
model is then tasked with distinguishing between real and fake examples.
With this approach, we can effectively evaluate the behavior of bot detection
models to detect and defend against attacks by fraudulent bots.

Our evaluation, conducted on two benchmark datasets: Midterm-2018
and Cresci-2017 that includes three different categories of social bots and one
category of human users. Through analyzing the results, we have reached
some achievements that could utilize for the future works.

The main contributions of this study can be summarized as follows:

• We model a social bot as an interactive and automated conversational
model.

• To evaluate the bot detector’s behavior in a dynamic condition, we
design an adversarial game between bot detector and the bot that is
producing some adversarial attacks.

• To thoroughly evaluate the performance of the bot detector, we ran 3
different scenarios and presented our achievements, which we can use
for future work.

The rest of the paper is organized as follows. In Section 2, we review
the literature related to our work. Section 3 presents our proposed model
and scenarios and Section 4 presents our results and analysis. Finally, we
conclude the work with a discussion of some future research directions in
Section 5.
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2. Related Works

To evaluate the performance of the bot detection module when faced with
a complex social bot that mimics human behavior, it is important to have an
overview of generative bots and the bot detectors. Therefore, we will discuss
them in the following sections.

2.1. Bot Generation

As automated computer programs, bots have existed in various forms
since the early days of computers. These forms range from those controlled
by humans, such as spam generators [10], to fully automated algorithms like
chatbots. Advances in natural language processing, particularly the use of
simple neural networks and transfer learning-based models [11], have enabled
bots to engage with real users and generate text that closely resembles human
text. This has led to a major challenge in distinguishing between content
generated by bots and content created by humans [12].

One type of automated generative models that is designed to behave like
a human is a dialogue model [13] . This is a model that is able to capture the
structure and meaning of conversations between two entities, typically a user
and an interactive computer system. Dialogue systems can be categorized
into two main classes [14]: task-oriented and non-task-oriented (also referred
to as open-ended conversational agents). Task-oriented dialogue systems are
developed to accomplish specific tasks, whereas non-task-oriented systems
are more versatile and capable of engaging in broader and more general
conversations. A widely adopted approach for constructing dialogue models
is the utilization of a sequence-to-sequence model [15]. This model comprises
an encoder component responsible for mapping the input sequence to an
intermediate vector, and a decoder component that generates a response
utilizing the hidden state of the encoder and the intermediate information
obtained.

In the recent decade, Generative Adversarial Network (GAN) as a gener-
ative model designed for sequential data such as image generation [16], some
later they were adapted to process discrete and textual data. SeqGAN is
an example of a GAN, which has been specifically adapted for text genera-
tion [17]. Here, both the generator and the discriminator work together to
improve the quality of the text produced by the generator. The generator
makes decisions at each time step to maximize expected rewards, which are
determined by the discriminator. [17].
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As the goal of this paper is to analyze the behavior of bot and bot de-
tection in a tug-of-war, we utilized the dialogue models beside SeqGAN to
design some competition scenarios based on.

2.2. Bot Detection

In general, contributions to analyze the bot detectors behavior could to
fall into two main categories: feature-based and model-based approaches.

In Feature-based category, social bots are identified by some simple and
well-known machine learning models, such as Random Forest and Support
Vector Machine, by analysing a set of behavioural features extracted from the
input dataset [18, 19, 20], directly. Thus, the performance of these models
are more dependent on the features selected.

Features can be divided into two main classes: content-based and user-
based. Content-based features focus on the content of the behaviour-based
post, including the text of a tweet or linguistic annotations such as part-
of-speech tags [21]. User-based features, on the other hand, are based on a
user’s profile, behavior [22], and connections to other users in the network
[23].

In another category, models are improving to extract more informative
features from the original contexts. Recently, some models such as deep
learning-based techniques have emerged that attempt to improve social bot
detectors by automatically extracting features and feeding them into a deep
neural network that enables the extraction of more informative feature vec-
tors. By using multiple layers of interconnected neurons, deep learning mod-
els can capture intricate patterns and representations in the data, leading to
more effective feature extraction [24].

Long Short-Term Memory (LSTM) and Convolutional Neural Networks
(CNN) are popular neural network architectures that have achieved successful
results in tasks such as bot detection [25, 26, 27]. In this area, a novel
deep neural network model named RGA (ResNet, GRU, and Attention) is
developed to address the task of detecting social bots. The RGA model
combines the power of a residual network (ResNet), a bidirectional gated
recurrent unit (BiGRU), and an attention mechanism [28]. These methods
often represent the raw text as a vector and use pre-trained linguistic models
such as Global Vectors for Word Representation (GloVE [29]) to encode
initial features.
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2.3. Existing Research GAP and Objective

With the advance of bots through recent developments in genAI, there is
a pressing need for powerful social bot detection methods in social networks
to understand better the influence and impact of these bots and develop
effective countermeasures [30].

As previous studies have shown, there is a lack of effective studies to
evaluate social bot detection methods when confronted with intelligent bots
that attempt to deceive the detectors. This was a strong incentive for us to
take a new perspective and try to address this problem in more detail.

Most of the previous studies use the GAN framework to augment the
lower class data such as bot [31], fake reviews [32], or spam [33] to make
the detectors stronger. Here, we would like to use GAN not as an auxiliary
module but as an adversary module to design a game between bot and bot
detector to analyze their behavior and strength under dynamic conditions.

Specifically, we use GAN to extend the bot class not by bot-like samples,
but to include examples generated by human or human-like models: Human-
like examples are generated by the adversarial bot (pre-trained on the class
bot and fine-tuned on the class human), which knows the bot detection results
as feedback. This extension will allow the evaluation of bot detection models
in terms of their ability to distinguish between bots and humans in more
complex states. In this study, we focus on evaluating the effectiveness of bot
detection models in the presence of attack examples produced by generative
model.

3. Proposed Method: Adversarial Botometer

In this part, we have review the proposed scenarios.

3.1. Scenario 1: Adversarial Game between bot and bot bot detection

Figure 1 presents an overview of our proposed framework, which entails
the design of an adversarial game between a bot and bot detection model.
In this setup implemented by GAN, the bot is responsible for generating
samples that resemble human behavior. On the other hand, the bot detec-
tion model tries to distinguish between the patterns generated by the bot
and those generated by humans. Through this adversarial interaction, the
generative model seeks to improve its ability to generate samples that are
indistinguishable from those generated by humans, while the discriminator
aims to accurately identify bot-generated samples.
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Figure 1: Proposed Adversarial Game

To design this synthetic game, it is first necessary to specify a generative
model that plays the role of the bot, and a discriminator model that plays the
role of the bot detector. As shown in the previous section, there are a wide
range of models to do this selection. Here, we select the Seq2Seq model as
the generative model and the Contextual-LSTM as the discriminator model
for several reasons:

• Bot Generation: Seq2Seq Model

With the growth of bots through recent developments in GenAI, the
recent social bots are not rigid generative models; rather, they are able
to interact with other users, mimic their behaviour. To address this,
we chose the seq2seq model as the basis for dialogue models.

• Bot Detection: Contextual-LSTM

Since in our problem a bot tries to generate text like a human, the
generated content is text. As the text is sequential data and LSTM is
known to be the best example of DL-based models for sequential data,
we chose Contextual-LSTM as the basis for text-based bot detectors.

7



The training phase for the bot and bot detection models consists of two
main steps: Pre-training, and Adversarial-training.

3.1.1. Pre-training Phase

In the context of dialog settings, our main focus is on generating answers
to questions or comments based on observed posts. To achieve this, we use
a sequence-to-sequence model consisting of an encoder and a decoder.

The encoder component captures an encoded representation of the input
question or comment to help the model to understand the input and extract
relevant features. The decoder component takes the encoded representation
from the encoder and generates a response, in return.

Formally speaking, given a corpus of message pairs (S,R) where the
source message S, consists of tokens s1, ..., sn and the response (target) mes-
sage R, consists of tokens r1, ..., rm, the bot is trained to maximize the total
log likelihood of observed target messages, given their respective source mes-
sages: ∑

(S,R)

logP (r1, ..., rm|s1, ..., sn) (1)

Here, the goal of decoder D is to find an approximated distribution of train-
set conditioned on generator parameter θ, and initial source S. Then, the
decoder produces each token of samples based on preceding ones as shown
in eq.2.

Dθ(R1:T |θ, S) =
∏

t:1,2,...,T

Dθ(rt|r1:t−1, θ, S) (2)

As illustrated in Figure 1, the bot detector takes two types of inputs:
fake targets generated by the generative model, or real ones selected from
the target dataset. Given a corpus of pair message (S,R), score y = 1 if
R was sampled from the training data and y = 0 otherwise, this model is
trained to maximize the probability of correct labeling as follows:∑

(y,S,R)

logP (y|s1, ..., sm, r1, ..., rn) (3)

3.1.2. Adversarial Training

During the adversarial training phase, the goal is to generate samples
that have higher realism, resulting in higher rewards. Here, a mismatch
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arises between the generative bot that produces sentences token by token
and the discriminator model that evaluates the entire generated sequence.

To solve this problem, several approaches have been proposed previously.
One effective method is to use a Monte Carlo Search Tree (MCST). MCST
uses a tree-based search algorithm that explores the potential upcoming se-
quences [17]. The signaling feedbacks obtained from the discriminator can
then be propagated backwards to the generator. The minimax objective
function of this adversarial game could be as follows:

minB maxBD(E(s,r)∼P(S,R)
logBD(r) + log (1 −BD(B(r|s))))

(4)

Here, B and BD demonstrate the bot and bot detector models, respec-
tively. B generates samples satisfying PB(r|s); where, the generator B as
the bot generate sample r selected from the response set R and given s se-
lected from the source set S. Practically, we use a Long Short Term Memory
(LSTM) to generate words, where each recurrent unit has embedding size 25,
hidden dimension and a batch size of 64.

In this game, the bot detector (BD) provide a feedback to the bot (B).
This feedback serves as an indicator of the bot’s success or failure in fooling
the bot detector. Based on this information, the bot regulates its generation
strategy and produces more patterns, which are then sent to the bot detector
for evaluation. This iterative process continues in a loop, forming a dynamic
game between the bot and the bot detection model. Algorithm 1 provides
more details about the process of this game.

As shown in Algorithm 1, the proposed framework first normalizes and
pre-processes inputs [25] in order to prepare tweets for input to the LSTM
network. This pre-processing phase involves removing punctuation, tokenz-
ing the tweets using the methods from Global Vectors for Word Representa-
tion (GloVE) [29]

We evaluate this framework through both live and offline adversarial
game, and the results are reported in the next section.

3.2. Scenario2: Data Poisoning

To assess the effectiveness of our bot detection model on a more com-
plicated dataset that include examples of attacks, we adopt two distinct
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Algorithm 1 Adversarial game of bot and bot detection models.

Require: Bot detector BD, Bot B, Dataset X containing pairs of (s, t), as
a symbol of (Source, Target)
Initialize B, BD parameters with the random weights
Pre-process and tokenize pairs (s, t) available in X
Pre-train B and BD
for Training Iterations do
for BD-training-steps do

Sample t from the dataset X
Sample t̂ ∼ B(s)
Update BD using (t) as positive sample and (t̂) as negative sample
using Eq. 3

end for
for B-training-steps do

Sample (s,t) from the dataset X
Sample t̂ ∼ B(s)
Update BD using (t) as positive sample and (t̂) as negative sample
and use output of BD as reward BD(B(s)) in Eq. 4
Update B using defined objective function in Eq. 4

end for
end for
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approaches. Firstly, we can select attack examples directly from the dataset
itself. Alternatively, we can generate attack examples by simulating bot be-
havior using the GAN framework.

In the first approach, we examine the existing dataset and specifically
identify instances that illustrate attack behaviors. These examples may in-
volve various forms of malicious activities, such as spamming, misinformation
propagation, or coordinated manipulation. By incorporating these attack ex-
amples into our evaluation, we can evaluate the robustness and accuracy of
our bot detection model in detecting and classifying these malicious behav-
iors.

The second approach is to generate attack patterns by simulating the
behavior of the bot. Using the GAN technique and methods described earlier,
we can simulate the actions and patterns of bots involved in attacks. By
generating synthetic attack patterns, we can create a controlled environment
to comprehensively evaluate the performance of our bot detection model in
identifying and distinguishing between normal user behavior and malicious
bot behavior.

Both approaches provide valuable insights into the effectiveness of our
bot detection model in processing complex datasets of attack patterns. By
combining real-world attacks with simulated attack scenarios, we can thor-
oughly evaluate the model’s capabilities and improve its ability to detect and
mitigate various forms of bot-driven attacks.

3.3. Scenario3: Domain and Model Explanation

To comprehensively evaluate the textual distinctions among social bots,
we carried experiments on 14 NLP features extracted from each class of so-
cial bot datasets. These features included mention count, hashtag count,
stopwords count, word count, unique word count, quoted word count, char-
acter count, sentence count, capital character count, capital word count,
unique-to-total word ratio, average sentence length, average word length,
and stopword-to-total word ratio.

In order to assess the significance of these features in prediction, we em-
ployed SHAP (SHAPley Additive Explanations) values to reverse-engineer
the output of the predictive algorithm. This involved training the bot detec-
tion model on the aforementioned features from the three distinct classes of
social bots. Subsequently, we evaluated the model’s performance by testing
it on the corresponding test set.
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Table 1: Dataset - Cresci 2017 [34] and Midtrerm 2018 [35] .

Dataset Label # Tweets # Conversations

Cresci2017

Human 39,264 (38,516 , 748) 16,967 (16593, 374)
Bot1-Political 3810 (1,054, 2,756) 1778 (400, 1378)
Bot2-Financial 932 (932, 0) 434 (434, 0)

Bot3-Commercial 430 (176, 254) 200 (73, 127)
Bot(Bot1+Bot2+Bot3) 5172 (2,162 , 3,010) 2,412 (907, 1,505 )

midterm-2018
Human 8,092

Bot 42,446

By utilizing SHAP values, we gain insights into the importance and con-
tributions of each feature towards the model’s predictions. This analysis
enables us to understand the relative influence of different textual character-
istics on the bot detection process. Through this approach, we can identify
the key indicators and linguistic patterns that distinguish the various classes
of social bots, further improving the effectiveness of our detection model.

4. Experimental Results

4.1. Datasets

In this study, we use a dataset of Twitter platform that serves as a refer-
ence point for spambot detection [34]. This dataset includes two categories
of accounts: genuine accounts and social bots. The genuine accounts man-
aged by humans and social bots handeling by bots are divided into three
subgroups: political bots (referred to as social spambots 1), financial bots
(referred to as social spambots 2), and commercial bots (referred to as so-
cial spambots 3). To identify the political bots, we analyzed their activity
of retweeting posts related to an Italian political candidate. The financial
bots were identified as those responsible for spamming paid mobile apps.
Finally, the commercial bots were identified as spammers promoting prod-
ucts on Amazon.com. We named these subgroups according to their main
functions.

Here, we have extracted the conversations based on done replies on tweets
by using the in reply to status id parameter available in the dataset. The
statistical information of the Cresci’s dataset is summarized in Table 1. To
prepare the dataset, we extracted Tweet-Retweet and Tweet-Reply relation-
ships between users based on human-human and bot-bot interactions avail-
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able in the dataset. Also, we used the midterm dataset that is filtered based
on political tweets collected during the 2018 U.S. midterm elections [35].

Figure 2: Training procedure of bot in the context of GAN (Perplexity vs. Cosine similarity
of generated samples to the real ones

4.2. scenario 1

To gain insight into the behavior of our models and identify areas where
performance degradation occurs and finally propose solutions, we carried
adversarial training.

We used dialogue models to generate responses as a social bot, considering
the context of ongoing conversations. On the other hand, we used a Contex-
tual LSTM bot detection model to distinguish between machine-generated
(social bots) and human-generated examples.

In our adversarial scenario, our first goal was to evaluate the generative
model’s ability to produce samples that closely resembled real samples. We
focused on evaluating how well the generated samples reproduce the features
and patterns observed in the genuine data.

By comparing the generated samples to the real ones, we were able to
determine the truth and realism of the generative model results based on
GAN framework. This evaluation was important in determining the model’s
ability to reproduce the nuances and subtleties of the genuine data. It served
as a fundamental benchmark for measuring the performance and accuracy
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(a) Bot detection Loss
(b) Rewards received from the bot detector to
the bot

Figure 3: Training procedure of bot detection in the context of GAN.

of the generative model and provided valuable understanding into its capa-
bilities. Figure 2 shows the result of this evaluation. The x-axis represents
the number of training iterations for the generator model, while the y-axis
represents the perplexity of the generated samples and the cosine similarity
between the generated and actual samples. As can be seen in the figure, the
cosine similarity between the generated samples and the real ones increases
with the training of the bot model and the complexity of the bot decreases.
This is to be expected as the generative model gets better at generating
samples that can fool the discriminator model.

Figure 4: Training speed of bot and bot detection in the context of GAN
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Our next goal is to quantify the fluctuations of the bot detector druring
the adversarial training process. Figure 3 shows the loss and the rewards
that the bot detector sends to the bot throughout the training process.

By analyzing the loss and reward curves, we represent the performance of
bot detector model and its ability to discriminate human and bot-generated
samples.

The observed decreasing loss of the bot detection model in the context of
GAN demonstrate its improvement during training. As the model optimizes
its parameters, it becomes more skilled at discriminating between samples
generated by social bots and those generated by humans. This indicates a
positive trend in the model’s ability to accurately detect machine-generated
samples.

According to the GAN concept, the increasing signal rewards received to
the social bot suggests that the bot detection model is improving at iden-
tifying and classifying bot-generated samples. So, the improvement in the
bot detection is a direct consequence of the training process in the GAN
framework.

Here, we modeled a GAN-based game between bot and bot detection
models. As shown, each of bot and bot detection models (traind on the bot
dataset) are working right like the generative and discriminator models in
the context of GAN.

Now, we evaluate the training speed of the bot and bot detection models
based on their training process in the designed competition. Earlier in the
evaluation of bot detector’s performance 3 it can be observed that although
the reward increases and the loss decreases, the plots in the later iterations
exhibit smoother slopes. This trend suggests that the bot detection model
encounters difficulty in extracting substantial information from the generated
samples during these iterations. Moreover, the training loss of two models
are compared in Figure 4. Here, it is obvious that the training speed of
the bot outperforms the performance of the bot detector model. In fact,
the comparison of the loss values confirms the faster training speed of the
generative model, indicating that it can outperform the bot detection model
in terms of training efficiency.

Achievement 1: In the GAN framework, a weak discriminator can be
the reason of the other problems such as collapse mode, which can be solved
by replacing autoencoders [36], Energy-based GANs [37] or a strong cost
function [38].

Since the behavior of the bot and the bot detector on the human-bot data
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(a) Bot1-Political (b) Bot2-Financial (c) Bot3-Commercial

Figure 5: Probability distribution of three classes of social bots for attack examples selected
from data.

is the same as the behavior of the generative and the discriminator models
in the GAN context, we can use the solutions of the powerful discriminators
proposed in the GAN framework for the bot detection method, too.

4.3. scenario 2

In this part, we evaluate the bot detection model based on the attack
examples poisoned to the dataset based on two different scenarios: attack
examples are pinching from the human dataset or generating by a social bot.

4.3.1. Attack examples are pinching from the human’s dataset

In social networks, bots can use deceptive tactics by spreading content
written by humans and making other users believe that it comes from a real
person. In this evaluation phase, we focus on evaluating the ability of our
bot detection model to identify repeat bots that use this strategy on social
media platforms.

Bots can use various strategies to mimic human behavior, as mentioned
earlier. They can adapt their actions based on the performance of bot de-
tection models and specifically target examples where they are less likely to
be detected. In this experiment, we specifically select examples with a low
probability of detection to evaluate the effectiveness of the model in detecting
these deceptive behaviors.

The results presented in Figure 5 show the probability distribution be-
tween three classes: human, bot, and attack examples. The attack examples
are derived from the human class and placed in the bot class to simulate
deceptive behavior. As expected, the detection probability differ among the
three models trained on different types of bots during the training and testing
process. Figure 5 shows that detecting attack examples within the bot class
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(a) Bot1-Political (b) Bot2-Financial (c) Bot3-Commercial

Figure 6: Probability distribution of three classes of social bots for attack examples gen-
erated in adversarial games.

is more difficult for the model trained on commercial bots than for the mod-
els trained on political and financial bots. Furthermore, the model trained
on financial bots shows greater difficulty in detecting attack examples than
the model trained on political bots.

Achievement 2: These results show that attack example detection
varies in difficulty across different types of bots. Attack example detec-
tion confirm to be more difficult for the model trained on commercial bots,
followed by the model trained on financial bots, while the model trained on
political bots performs comparatively better.

4.3.2. Attack examples are Generated Human-like samples

To generate examples that mimic human behavior, we used a generative
model trained in an adversarial game, treating it like a bot. These generated
examples that resembled human-like interactions were then included in the
bot class. A classifier was then used to evaluate the likelihood that these
examples belonged to either the bot or human class.

The probability distribution of the bot, human, and attack examples is
shown in Figure 6c. The results reveal interesting patterns. Models trained
on bot examples from the political and financial domains have difficulty dis-
tinguishing attack examples from human examples, resulting in predictions
that are close to the human class. However, when the generated examples are
input to the model trained on commercial bot examples, it exhibits a higher
probability of categorizing them as belonging to the bot class. This indicates
that the model trained on commercial social bots performs relatively worse
than the models trained on political and financial bots.

Achievement 3: These results suggest that the model trained on com-
mercial bots has difficulty in accurately detecting and distinguishing attack
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(a) Political bot (b) Financial Bot (c) Commercial Bot

Figure 7: Explain bot detection model based on 14 NLP-based features.

samples from human samples, in contrast to the models trained on political
and financial bots. The differences in performance suggest differences in the
effectiveness of the models in detecting deceptive behaviors and highlight the
need for further analysis.

4.4. Scenario3

In this section, we will take a closer look at the textual characteristics
of the three different classes of social bots and examine their differentiating
features in more detail.

Figure 7 illustrates the relationship between the SHAP values and the
prediction performance, with the horizontal axis representing the SHAP value
and the color of the points indicating the relative values of the observations
compared to those with higher or lower values.

The analysis shows that not all features have the same importance in
prediction. For example, the number of mentions has a negative effect on
prediction performance when its value is higher. Vice versa, lower mention
count values have a positive effect on prediction performance for all three
types of social bots.

In the case of political bots, the stopword to total word ratio feature
displays a negative impact when its value is higher, while lower values have
a positive impact on the prediction. On the other hand, this feature appears
to be less significant for financial and commercial bots compared to other
features. Consequently, it may be feasible to exclude this feature during the
pre-processing step, given its relatively lower importance.
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Figure 8: Accuracy values for cross-data analysis.

Furthermore, the results highlight the similarity between the features as-
sociated with financial and commercial bots, while political bots show distinct
behavioral characteristics in these identified features.

Achievement 4: This analysis provides valuable insights into the im-
portance and influence of different features on the bot detection model’s
predictions. By understanding the diverse impacts of these features, we can
clarify our pre-processing steps and improve the overall accuracy and perfor-
mance of the bot detection model, particularly when distinguishing between
different types of social bots.

There have been some studies that aim to conduct a cross-domain analy-
sis, in which the goal is to evaluate the generalization of a model by training
it on a dataset from one domain and testing it on a dataset from a different
domain[35]. To further assess the performance of a text-based classifier, we
performed an evaluation where the classifier was trained on the human class
and a specific social bot, and then tested on a human test set and another
social bot. The outcomes of this evaluation are shown in Fig. 8.

The results demonstrate that the model exhibited poor performance when
predicting the political social bot using a model trained on the commercial
bot. This lack of accuracy can be attributed to the lowest correlation between
the two domains. On the contrary, the model performed relatively similarly
when predicting the commercial and financial bots using a model trained on
the political bot, or when predicting the political bot using a model trained
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(a) Probability distribution for class bot (b) Probability distribution for class human

Figure 9: Model Comparison - The Probability distribution of two class bot and human
in different models.

on the political bot itself.
This results indicate that the prediction of political bots using models

trained on commercial and financial bots yields a higher accuracy. However,
when the model trained on the financial bot is tested on the same dataset,
its accuracy is lower compared to the other bot datasets. This discrepancy
may be attributed to the fact that the model trained on the financial dataset
exhibits better generalization capabilities, while the models trained on the
commercial and political datasets are more prone to over-fitting on the train-
ing set, resulting in worse performance in different circumstances.

Also, these findings suggest that the classifier may be more effective at
predicting political bots using models trained on commercial and financial
bots. However, it may not generalize well to other scenarios or domains.

Achievement 5: Here, our findings indicate that the classifier may not
be highly effective in accurately predicting social bots from different domains.
The divergent characteristics and behaviors exhibited by social bots in dif-
ferent domains pose challenges for the classifier in effectively capturing and
distinguishing their distinguishing features.

4.5. Comparison

In this section, we have evaluated the effectiveness of four different ap-
proaches.

Since the generation of word embeddings from Bidirectional Encoder Rep-
resentations from Transformers (BERT), a pre-trained language model, is
an efficient technique, we used this method together with neural networks.
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Table 2: Dataset Comparison - Cresci 2017 [34] Vs. Midtrerm 2018 [35] (Cresci/Midterm).

Model Accuracy AUCROC
Default 0.915/ 0.825 0.971/ 0.588
CNN 0.893/ 0.799 0.962/ 0.704

LSTM 0.819/ 0.825 0.902/ 0.522
NonLinear 0.875/ 0.825 0.951/ 0.523

Therefore, we used four models for comparison: CNN, LSTM, Nonlinear and
Default. The default model relies exclusively on BERT for predictions.

Fig 9 shows the probability distribution of two classes, bot and human,
for the Cresci dataset. It is noticeable that the probabilities for the bot class
tend towards 1, while the probabilities for the human class tend towards 0.
The default model has the highest distribution for both classes, followed by
the CNN, LSTM and Nonlinear models in successive order. Table 2 shows the
performance of these four models in two datasets, Cresci-2017 and Midterm-
2018, confirming the previous results.

5. Conclusions

This research employed a synthetic adversarial game to assess the effec-
tiveness of text-based social bot detection methods in different scenarios. The
focus was on evaluating the performance of generative models in generating
attack examples that mimic human textual behavior. The findings revealed
that these detection methods exhibit varying levels of strength across differ-
ent types of social bots, with performance variations based on the specific
domain and content generated by the bots.

In future works, the aim is to conduct more extensive bot detection mod-
els based on this works achievements. By gaining deeper insights into the
behavioral patterns of social bots, the research aims to enhance the perfor-
mance of detection models. This will involve refining the understanding of
bot behavior and exploring novel approaches to improve detection accuracy
and effectiveness.

By addressing the limitations identified in this study and further inves-
tigating the complexities of social bot detection, the research endeavors to
advance the field and contribute to the development of more robust and
reliable methods for detecting and combating social bots.
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