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Abstract

Topic pages aggregate useful information about
an entity or concept into a single succinct and
accessible article. Automated creation of topic
pages would enable their rapid curation as in-
formation resources, providing an alternative
to traditional web search. While most prior
work has focused on generating topic pages
about biographical entities, in this work, we
develop a completely automated process to gen-
erate high-quality topic pages for scientific en-
tities, with a focus on biomedical concepts. We
release TOPICAL, a web app and associated
open-source code, comprising a model pipeline
combining retrieval, clustering, and prompting,
that makes it easy for anyone to generate topic
pages for a wide variety of biomedical entities
on demand. In a human evaluation of 150 di-
verse topic pages generated using TOPICAL,
we find that the vast majority were considered
relevant, accurate, and coherent, with correct
supporting citations. We make all code pub-
licly available and host a free-to-use web app at:
https://s2-topical.apps.allenai.org.

1 Introduction

The automatic generation of topic pages is a long-
standing goal of the NLP community (Balasubra-
manian and Cucerzan, 2009, 2010a,b; Pochampally
et al., 2021). In contrast to web search results—
displayed as ranked lists of hyperlinks with short
text snippets across many pages—topic pages ag-
gregate useful information about various aspects
of an entity or concept in a single, concise loca-
tion. Scientific topic pages (Wodak et al., 2012;
Azarbonyad et al., 2023) apply this thinking to sci-
entific concepts by aggregating information from
the primary literature to produce succinct and ac-
cessible summaries useful to both experts and non-
experts alike (Figure 1). Among other things, high-
quality scientific topic pages hold the promise of:

∗Work performed during internship at AI2

Obesity Paradox

The Obesity Paradox refers to the counterintuitive observation 
that overweight and obese individuals may have better survival 
rates in certain chronic diseases compared to their normal-
weight counterparts (29852198). 

The Obesity Paradox has been observed in a variety of chronic 
diseases including heart failure, coronary artery disease, atrial 
fibrillation, stroke, and even certain types of cancer 
(29852198, 32124408, 35087875, 27475805, 33160753). 
This phenomenon has been associated with improved survival 
rates, particularly in overweight and class I obesity, and less 
pronounced in more severe or morbidly obese populations 
(29981771). However, the Obesity Paradox remains 
controversial due to potential confounding factors such as the 
crudeness of Body Mass Index (BMI) as an obesity measure, 
retrospective nature of most studies, and differences in co-
morbid conditions and disease characteristics (32124408, 
27475805). Furthermore, recent studies suggest that 
cardiovascular fitness, rather than weight loss alone, influences 
the relationship between obesity and mortality in those with 
established cardiovascular diseases (36481212). 

Future research should focus on addressing these 
methodological concerns and exploring the potential biological 
mechanisms underlying the Obesity Paradox (27475805). 

Figure 1: Example of a scientific topic page generated
by our system. Citations are provided as hyperlinks to
PubMed articles and denoted by their PMID. The topic
page is divided into the definition statement, main con-
tent, and future directions and open research questions.

1. Helping manage the torrent of scientific lit-
erature. A staggering amount of scientific in-
formation is published daily. In biomedicine
alone, nearly 4,000 papers (>2 per minute) are
deposited in PubMed or bioRxiv each day, lead-
ing to a general state of “information overload”
(Landhuis, 2016; Hope et al., 2023). Automat-
ically generated topic pages allow researchers
to quickly familiarize themselves with an area
and its most active research directions, while ci-
tations to source articles provide an entry-point
into the literature for in-depth exploration.1

2. Improving the accessibility of scientific texts.
Encyclopedic resources like Wikipedia contain

1Topic pages generated by our system provide citations to
highly relevant primary literature. See §3.2 for details.
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descriptions for a small fraction of scientific con-
cepts (King et al., 2020). Therefore, non-expert
readers may turn to the primary literature for
information (August et al., 2022), e.g., a pa-
tient or caregiver wishing to learn about a new
drug or rare disease. However, most scientific
text assumes extensive background knowledge
that a non-expert reader is unlikely to possess
(Portenoy et al., 2021; Murthy et al., 2022). Auto-
matically generated topic pages hold the promise
of improving the accessibility of scientific texts,
both by providing an alternative to the primary
literature and by serving as a resource to help fill
in the gaps in a reader’s background knowledge.

In this work, we develop a fully automated pro-
cess leveraging large language models (LLMs) to
generate high-quality scientific topic pages, with
a focus on biomedical topics (§3). Our solution is
available as an easy-to-use and publicly available
web app (§4), and associated source code.2 We val-
idate the quality of TOPICAL via extensive human
evaluation on 150 diverse biomedical terms from
the MeSH3 hierarchy (§5) and find that the vast
majority of topic pages are rated as relevant, accu-
rate, and coherent, with correct citations to primary
sources (§6).

2 Related Work

Topic page generation Topic page generation
is usually framed as a topic-focused, open-
domain multi-document summarization (MDS)
task (Giorgi et al., 2023). Most prior work is con-
cerned with generating Wikipedia-like pages for
general-domain entities and concepts (often bio-
graphical in nature). Early work clustered the web
search query logs for an entity of interest to deter-
mine its various aspects, used each aspect cluster
to retrieve and rank relevant sentences, and then
re-organized the retrieved sentences for coherence
to produce a bullet-list style topic page (Balasubra-
manian and Cucerzan, 2009, 2010a,b).

More recent work—also focused on biographical
entities—first templates the topic page by copying
common section headings from Wikipedia pages
for related topics and trains a supervised model
to select the text content for each section. An un-
supervised component then creates topic-specific
sections, and several post-processing steps are ap-

2https://github.com/allenai/TOPICAL
3Medical Subject Headings (MeSH) is a hierarchical vo-

cabulary used to index articles and books in the life sciences.

entity or concept, 
e.g. "microplastics"
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...

(C) SAMPLE
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(A) SEARCH (D) GENERATE

summarize titles & 
abstracts of sampled 

articles
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Figure 2: Overview of TOPICAL. Given a biomedical
entity, we query PubMed for relevant literature (A). The
titles and abstracts of the results are embedded with
SPECTER (Singh et al., 2023) and clustered based on
semantic similarity (B). We sample titles and abstracts
from the clusters (C) and feed them to GPT-4 (Ope-
nAI, 2023), alongside publication metadata and natural
language instructions, to generate the topic page (D).

plied to reduce redundancy and improve coherence
(Pochampally et al., 2021). In contrast, our work
focuses on topics of scientific interest, does not try
to match a Wikipedia-like structure, and generates
topic pages in a abstractive fashion.

Scientific topic pages Azarbonyad et al. (2023)
investigate generating scientific topic pages at
scale; however, they do not synthesize a summary
but focus rather on extracting a definition state-
ment verbatim, alongside “mention snippets” and
related concepts. In contrast, we attempt to synthe-
size more comprehensive topic pages, including a
definition statement and content about the entity’s
main and future research directions. King et al.
(2022) introduce a Scientific Concept Description
task with similar motivation to our work, but focus
on earlier, smaller generative models for describing
computer science concepts, and find the systems to
hallucinate relatively frequently. WikiCrow, based
on PaperQA (L’ala et al., 2023), provides scientific
topic pages generated by an LLM-based system
for human protein-coding genes. In contrast to our
approach, their publicly available demo is limited
to 15,616 pre-generated topic pages and does not
allow a user to generate topic pages for a new entity
of interest on demand.4

3 Approach

Our approach follows a retrieval-augmented gener-
ation (RAG) setup (Guu et al., 2020; Lewis et al.,
2020; Petroni et al., 2021; Izacard et al., 2022). A

4https://www.futurehouse.org/wikicrow
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Microplastics

CLUSTER 1 (Size: 24) 

Interactions between microplastics and unit 
processes of wastewater treatment plants: a 
critical review.

Effects of Wastewater Treatment Processes on 
the Removal Efficiency of Microplastics Based on 
Meta-analysis

Removal of microplastics from wastewater: 
available techniques and way forward.

CLUSTER 2 (Size: 23)

Microplastics in aquatic environments: 
Occurrence, accumulation, and biological effects.

Microplastics in aquatic environments: Toxicity to 
trigger ecological consequences.

Microplastics in aquatic environment: Challenges 
and perspectives.

CLUSTER 1 (Size: 31) 

Obesity and the Obesity Paradox in Heart Failure. 

Impact of obesity and the obesity paradox on 
prevalence and prognosis in heart failure. 

Obesity paradox and heart failure. 

CLUSTER 4 (Size: 26)

Obesity paradox and stroke: a narrative review. 

Obesity paradox and stroke outcomes according to 
stroke subtype: a propensity score-matched 
analysis.

Obesity-stroke paradox and initial neurological 
severity.

CLUSTER 5 (Size: 23)

The true obesity paradox: obese and 
malnourished? 

Obesity paradox? 

Obesity Paradox - Truth or Misconception?

CLUSTER 2 (Size: 30) 

Monkeypox: epidemiology, pathogenesis, 
treatment and prevention.

Monkeypox: A clinical update for paediatricians.

The changing epidemiology of monkeypox and 
preventive measures: an update. 

CLUSTER 5 (Size: 14) 

MonkeyNet: A robust deep convolutional neural 
network for monkeypox disease detection and 
classification

Utilizing convolutional neural networks to classify 
monkeypox skin lesions.

Hyper-parameter tuned deep learning approach 
for effective human monkeypox disease detection.

CLUSTER 9 (Size: 8)

Monkeypox: Considerations as a New Pandemic 
Looms.

Monkeypox: A potential global threat?

Monkeypox and human transmission: Are we on 
the verge of another pandemic?

Obesity Paradox Monkeypox

Figure 3: Example clusters. Three titles from a selection of clusters for each concept are shown. Emphasis ours.

large body of literature (up to 10k papers) is re-
trieved for a given entity (§3.1) and fed to a LLM
alongside publication metadata and instructions
(§3.3). Because the amount of retrieved literature
is often many times larger than the LLM’s maxi-
mum context size, we design a clustering step to
loosely group the literature into areas of study and
sample from these clusters for input (§3.2). Dur-
ing prompting, the model is instructed to provide
in-line citations for all claims by outputting one or
more PubMed IDs (PMIDs). See Figure 2 for an
overview.

3.1 Querying PubMed
The generation of each topic page begins with a
user-provided biomedical entity or concept. This
entity is expected to be covered by papers indexed
in PubMed,5 a free search engine that indexes over
36 million papers on life science and biomedical
topics. TOPICAL, our system, leverages the En-
trez ESearch API (Kans, 2023) to query PubMed
and supports the full syntax of the PubMed Ad-
vanced Search Builder; however, simply inputting
the entity or concept verbatim is often sufficient,
e.g. “microplastic,” as the ESearch API will apply
‘automatic term mapping’ (ATM)6 to this query to
include, among other things, matching MeSH de-
scriptors and pluralization (e.g. “microplastics”).
We then download the titles and abstracts of the top
10,000 most relevant papers returned by ESearch.

5https://pubmed.ncbi.nlm.nih.gov/
6https://pubmed.ncbi.nlm.nih.gov/help/

#automatic-term-mapping

3.2 Clustering and sampling the literature
The amount of retrieved literature is usually many
times the maximum context size of the LLM. There-
fore, we first cluster titles & abstracts by semantic
similarity to identify major areas of study, then
sample from these clusters to produce a diverse set
of inputs. The steps are described below:

Embedding Titles and abstracts are jointly em-
bedded using the SPECTER2 PRX model (Singh
et al., 2023), a text encoder specifically designed
for producing highly-quality representations of
scientific text from a paper’s title and abstract.
We formatted each input as: “{title} [SEP]
{abstract}”.

Clustering We apply a clustering algorithm
which identifies ‘communities’: clusters of embed-
dings of a minimum size with a pairwise cosine
similarity greater than or equal to some threshold.7

We set the similarity threshold to 0.96 and the min-
imum cluster size to 5. In degenerate cases where
fewer than 2 clusters are identified, we iteratively
reduce the similarity threshold by 0.02, stopping
when at least 2 clusters are identified or the thresh-
old falls below 0.90—in which case we skip the
clustering step. See Figure 3 for examples of clus-
ters produced by this process.

Sampling We sample as many titles and abstracts
as will fit in the prompt to the LLM. If the num-
ber of papers returned in the search step is 100 or

7https://www.sbert.net/examples/applications/
clustering/README.html#fast-clustering

https://pubmed.ncbi.nlm.nih.gov/
https://pubmed.ncbi.nlm.nih.gov/help/#automatic-term-mapping
https://pubmed.ncbi.nlm.nih.gov/help/#automatic-term-mapping
https://www.sbert.net/examples/applications/clustering/README.html#fast-clustering
https://www.sbert.net/examples/applications/clustering/README.html#fast-clustering


Algorithm 1 Sampling Procedure for Papers
Require: Collection of clustered titles + abstracts, C
Require: Maximum number of input tokens, Tmax
1: C ← sorted(C) ▷ By descending cluster size
2: Initialize S ← ∅ ▷ Sampled papers
3: t← 0 ▷ Current token count
4: for each Ci in C do
5: c← centroid of Ci

6: if t+ |c| ≤ Tmax then
7: Append c to S
8: t← t+ |c| ▷ |c| is the number of tokens in c
9: end if

10: end for
11: while t < Tmax and there exist unsampled papers in C do
12: Sample a paper p from C with a probability ∝

√
|Ci|

13: if t+ |p| ≤ Tmax then
14: Append p to S
15: t← t+ |p| ▷ |p| is the number of tokens in p
16: end if
17: end while
Ensure: Return S as a list of lists (outer: unique clusters,

inner: papers from the cluster)

less, or no clusters were identified in the cluster-
ing step, we randomly sample papers for inclusion.
Otherwise, we do the following: first, sort clusters
by decreasing size. Then, select each centroid for
inclusion, starting with the largest cluster and con-
tinuing until the centroids of all clusters have been
selected or the model’s maximum input size has
been reached. If all centroids have been selected
and the model’s maximum input tokens are not ex-
hausted, we sample from the remaining clusters
with a probability proportional to the square root of
the cluster size (see Algorithm 1 for details).8 This
sampling strategy is motivated by the idea that we
should aim to capture as many and as diverse areas
of study for a concept as possible (hence the selec-
tion of centroids) while favouring more commonly
studied subtopics (hence the weighted sampling).

3.3 Generating the topic page

We chose GPT-49 as the LLM due to its state-of-
the-art performance across many text generation
tasks (OpenAI, 2023). We designed a prompt in-
cluding natural language instructions, publication
metadata, and the sampled titles and abstracts. The
prompt is broken into system and user roles (trun-
cated example in Figure 4). In the system role, we
provide instructions about the task and what con-
stitutes a good topic page. The user role provides
instruction about what the model will receive as
input, followed by a description of how to cite its

8https://en.wikipedia.org/wiki/Square_root_
biased_sampling

9Specifically, the 06/13/2023 snapshot, “gpt-4-0613”

TOPICAL Prompt

System Role

You are a biomedical domain expert. Your job is to produce a 
high-quality, scientifically-orientated topic page for a given 
biomedical entity or concept grounded in the provided literature. 
[...]

A good scientific topic page is: [...]

Assume the target audience of this topic page will have basic 
scientific literacy (i.e. undergraduate-level biology). [...]

User Role

INSTRUCTIONS

I will provide you with a biomedical entity or concept, titles and 
abstracts that mention this entity. [...]

HOW TO CITE YOUR CLAIMS

Every scientific claim in the topic page should be followed by an 
in-line citation to PubMed using the provided PMIDs. [...]

ENTITY OR CONCEPT

Canonicalized entity name: Microplastics
Publications per year: 2006: 1, 2007: 1, [...] 2023: 2288
Total number of publications: 8217
Supporting literature:

Cluster 1
PMID: 37079238 PubDate: May 2023 Title: [...] Abstract: [...]
PMID: 35301580 PubDate: Mar. 2023 Title: [...] Abstract: [...]
[...]

Cluster N
PMID: 30036839 PubDate: Nov 2018 Title: [...] Abstract: [...]
[...]

TOPIC PAGE

Now, generate the scientific topic page section by section 
following the instructions below.

First, provide a short textbook or Wikipedia-like description of 
the entity that is easy to understand for a non-expert audience 
(1 sentence max).

Next, produce the main content of the topic page (6 sentences 
max). Summarize the main reasons for this entities notability 
and interest to science. [...]

Finish by commenting on any open questions or future research 
directions mentioned in the supporting literature [...]
(1 sentence max).

Figure 4: Truncated example prompt. The prompt is
divided into system and user roles. In the user role,
we provide instructions about the input, how to cite a
claim, details about the entity or concept like publication
metadata, the sampled literature, and guidance about
the expected sections and lengths for the topic page.
Emphasis is provided for visualization purposes only.

sources. We then provide information about the en-
tity or concept, including the publications per year,
total number of publications, and sampled titles
and abstracts. These include a PMID and publica-
tion date and are sorted by decreasing cluster size.
Finally, we provide instructions about the expected
format of the topic page.

The model is instructed to produce three sections:
a definition statement (1-2 sentences), main con-
tent (5-8 sentences) and a concluding remark about
future research directions and open questions (1
sentence). We model the components of our target

https://en.wikipedia.org/wiki/Square_root_biased_sampling
https://en.wikipedia.org/wiki/Square_root_biased_sampling
https://platform.openai.com/docs/models/gpt-4


Figure 5: TOPICAL web app. Given a search query for a biomedical entity or concept of interest and a canonicalized
name, it automatically generates a topic page for the concept. An expandable section provides additional information,
like a histogram of publication dates for the query and the number of clusters identified.

Figure 6: Example publications per year histogram dis-
played to users for the entity: “Microplastics”.

topic pages based on the structure of existing sci-
entific topic pages and the information researchers
are likely to seek from a topical review. Curated
topic pages typically begin with definitions,10 so
we also begin by generating a definition statement.
Per the PRISMA guidelines for systematic reviews
(Page et al., 2020), a primary goal of reviews is
to provide “syntheses of the state of knowledge in
a field, from which future research priorities can
be identified”; from this goal, we derive the main
content, which summarizes the main directions of
research, and future research directions.

10e.g., https://www.sciencedirect.com/topics

We set temperature to 0.0, max_tokens to 512,
(the maximum tokens to generate for the topic
page), and kept all other hyperparmeters of the
OpenAI API at default values.11 The model’s max-
imum context size is 8,192 tokens, which is approx-
imately enough for the prompt instructions and 16
abstracts. To fit more abstracts into the prompt,
we take only the first three and last two sentences
of each, joining them with a “[TRUNCATE]” token.
These sentences tend to be rich in the type of con-
tent expected in a topic page, e.g., definition-like
content, conclusions, major findings, and future
directions.

4 TOPICAL Web App

TOPICAL is available as a web app (see Fig-
ure 5 for an overview). The web app can be
run locally as a standalone python package but
is also publicly available at https://s2-topical.
apps.allenai.org. A user first inputs a PubMed
search query, which supports the full syntax of
the PubMed Advanced Search Builder (see Ap-
pendix A for details). However, in most cases, sim-

11https://platform.openai.com/docs/
api-reference/completions

https://www.sciencedirect.com/topics
https://s2-topical.apps.allenai.org
https://s2-topical.apps.allenai.org
https://platform.openai.com/docs/api-reference/completions
https://platform.openai.com/docs/api-reference/completions


ply inputting the entity or concept name directly
and allowing ESearch to expand the query via auto-
matic term mapping (ATM) works well, especially
with respect to recall. A user can optionally pro-
vide alternative names for the entity, referred to as
‘canonicalized names,’ which are provided to the
LLM as additional context. Once a user clicks the
button to generate a topic page, the search, embed-
ding, clustering, and generation steps are executed.
An expandable section in the app displays progress,
as well as additional information about the search,
e.g., any query expansions made via ATM and a his-
togram of publications per year (see Figure 6). The
generated topic pages can be downloaded as JSON
files. A video demonstration of the system is avail-
able here: https://youtu.be/hgnG7BnIeAY.

5 Human evaluation

We conduct human evaluation to determine the
quality of the automatically generated topic pages.
The evaluation consists of two tasks, described be-
low. All annotations were performed by three full-
time, paid annotation specialists with undergrad-
uate training spanning the biosciences, materials
science, environmental science, and data science.

5.1 Annotation Task 1: Topic Page
In task 1, the goal was to evaluate the overall quality
of the topic page along three facets, relevance,
accuracy, and coherence, defined as:
• Relevance: whether the topic page covers only

important aspects of the entity or concept; unim-
portant or excess information is penalized

• Accuracy: whether the topic page is free of ob-
vious factual errors or contradictory information

• Coherence: whether sentences and sections fit
together and sound natural, with little to no re-
dundancy within or across sections

We adapt these facets and their definitions from
the summarization evaluation facets used in Fabbri
et al. (2021); we assess Accuracy instead of Con-
sistency due to the infeasibility of comparing a gen-
erated topic page against all input documents. Rel-
evance and accuracy were assessed per topic page
section (definition statement, main content and fu-
ture directions), while coherence was assessed glob-
ally. The annotation interface (see Appendix B)
displayed each section of the topic page, and the
annotators were provided instructions about how
to evaluate topic pages along each facet. The anno-
tation interface also provided a link to the PubMed

query issued when building the topic page. Anno-
tators were instructed to follow the link and skim a
handful of abstracts to familiarize themselves with
the entity or concept before evaluation.

For each facet, annotators selected from one of
three options: ‘not’ {relevant, accurate, coherent},
‘somewhat’ {relevant, accurate, coherent} or sim-
ply: {relevant, accurate, coherent}. We included
a fourth option for relevance and accuracy: ‘miss-
ing/invalid’, in case the LLM failed to generate a
particular topic page section.

5.2 Annotation Task 2: Citations

In task 2, the goal was to evaluate the relevance and
sufficiency of model-provided citations. One cita-
tion from each topic page was sampled at random.
Annotators were shown the citation in context and
the cited article’s title and abstract. They were
instructed to annotate the citation as:
• Correct: citation is topically relevant (i.e., the

cited article is about the target entity or concept)
and provides sufficient evidence for the corre-
sponding claim(s) in the topic page.

• Incorrect (topically relevant): citation is top-
ically relevant but does not provide sufficient
evidence for the corresponding claim(s).

• Incorrect (topically irrelevant): citation is topi-
cally irrelevant.

• Incorrect (invalid): citation is not valid, e.g. the
PMID does not exist or was truncated.

5.3 Choosing topics for evaluation

In order to choose a broad selection of topics for
evaluation, we collected all terms added to the
MeSH vocabulary in the last 10 years (01/01/2013–
16/10/2023, inclusive). We only include terms with
a maximum tree depth12 of at least 7 as we found
terms with a tree depth less than this tended to be
overly broad and non-specific, e.g. “Metadata”,
“Rural Nursing”, “Infant Health”, and “Missed Di-
agnosis”. The end result is 981 biomedical terms
or concepts spanning a wide range of semantic
types, including diseases (e.g. “Charles Bonnet
Syndrome”), drugs (e.g. “Modafinil”), proteins (e.g.
“beta-Arrestin 1), organisms (e.g “Fallopia multi-
flora”), cell types (e.g. “Memory T Cells”) and
broader concepts like “Glycemic Load”. We sub-
sampled from this set to produce the final list of
entities for evaluation: 15 per annotator for the an-

12MeSH terms are organized in a polyhierarchical ontology,
where more specific terms exist deeper in the tree.

https://youtu.be/hgnG7BnIeAY


Table 1: Results of human evaluation for annotation task 1. Total ratings for each facet and label are shown, along
with agreement percentage. Two annotators rated 100 pages each (with 50% overlap). Each facet for each section
was rated on an ordinal scale: “not”, “somewhat”, or “(yes)” relevant/accurate/coherent.

Definition Main content Future directions

Rating relevant accurate relevant accurate relevant accurate coherent

missing/invalid 0 0 0 0 0 0 –
not 0 0 1 0 3 0 0
somewhat 4 1 7 0 15 0 15
yes 196 199 192 200 182 200 185

Percent agreement 94 98 94 100 88 100 82

Table 2: Results of human evaluation for annotation task
2. Total ratings per label are shown, along with agree-
ment percentage. Each annotator rated 100 citations,
with 50% overlap between annotators.

Rating Number of Ratings

Incorrect (invalid) 0
Incorrect (topically irrelevant) 2
Incorrect (topically relevant) 32
Correct 166

Percent agreement 88

notation pilots (with 100% overlap) and 100 per
annotator for the final evaluation (50% overlap).

6 Results

We find that the majority of topic pages are rated
by our annotators as relevant, accurate, and co-
herent (Table 1), with high inter-annotator agree-
ment (≥ 82%).13 We note that in no case did the
model fail to output a topic page with the expected
three-section structure. All sections received nearly
perfect ratings for accuracy. The future direction
section received the lowest rating for relevancy
(18/200 ratings of ‘not’ or ‘somewhat’ relevant).
Examining these instances reveals that the LLM
often states vague or even obvious future directions,
such as: “[...] Future research is needed to further
clarify the most effective use of this drug combi-
nation in the treatment of respiratory diseases” or
“Future research directions include further investi-
gation into the exact mechanisms of resveratrol’s
action in diseases such as cancer and diabetes
[...].” We believe this reflects the inherent difficulty
of identifying future research directions and open
questions about a given topic. Coherence was the

13We report inter-annotator agreement as the percent agree-
ment: (fraction of cases where annotators agree) / (total num-
ber of annotations).

next lowest-rated aspect, with 15/200 ratings of
‘somewhat’ coherent. The most common reason
for this according to the annotators, by far, was
extensive use of highly-specific jargon, making the
topic page difficult to read as a non-expert.

Similarly, most model-provided citations were
rated as correct (Table 2) with high inter-annotator
agreement (≥ 88%); in no case were the citations
invalid, e.g., a hallucinated PMID. Most incorrect
citations were marked as ‘Incorrect (topically rele-
vant)’ (32/200), denoting cases where the citation
was on-topic, but the cited article did not provide
sufficient evidence for the corresponding claim(s).

7 Conclusion

In this paper, we present TOPICAL, a new ap-
proach for the automatic generation of high-quality
scientific topic pages that leverages large language
models (LLMs) and retrieval-augmented genera-
tion (RAG). We conducted an extensive human
evaluation of 150 diverse topics from the biomedi-
cal literature and our annotators rated the vast ma-
jority of generated topic pages as relevant, accurate,
and coherent; and model-provided citations as cor-
rect. Promising future directions include allowing
users to provide custom instructions with respect to
structure, focus and length of the automatically gen-
erated topic pages, and the investigation of open-
source LLMs in place of the closed-source LLM we
experimented with (GPT-4). We release a publicly
available web app so that others can experiment
with generating topic pages for entities or concepts
of interest on demand.

Limitations

Context window Due to the limited context win-
dow of GPT-4 (8192 tokens), our system only in-
gests a small fraction of literature for most entities



or concepts. We tried to partially alleviate this
through our clustering and sampling procedure,
which is designed to encourage diversity in the
selected literature while maintaining the represen-
tation of common research threads. A promising fu-
ture direction is to explore the use of language mod-
els with significantly larger context windows, such
as the recently announced GPT-4-turbo (128,000
tokens).

Unclear provenance Our evaluation is not able
to determine to what degree the information in the
resulting topic pages is derived from the learned
weights of the language model itself, versus the
retrieved literature. This is partially alleviated by
requiring the language model to provide citations
for all scientific claims, allowing a user to verify
the information.

Unit of retrieval We do not explore retrieving
information other than titles or abstracts. It is pos-
sible that retrieving information on another level
of granularity, e.g. sentences or “chunks”, could
improve the quality of the topic pages. It is also
possible that extending retrieval to the full-content
of a scientific paper could further improve quality.
Determining the most performant granularity for
the retrieval step is an exciting future direction.
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Figure 7: Annotation interface for annotation task 1.

contents of the topic page segmented into the three
sections (definition statement, main content, and
open research questions and future directions)

C Annotation pilots

Before the full evaluation, we ran 2 pilots with 3
annotators. The annotators evaluated the same 10
topic pages in the first pilot. We used their feedback
to improve the annotation guidelines and identify
the main sources of inter-annotator disagreement.
Most notably, task 2 originally had annotators iden-
tify all unique claims in each section of the topic
page and then annotate each following the guide-
lines. This turned out to be overly time-intensive,
and determining the specific number of claims had
a very low-inter-annotator agreement. Task 2 was
therefore simplified by randomly sampling one ci-
tation in the topic page and having the annotators
assess its relevance and sufficiency. We then ran a
second pilot on a new set of 5 topic pages to finalize
the annotation guidelines and identify any remain-
ing sources of significant annotator disagreement.
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