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Abstract

In this paper we develop Maximum likelihood (ML) based algorithms to calibrate the
model parameters in credit rating transition models. Since the credit rating transition
models are not Gaussian linear models, the celebrated Kalman filter is not suitable to
compute the likelihood of observed migrations. Therefore, we develop a Laplace approx-
imation of the likelihood function and as a result the Kalman filter can be used in the
end to compute the likelihood function. This approach is applied to so-called high-default
portfolios, in which the number of migrations (defaults) is large enough to obtain high
accuracy of the Laplace approximation. By contrast, low-default portfolios have a limited
number of observed migrations (defaults). Therefore, in order to calibrate low-default
portfolios, we develop a ML algorithm using a particle filter (PF) and Gaussian process
regression. Experiments show that both algorithms are efficient and produce accurate
approximations of the likelihood function and the ML estimates of the model parameters.
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1 Introduction

1.1 Problem description and background

Credit transitions, also referred to as credit migrations, constitute one of the most important
building blocks of credit risk management. It concerns the change of the creditworthiness
of a firm or a particular debt issue, which leads to potential credit losses and hence result
in credit risk. The creditworthiness is usually measured by credit ratings (or scores). For
instance, Standard & Poor’s Rating Services, Moody’s Investor Services, and Fitch Ratings
assign corporate bond issuers with credit ratings to reflect their creditworthiness. Once the
ratings are defined, the objective is to determine the probability with which the credit risk
rating of a borrower decreases or increases by a certain degree, from one level to another, lower
or higher, one. The probabilities, that a credit risk rating of a borrower decrease or increase
from one period to the next one, are usually collected in a transition matriz. Namely, the
transition matrix lists the probabilities of the migrations between different credit ratings over
specific time intervals. A temporal analysis of credit migrations requires a dynamic model of
the transition matrix, the transition model. One of the focuses of the transition model is to
address the cross-sectional dependence in default rates within a time period due to common
economic conditions, i.e. systematic risk factors. This cross-sectional dependence especially
describes how likely the obligors default together in a stress scenario and is hence essential
in credit risk measuring. The classic examples of modelling the cross-sectional dependence
are the Merton model Merton (1974) and its extensions such as RiskMetrics-Group) (1997)
and |Crosbie and Bohn| (2003) from Moody’s. These models belong to the class of so-called
structural models, in which the systematic risk factors together with the obligor specific
idiosyncratic factors reflect the obligor’s asset value.

A default occurs when the asset value falls below a certain threshold, the default barrier.
In these models, the sensitivity of the asset value to the systematic risk factors determines the
asset value correlations, and hence also default correlations between different obligors. This
asset value correlation is usually referred to as the asset correlation. Structural models can
also be generalized to describe rating migrations. This requires a definition of rating barriers,
and rating changes occur when the asset value crosses a rating barrier value. The dynamics of
a systematic risk factor are specified by a model. The model can be a latent variable model,
such as the Merton model Merton| (1974), |Albanese et al.| (2003), or a mixture model which
uses both latent and observed (Macroeconomic) factors to form the systematic risk factors,
see [International (1997), McNeil and Wendin| (2007).

The risk factor model parameters (if there is any), the asset correlation, and the rating
barriers can be calibrated to time series of historical migration or market data. Due to
the presence of the latent variables, the likelihood of the joint default and migration events
depends on an integral, which in general lacks a closed form formula. Therefore, in practice,
the latent variables at different periods are usually assumed to be independent to simplify
the integral in the likelihood function, so that numerical integration and maximum likelihood
(ML) methods can be relatively easily be implemented, see for instance |Gordy and Heitfield
(2002), |[Frey and McNeil (2002)), Demey et al. (2007). On the other hand, since it is well
observed that the default (migration) intensity varies over time according to an economic cycle
(see, for instance, |[McNeil and Wendin| (2007)), a good risk factor model is required to capture
serial dependence caused by the cyclical behaviour of economy. However, including serial
dependence significantly increases the complexity of the integral in the likelihood function, and



consequently makes ML estimation very difficult to perform by using numerical integration.

There are few attempts in the literature to fit such a model with serial dependent latent
processes, which belongs to the category of state space models, to default or migration data.
Koopman et al.| (2005) consider a model where default event is driven by continuous latent
factors. But they model the default rates (i.e. the ratio of default obligors) instead of the
default counts. This simplification leads to a much less complex likelihood function, but it
requires more model assumptions and may show undesirable features, especially when the
number of obligors or the number of defaults is small. In order to calibrate the transition
model directly to default counts rather than to default rates, McNeil and Wendin (2007
implement a Markov chain Monte Carlo (MCMC) approach, more specifically Gibbs sampling,
to calibrate the mixture transition model. Although the MCMC approach has its advantages,
in general it is slow. It requires tuning the burn in period and simulating nested Monte Carlo
samples, i.e. first simulating the model parameters and then simulating the latent states given
each simulated model parameter. The running time of an MCMC algorithm is acceptable
when only calibrating a few transition models. However, when dealing with large portfolios
which contain a lot of different rating systems, the MCMC approach is impractical.

1.2 Contributions

The main contributions of this paper are two new calibration algorithms designed for high
and low default portfolios respectively. A higher default portfolio, usually a retail portfolio,
is a portfolio with a relatively large number of observed defaults, which means that either
the probability of default is relatively high or the number of obligors (observations) is large.
By contrast, a low default portfolio, such as the portfolio of large corporate or financial
institutions, means a portfolio with few observed defaults, due to a small default probability
and a small amount of obligors in the portfolio.

The two new calibration methodologies aim to calibrate the transition model to the ob-
served default or migration counts. For a high default portfolio, we propose a calibration
approach which approximates the likelihood function by using the Laplace method. We show
that, as a consequence, the Kalman filter can be used to compute the approximated like-
lihood functions. We also show that mode estimation for the Laplace approximation and
the log-likelihood function can be calculated by the same Kalman filter iterations. Therefore
numerical ML estimation is extremely fast based on the proposed Laplace approach. For the
low default portfolio, due to the small number of observations, the Laplace approximation
is less accurate and hence can introduce bias in the parameter estimates. In this case, we
propose a Monte Carlo approach, more precisely, a particle filter, to estimate the likelihood
function. This proposed Monte Carlo approach leverages on the mode estimation algorithm
used in the Laplace approach, and uses its outcome to construct the importance density for
the Monte Carlo sampling. The Monte Carlo approach is very efficient and provides very
accurate estimation of the likelihood function, with small amounts of Monte Carlo samples.
Moreover, since the likelihood function estimated by the Monte Carlo approach is not con-
tinuous w.r.t. the model parameter, we also implement a Gaussian process regression, a grid
based approach, to smooth the likelihood function so that the ML algorithm can be easily
applied. Since the proposed algorithm does not require nested Monte Carlo simulations, it is
much faster than a conventional MCMC approach.

The proposed calibration methodologies are generic. They can not only deal with default
models, which most literature usually focuses on, but also with migration models. They can



also be applied to various structural or mixture transition models with different response
functions, such as probit or logistic functions. For instance, it can be applied to calibrate
the transition model in [He et al. (2023). Numerical experiments are conducted in this paper
to assess the performance of the proposed calibration methodologies. The experiments use
simulated migration data, based on the model parameters with certain specified values. These
parameters with specified values are considered to be the ‘true’ values and used as a benchmark
when comparing with the values from the calibration. The results indicate that both proposed
calibration methodologies are efficient and provide accurate approximations on the likelihood
function and estimates of the model parameters.

1.3 Organization of the paper

Section [2| provides the background knowledge of the migration models in credit risk modelling
and presents the migration models studied in this paper. The proposed ML methodologies
are presented in Section In Section [4] we provide numerical experiments to show the
performance of the proposed approaches. Finally, Section [5|is devoted to the conclusions. In
the Appendix we summarize some results on the state space model and on Bayesian filters.

1.4 Notation and conventions

Here follows some notations and other conventions used in this paper. All random processes
are defined on a fixed probability space (2,FF,P). We will use discrete time, a typical period
denoted by k. The discrete time filtration is {Fj, k = 0,1,...,n}, where Fj summarizes the
information up to time k& and n is the final time. All processes are assumed to be adapted to
this filtration. We denote by NT the strictly positive integers. By - we denote the transpose
of a vector or a matrix.

We consider a migration matrix with R € N different ratings, including default as the last
rating. We denote by T;; the probability of the transition from a credit state ¢ = 1,..., R
at time k to a credit state j = 1,..., R at time k + 1 . Similarly, the number of (observed)
migrations from rating ¢ at period k to rating j at period k+1 is denoted as m;; . Therefore,
the migration matrix at period k, denoted by My, is defined as My, = (myjp,i=1,...,R,j =
1,...,R) = (mIk, o ,mgk)T, where m; , = m; = (M1 k, ..., Mir k) denotes row 4 of the
migration matrix My. We denote by M = (M, ..., M,) the (observed) sequence of migration
matrices of n periods. We use similar notations for other matrices. We denote by 1., a
sequence Ii,...,Tn.

Finally, we collect all unknown model parameters in a vector 1.

2 Transition model

2.1 Transition model review

The probabilities that a credit risk rating of a borrower decrease or increase by a certain
degree, from one period to the next one, are described by a transition matrix. Namely, the
transition matrix presents the probabilities of the migrations between different credit ratings
over specific time intervals. In the transition matrix, the element located at the i-th row and
j-th column represents the probability of a borrower migrates from the i-th rating to the
j-th rating. These are called transition probabilities and are often related to macroeconomic



variables such as interest rates, inflation, gross domestic product (GDP), unemployment, etc.
Alternatively, transition probabilities can also be modelled by using certain abstract latent
processes.

The transition models can in general be divided into two main classes, structural and
reduced form models. Structural models link the up- or down-grade (or default) probabilities
of a firm to the value of its assets and liabilities. The most popular link functions are probits
and logistic functions. The structural models were pioneered by |[Merton| (1974), usually
referred to as the Merton model, which applies principles of Black and Scholes option pricing
in corporate debt valuation. This approach models equity as a call option on the underlying
assets of a firm with strike value equal to the book value of the firm’s liabilities. In particular,
a default event is triggered if the firm’s asset value drops below its liabilities. In this case,
the correlations between different firms in a default event is a result of the correlated asset
values. Therefore, the so-called asset correlation is usually used to describe the correlation in
the default event. The Merton model is further developed by, for instance, [Hull and White
(2001)), |Avellaneda and Zhu| (2001)), Duffie and Singleton| (2004) and |Albanese et al.| (2003).

In these structural models, a latent credit process X, called a credit index, is used to
reflect unobservable credit quality over time which is driven by firm-specific variables such
as the asset values. A default occurs if the credit index X; crosses a default barrier, which
is often interpreteted as the value of the firms liabilities. The dynamics of the credit index
are specified by the model and the default barriers can be calibrated to historical migration
or market data. Structural models can be generalized to describe not only defaults, but also
rating migrations. This requires a mapping from the latent credit index to the rating states
at each time, which corresponds to specifying an interval for the credit index that corresponds
to each rating class. The intervals are defined by rating barriers, and rating changes occur
when the credit index passes a barrier value.

Reduced form models, by contrast, treat a default as an unexpected event whose proba-
bility is governed by a default intensity process. Reduced form models originated with [Jarrow
(1992), and later studied by, for example, Jarrow and Turnbull| (1995)), Duffie and Singleton
(2004), Frey and McNeil (2002), [Wendin and McNeil| (2006) and [Koopman et al.| (2008). Un-
like the structural model, in which the default relies on a firm’s capital structure, the reduced
form model describes the default as an event of a jump process driven by exogenous factors.
In such models, default correlation is captured by co-movement in default intensities. The
reduced form model may be easy to be implemented and calibrated as no estimation of a
firm’s asset or liabilities value is required. However, these models suffer from the lack of
economic interpretation about default behaviour. Whilst, structural models are particularly
useful in credit risk management field because they provide intuitive economic interpretations
of default events. In fact, this approach, for example, is used in the Vasicek formula, see |Va-
sicek (2002), an example of an asymptotic single factor model, which is the cornerstone of the
IRB (internal rating-based approach) formula of a regulatory credit risk risk weighted assets
(RWA) calculation. A structural approach also facilitates the calibration of the model using
various data sources, such as default rates, rating transitions, equity returns (as a proxy for
asset returns) and CDS spreads. The latter is commonly applied when calibrating sovereign
portfolios where the numbers of observations are extremely limited.

The key role of the transition model is to describe the dependence of the migrations
(defaults). One important dependence is the cross-sectional dependence, which models the
correlations of the credit rating movements among or within different (homogeneous groups
of) obligors (e.g., obligors could be grouped by country, industry, rating, etc.). These de-



pendencies are typically caused by exposure to common systemic risk factors. Articles such
as [Nickell et al| (2000) and Bangia et al. (2002)) demonstrated that besides cross-sectional
correlations, default (migration) rates also exhibit serial dependence. Serial correlation is a
result of cyclical behaviour of economic factors. In particular, it implies that a poor (good)
economic state is more likely to be followed by a poor (good) economic year and decreased
(increased) asset values, and in the end increase (decrease) the change of default or downward
migrations. Factors used to explain variation in migration rates can be classified into observed
(macroeconomic) and unobserved (latent) factors. The use of macroeconomic factors is moti-
vated by the observation that default rates in the financial, corporate, and household sectors
increase during recessions. This observation leads to the implementation of credit models
that attempt to explain default indicators using economic variables. For example, [Simons
and Rolwes (2018) uses GDP, interest rates, exchange rates and oil price to explain default
rates. An advantage of a macroeconomic factor model is that this type of model is very
suitable for designing stress scenarios. However, macroeconomic variables are business cycle
indicators and may not be an optimal proxy for a credit cycle, see for example |Gorton and
He (2008) and Koopman and Lucas (2005). Furthermore, macroeconomic variables have to
be modelled if used for simulation of migration rates. An alternative approach is to employ
unobserved factors. In this case the dynamics of any underlying systematic component are
estimated directly from the data. Literature which allow for unobserved factors includes for
instance Koopman et al.| (2008), Gagliardini and Gouriéroux (2005) and McNeil and Wendin
(2007)). While latent factor models are less prone to misspecification of a credit cycle, more
advanced mathematical methods, such as the Kalman filter or a particle filter, are required
to estimate them.

2.2 Specified transition model

Structural models are usually used in measuring the credit risk since such models have an
economic interpretation, and parts of the models can be calibrated to external data. A mixture
model for transitions including both observed and latent systematic factors is introduced in
this paper. This type of the model is an example of a general linear mizture model (GLMM),
see McNeil and Wendin| (2007). The precise specification is as follows.

Suppose we have R > 2 credit states, in which the last state R is default. Recall T}; z,
i,j=1,...,Rand k= 1,...,n as defined in Section[I.4. We model the transition probability
Tijk, %5 =1..., R at period k as[]

Tijr = 9(0ijk)- (2.1)

Here g : R — [0,1] is a so-called response function. The 6;j, 4,7 = 1,...,n are often
referred to as the signals that describe the dynamics of the transition probabilities at period
k. We assume the signals are linearly driven by the latent common factors (zx)g=1,. , and
the observed common factors (ug)r=1,.. n as

Oij = dij + Ko+ Lijue,  i,j=1,....R. (2.2)

Here the constants d; ; indicate the level of the (cumulative) transition probabilities from
rating ¢ to rating j, the latent common factors x; at period k are s x 1 random vectors, the

In some cases, the cumulative transition probability, instead of the transition probability, is modelled
through the response function. One of the examples can be found in Section



observed common factors u; at period k are [ x 1 vectors which present certain predetermined
macro-economic variables or market indices that can be directly observed in the market. The
K;j and L;j, for every i,j = 1,..., R are the factor loadings with dimension s x 1 and [ x 1
respectively. They describes the sensitivity of the signal to the common factors. The latent
process z is assumed to be an autoregressive AR(1) process (see, e.g. Brockwell and Davis
(2006}, Chapter 3) for an introduction to such models) which evolves linearly over time with
a Gaussian error 7. Note that the migrations 0;;, 7,7 = 1,..., R at period k as defined in
are correlated.

Recall m;g, i = 1,..., R, k = 1,...,n as introduced in Section It is obvious that
the random vector m; ; with dimension R x 1 follows a multinomial distribution when Tj; j, is
given. Since Tj; ;. is assumed to be linked with the signal 6;;; through the response function
g, our transition model in the end is given by for k=1,....,n,4,5=1,..., R,

Mg~ mn (- | Nik, 9(0ijx))
Oij e = dij + KZTJ:I:;C + LiT,j“k’ (2.3)
rp = ATg—1 + Nk

In mn stands for multinomial distribution, IV; ;, = Zf;l myj k. is the number of inde-
pendent trials (i.e. the number of clients) in period k with rating ¢. The initial distribution
of x; at a period k is assumed to be Gaussian with mean ag and covariance matrix P, i.e.,
xg ~ N (ao, Py). The n; are assumed to be independent with a common N (0, @) distribution,
A and @ are s x s-matrices. Define d = (d; ;,7,7=1,...,R), K = (K;;,i,j =1,...,R) and
L = (L;j,i,j =1,...,R). The parameters d, K, L, A and @ are referred to as the parameters
of the transition model and collectively denoted 1. The random vectors mqy,...,mpy are
assumed to be independent given the signals 6 = (6;;4,49,j =1,..., R).

The transition model above belongs to the class of state space models, see Section
We are interested in estimating the (latent) state process (2)k=1,..n, but only have access
to the process (Mjy)r=1,. n as introduced in Section which represents the observations.
Because of the existence of the white noise in the data, estimating the value of the latent
states (2)g=1,..n Dy the observations (M}y)g=1,. , is not trivial. There are different methods
available in the literature to estimate the latent process, see e.g. |Press (2003)), Chui and Chen
(2017), Arulampalam et al. (2002)). The Bayesian filters and its extensions and the particle
filter are the mostly used approaches in practice, see Sections and for an introduction
and references to Kalman and particle filters. In particular, the Bayesian filters are also widely
used to compute, or estimate, the likelihood function of the observations. In this paper, the
Kalman filter and the particle filter are used as the building blocks in our proposed MLE
based methodologies to estimate the unknown parameters in the model.

2.3 Likelihood function of the observed migrations

Similar to the notation of the migration matrices, we denote all the signals of the n periods by
0 ={01,...,0,}, in which 0 = {6;;x,%,5 = 1,..., R} is the signal at period k. Note that the
likelihood of the observed migrations p(M|¢) with respect to the unknown model parameter
1) is obtained by computing the integral

p(M|¢) = / p(M |, 0)p(61) db



- / p(M|0)p(6]2) o, (2.4)

where we used the generic symbol p to denote probabilities and densities. Since the distribu-
tion of the migrations are assumed to be independent given the signal 8, one obtains

p(M|0) = | | p(My|0k)

=

e
Il

! (2.5)

I
=
.Em

p(mi kb k) -

£
Il
—

=1

Plugging Equation ({2.5)) into Equation (2.4]), one obtains the likelihood

n R
p(u1e) = [ T]TLptmalosslotolo) ao. (2.6)

k=1i=1

If the m; ;, would be linear in 0, fori =1,..., R, k= 1,...,n and follow a Gaussian distri-
bution, then the integrals in Equation have an analytic expression and can be calculated
using the Kalman filter algorithm. However, the migrations m; , fori =1,... . R, k=1,...,n
follow a multinomial distribution given the transition probabilities Tj;x,j = 1,..., R. There-
fore, there is no analytical expression for the integrals in . Approximations or a Monte
Carlo based approach are needed to estimate the likelihood function. In Section |3|, we propose
two approaches, a Laplace approximation approach and a Monte Carlo based approach, to
approximate the likelihood function. In the Laplace approximation approach, the Laplace
method is applied to Equation so that a Kalman filter can be applied, whereas the Monte
Carlo approach uses the particle filter with importance sampling. Details about Kalman filter
and particle filter can be found in Appendix[B] We finish this section by giving three examples
of the structural mixed transition model.

2.4 Examples of transition models

For illustration, we list below three examples for the two transition models with probit and
logistic response functions. Especially the transition model with a probit response function
will be used in a numerical analysis in Section[d] Note that, in these examples, no cure event
is modelledﬂ Namely the default rating is absorbing and hence there is no transitions from
default to the (non-default) performing ratings. Therefore, the last row of the transition
matrix is trivial and does not need to be modelled.

2.4.1 One-factor default-only model with probit response function

The default-only model describes the migrations by only separating default and non-default
events for each rating (group), and omits the migrations between different performing (i.e.,
non-default) ratings. Therefore in such model only default events, and hence the probability
of default (PD), of different performing ratings are modelled. This type of model is usually
used to calibrate to the defaults on rating level and then extended to be able to simulate the
rating migrations when necessary. The default behaviour is modelled using a one dimensional

2In practice, the cure event is usually included in the Loss-given-Default (LGD) modelling.
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latent driving factor xj at period k with probit response function, i.e., g = ®, for ® being the
cumulative distribution function of the standard normal distribution. In order to keep the
PD monotone with the ratings, i.e. a worse rating always has a higher PD, all different PD
(signals) have the same sensitivity to the common factors. Hence the parameters K and L in
(2.3) reduce to scalars. In this case the one-factor default only model, for k = 1,...,n, and
1=1,...,R—1, is given by

0; 1 = di + Kz, + Luy,
Tirk = PDj = ®(0;1),

(2.7)
Ni k.
log p(mi k|0ir) = mirklog PD;k + (Ni ks, — migk)log(l — PD; ) + log (m; k) ;
i,
where ( n]wV szk) is the binomial coefficient. When R = 2, i.e. the whole portfolio is only separated

by default and non-default states, this model belongs to the framework of the famous Merton
model, see Merton (1974).

2.4.2 Two-factor model with probit response function

This model is an extension of the one-factor default-only model in Section In this
model, the transitions between the non-default (performing) ratings are also modelled. All
the transitions are divided into two parts, default migrations and performing migrations.
The default migrations describe the rating transitions from a performing rating to default,
while the performing migrations describe the transitions among the performing ratings. Each
part, i.e. the default migration or the performing migration, is modelled by a (discrete time)
stochastic process. Similar to the one-factor default-only model in Section[2.4.1] the sensitivity
parameters K and L in Equation are set to be the same for different default migrations
and different performing migrations to keep feasibility (i.e., the transition probabilities should
always be larger than zero) and the monotonicity of the PD. Consequently, the parameters K
and L become two-by-two diagonal matrices, in which each diagonal element is the sensitivity
of the default or performing signal to its corresponding common factor. The response function
g is chosen to be a probit function. Note that, in order to make sure that each row of the
transition matrix sums up to 1, the cumulative transition probability is actually described
through the response function. Therefore, the model is described as, for £k = 1,...,n and for
,j=1,...,R—1,

GkD), HI(CP)]T = Kz, + Luy,, K =diag(kq, kp), L =diag(ly,lp)

(2.8)
Tije = (1= Tini) TSR
T3k = <(‘I)(di7j +07) = B(di g1 + G,E;P))> , di,r = —00,
i N; !
logp(mi7k|0i7k) = Z Myj k log ka + log %‘ ,
Jj=1 j=1"j K

11



where the TN are the migration probabilities given no default at period k. The two-factor
model can be extended to multifactor models, see the next section.

2.4.3 Multi-factor model with logistic response function

The standard logistic function is given by p(z) = = +e T = oo +ez' Extending this function to
the multi-variate case and apply it as the response function g in model ([2.3] -, one can build a
multi-factor model based on the logistic function as follows. For k=1,...,n,i=1,... R—1,
j=1,...R,
. el
ij,k — R )
Zj—l eXp(eij k)
R
logp m; k|ez k Z my;j, k ij, k i,k: lOg ( Z exp(eij,k)) (29)
j=1
N !
+ log L .
j=1 mij’k!

3 Calibration of the transition model

In this section we presents the ML approach to estimate the parameters (to be specified)
in the transition model. Note that analytical formulae for the likelihood function of the
observed migrations w.r.t. the model parameters, see Equation , are not available due to
the non-Gaussian and non-linear nature of the transition model. Therefore, approximations
are needed. We first propose a Laplace approximation of the likelihood. This approximation
is very accurate when modeling high default portfolios with a relatively large number of
observations, such as retail portfolios. The advantage of the Laplace approximation is that it
produces a likelihood function that can be analytically computed by using the Kalman filter.
Therefore, ML estimation can be easily conducted by using numerical optimization. However,
for low default portfolios with a smaller number of clients, such as non-retail portfolios,
the accuracy of the Laplace approximation is not assured. Consequently, the resulting ML
estimator can be severely biased. To circumvent this problem, for a low default portfolio, we
design a particle filter algorithm to estimate the likelihood function. This algorithm involves
an importance sampling approach which makes the particle filter estimation very efficient.
One of the biggest problems of using a particle filter to approximate the likelihood is that
the likelihood function is not continuous w.r.t. the model parameters. Consequently, usual
numerical optimization is not feasible in this case to obtain the ML estimates. As a remedy,
we propose a grid-based approach using Gaussian process regression (GPR).

3.1 Approach for high default portfolios: Laplace approximation for the
likelihood function

This subsection describes the Laplace approximation of the likelihood function and the cor-
responding algorithm to obtain the ML estimates of the unknown model parameters v rep-
resenting d, K, L, A and @ in the transition model given the observed migrations M.
Recall Equation , we apply Laplace’s method to the integrals, i.e. we use a second order
Taylor expansion of p(M|6) around the mode 6 of p(M|#). The estimation of the mode uses
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the approach in Durbin and Koopman, (2012). We will shortly explain this in Section
Here, for the time being, we suppose the mode 6 is known to us. Denote

Ay Ologp(M|0) . 0%logp(M|0)
Note that, use (2.5),
log p(M|6) = Z log p(Mj|6),)
"
=" " logp(miklfix)-
k=1 i=1
Therefore, we have
b(e) _. 810gp(M|0) _ [8logp(m1,1]9171) alogp(mR—l,n‘aR—l,n)]
: 60 891,1 geeey aeR_Ln y (3 2)
o 2] M 2] 2] nlOr .
H(G) = M — blkdlag(a ng(m1%|01,1)’.' . 0 ng(mR 17T| R-1, )) ’
0999 a9171861,1 aeR—l,naaR,Ln

where blkdiag refers to a block diagonal matrix. Then using a second order Taylor expansion
around the model 6, one obtains, recalling (2.4)),

p(M]) = / p(M|0)p(8]) d6
= [ ey o) ds

/exp log p(M|6) + D(6)T (6 — ) +

N =
2

MId) /exp {; (0-0+ Iar(é)—lb(é))T (0 (0 0+ 715 D))

/'\

Lhay <ﬁ<é>—1>Tﬁ<é>}p<e|¢>de.

2
Let
C = (2m)" DR (det(~H(0) ) *p(M]0) exp(—%f?(é)T(ﬁ(é)‘l)Tﬁ(é))
and
M@B)=6—-H(O)"'D(@®). (3.3)
With

p(M(6)]8) = (2m) "D (det(—H (6) 1) V/? eXP(%W — M(9))TH(8)(6 — M(6))) (3.4)
and in view of for M(f) instead of 6, it then holds
p(1v) ~ C [ p(1@B)p(01s) ds
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— Cp(NI(B)]). (3.5)

Note that expresses that, conditional on 0, M (0) has a N(0,—H(#)™") distribution,
using tha‘E H (HN) is negative definite since ¢ is the mode. Accogding to EAquationN, denote
D(Q) = [D171(9171), ey DR—l,n(e)] and H(Q) = blkdiag(HLl(ng), ce ,HR_lyn(OR_l,n)). One
can formulate a linear Gaussian state space model for M(0) = {My(61), ..., M,(0,)}, with
the matrix My, (0y) = (fijp,i=1,...,R—1,j=1,...,R),k=1,...,n:

5 T T
Mg = Oijr + €x = dij + K o + Ly juk + €5k,

(3.6)
Tk = Axk*l + Nk Nk ~ N(07 Q)7

with €5 = €1 - -, €irk] ~ N(0, —H(6)~') and the likelihood p(M(8)|1) can be computed
by Kalman filtering as described in Section

3.1.1 Mode estimation

The Taylor expansion applied to the density p(M|f) is around the mode 6 of the posterior
density p(0|M), i.e. .
0 = argmax p(6|M).
0

The posterior density p(6|M) does not have an explicit expression from which we can ob-
tain the mode analytically. Therefore, a Newton-Raphson method is applied to numerically
maximize p(6|M) w.r.t. 6, see [Durbin and Koopman (2012]). Suppose the Newton-Raphson
estimate at the current step is 6, the Newton-Raphson update of the current estimate é,
denoted by 6T, is expressed by

6% =0 — [B(OI1M)]y_g] " H(OIM)]p_g, (3.7)
where the dots denote differentiation w.r.t. . Note that (in self-evident notation for densities)
log p(6|M) = log p(M|6) + log p(6) — log p(M). (3.8)

The explicit expression for the gradients p(0|M) and Hessian p(6|M) can be derived accord-
ing to Equation , since the analytic formulas for the conditional likelihood p(M|#) and
the marginal density p(f) are available. Specially the gradient and Hessian of p(M|f) are
computed as D(é) and H (é) in Equation respectively. Moreover, [Durbin and Koopman
(2012) shows that the Newton-Raphson update 6% in Equation is equal to the poste-
rior estimates of #1,...,60, in the linear Gaussian state space model . These posterior
estimates can be computed through the Kalman filter algorithm in Section

3.1.2 Algorithms for mode estimation and MLE based on Laplace approximation

In this section we present the algorithm for the mode estimation and MLE based on the
Laplace approximation.

Algorithm 3.1 (Mode estimation (Newton-Raphson)). Given are the parameters d,
K, L, and the process u;, i = 1,...,n, see ([2.2)).

Initialization: Define the initial guess 81 for the mode of p(#|M). Define the threshold Cr
as the condition for judging the convergence of Newton-Raphson algorithm. Define the
initial € such that |6 — || > Cr
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Iteration: While ||0T —4|| > Cp,

1. Reset § = 0.

2. Compute the gradient D(0) and Hessian H(f) in Equation (3.2).

3. Run the Kalman filter Algorithm on model (3.6). The output of the Kalman
filter is 2, k=1,...,n.

4. Update 07 to (d+ K&, + Luy,...,d + K&, + Luy).

Convergence: Once Hé+ - é\| < Cr, the mode estimation is given by 07

Algorithm 3.2 (MLE (Laplace approximation)).

Likelihood function: Use the parameter value v as input, build the likelihood function
p(M|¢) by:

1. Run the mode estimation Algorithm and obtain the mode estimate t%.
2. Given the mode estimate f,,, compute the gradient D(6,) and Hessian H (6,).

3. Compute the likelihood p(M (@,)W} in Equation (3.5) by applying the Kalman

filter to model (i3.6]).
4. Approximate thAe likelihood function by the Laplace approximation of (3.5), i.e.
p(M|1p) = Cp(M(0y)[1)).

Maximization: Maximize the likelihood function p(M(8)[%)) and obtain the optimal pa-
rameter v, i.e.

)= argmax Cp(M (By) ) -

Latent states estimation: Given 1;, run the mode estimation Algorithm and obtain
the estimates zj of the latent process zp, k=1,...,n.

3.2 Approach for low default portfolios: particle filter for the likelihood
function

The proposed Laplace approach applied to the likelihood requires a sufficiently large number
of observed migrations to ensure a satisfactory degree of accuracy. However, this property
is not always met. For instance, when modeling the default events of large corporate and
financial institutions, the observed numbers of default are very limited since these companies
rarely default. In this case, we propose a particle filter, see e.g. Arulampalam et al.| (2002),
Cappé et al. (2007), Doucet and Johansen| (2011) or [He et al. (2021), based algorithm to
estimate the likelihood function. We design an importance sampling approach that leverages
on the Laplace approximation, so that the particle filter becomes much more efficient and can
deal with the outliers in the data.
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3.2.1 Importance sampling

In Section of the Appendix the basic (bootstrap) particle filter is presented. This filter
will be used to estimate the likelihood of the observations p(M|¢). However, the particle
filter is very inefficient when outliers in the data are present. Experiments, see for instance
Section [4.2] show that the likelihood function obtained from the particle filter is very sensitive
to outliers. Therefore, a large number of Monte Carlo samples need to be generated to obtain
an accurate estimate of the posterior distribution of the outlier and consequently to obtain also
an accurate estimate of the likelihood. In this case, importance sampling is used to enhance
the performance of the particle filter. The idea of importance sampling is to sample the Monte
Carlo particles from a proposed density that is as close as possible to the posterior density
p(xk| M), where (2)k=1,. n is the latent process and (Mpy)g1,.. » is the migration matrix
sequence. This proposed density is the so-called importance density. Denote the importance
density by q(zg| M.k, xx—1). In the present context Equation takes the form

p(My, | @, Myg—1,%) [ p(@k | k-1, )p(xp—1 | Mig—1,7) dzg_q

M. —
p<xk| Lk’dj) p(Mk ‘ Ml:k—l d)) (3 9)
_ Joler, wea1, My | )q(@e| My, mp—1)p(@r—1 | Mig—1,%) dag— t '
p(My | Myg—1,v)
where
a(l’k Tp_1 Ml'k ’ 7,[)) _ p(Mk | 3Uk,M1:k—177/))p($k: | xk—law) (310)

q(xk| Mg, Th—1)
is the so-called importance weight. Consequently, the conditional likelihood in Equation
is reformulated as

p(My, | Myg—1,v) = // (g, 1, My | ¥)q(zr| Mg, Te—1)p(Tr—1 | M1:k—1,%) dzg_1dzy.

(3.11)
When implementing importance sampling in the particle filter, according to Equation
and , the particles of zj are generated from the importance density q(zy|Mi.k, Trp—1),
instead of the transition density p(zp | xx—1) as described in Section As a result,
according to Equation , the formula for the weights in Equation now becomes

(i) _ wl(c)lo‘(37§;)7$§g)1aM1 x| W)

0 _ .
YN w2 Mg | )

The biggest difficulty when implementing importance sampling is to find a proper impor-
tance density. To this end, we propose an importance density by leveraging on the Laplace
approximation described in Section E Once the approximation 6 of the mode is obtained,
the Laplace approximation is applied to the density p(M|f). The approximated density
p(M(0)]6) results in a linear Gaussian state space model as in Equation (3.6). Therefore,
by running the Kalman filter algorithm on the model one obtains an estimate of the
posterior distribution of xy.

To summarize, we present here an alternative algorithm to Algorithm This alter-
native algorithm is specially designed for the low default portfolio, in which the number of
observations is not large enough to support a good approximation using Laplace approach in
Algorithm [3:2] Note that we will need the mode estimation procedure as in Algorithm [3.1]
Recall the notation My., = My, ..., M. When k = 0, then this is an empty sequence.

(3.12)
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Algorithm 3.3 (Particle filter with importance sampling for given parameter ).
Given is the parameter vector 1.

Initialization: Assume an initial distribution p(z¢) for the latent states xp, and sample
from this initial distribution to get the N particles {:c((]l),i = 1,...,N} and define
{wl’ =L i=1,...,N}.

Importance density: Run Algorithm and obtain the mode estimation of §. Given the
mode 6, run the Kalman filter Algorithm (B.1]) on model (3.6)) to obtain the posterior

distribution of the latent process {zx,k = 1,...,n}. These posterior distributions,
denoted by q(zy|Mj .k, 1‘1(311, Y),k=1,...,n, are used as the importance densities.
Particle filter recursion: For k = 1,...,n, suppose the estimated posterior distribution at

time k — 1 is given by p(ax—1[Mip—1,9) = § S 0,0 (24-1).

1. Sample N particles from the importance density, i.e. :Z‘l(j) ~ q(xg| M., x,(:zl, ), for
i=1,...,N.

2. Compute the weights according to Equations (3.10) and (3.12), namely

(1) _ wl(ciz10‘(571(j)a$;(217M1;k | V)

W = i (i i ’
SN ol @), 2 | My | v)

with the initial wg as specified in the Initialization step, and the other wj are
calculated from the iteration, using the equation above with

p(Mj, | HNC;(:),MLk—l,%ZJ)P(ff;(f) | -701(21,7#)

~ (1) (9
oz(x s Lp. aMlzk | 'Qb) — - -
Fe q(&) | My, 2} )

)7

3. Resample {x,gl), ey a:l(CN)} from {5:1(61), . ,5:,(CN)} with probabilities {w,il), . ,w,(QN)}.
4. The posterior distribution and the conditional likelihood at time k are estimated
as

N
1
Py | Mg, ) = 255:;:) (k)
=1 (3.13)

N
1 .
(M| Myg—1,9) ~ 5 Y p(Milay ).
i=1
Likelihood: Compute the log-likelihood of the observation as

log p(M ) & > log p(M|Myj1,4) .
k=1

3.2.2 MLE for the particle filter

The results in Section show that for a given parameter v, the (conditional) likelihood
p(My|Mi.—1,%) can be estimated according to Equation (3.13). However, the particle filter
estimate of the conditional likelihood is not a continuous function of . This is due to the
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resampling steps. At each time k, in multinomial resampling, a piecewise constant and hence

discontinuous cumulative distribution function is defined by the weights {wl(j),i =1,...,N}
and particles {:1:,8),1' = 1,...,N}. A small change in the parameter ¢ will cause a small

change in the importance weights {w,(;)}. But, due to the discontinuous character of the
multinomial cumulative distribution function, a small change in the importance weights will
potentially generate a different set of resampled particles {x,(;)} and hence the likelihood
function estimate will not be continuous in . This discontinuity problem in the static
parameter estimation using a particle filter has generated a lot of interest over the past few
years and many techniques have been proposed to solve it, for instance gradient approach of
Poyiadjis et al.| (2005)), expectation maximization (EM) in |[Andrieu et al. (2004) and |Wills
et al.[(2008), smoothing likelihood in Pitt| (2002), and Markov Chain Monte Carlo (MCMC) in
Chopin et al.| (2013). However, these approaches have difficulties in terms of implementation,
see for instance Kantas et al,| (2009). For instance, in the gradient approach the step size is
difficult to tune; the EM method requires a large number of particles to ensure the likelihood
in the expectation step to increase monotonically; and the MCMC approach is usually time
consuming. Therefore, in this paper we propose a smoothing likelihood method based on
Gaussian process regression (GPR) to calibrate the model parameters, and the experiments
in Section show that the GPR based MLE approach is robust and fast.

3.2.3 Smooth likelihood function by GPR

The idea of the smoothing likelihood approach is to approximate the likelihood function by
a smooth function, see [Pitt| (2002). In this paper, we choose to use GPR to approximate the
likelihood function. A short introduction to GPR is presented in the Appendix, Section [C]
Before applying the GPR methodology to the ML estimation, it needs to be trained to evaluate
the likelihood. Given a set of pre-selected model parameters, the likelihoods are approximated
by using the proposed particle filter Algorithm The pre-selected model parameters and
the corresponding likelihoods are used to construct the grid for the model parameters. Then
the GPR is applied to fit the grid. Once the GPR is trained, the ML algorithm can be applied
and one obtains an approximation of the ML estimator. The algorithm is summarized as
follows.

Algorithm 3.4 (PF with GPR).
1. Define the grid for the value of model parameters.

2. Given each point (a vector of model parameter values) on the grid, run Algorithm
with the proposed importance sampling to obtain the corresponding log-likelihood.

3. Train the GPR on the grid with the corresponding log-likelihood. The trained GPR, can
be defined as a function between the model parameters and the log-likelihood, denoted

by fapr(v).
4. Find the estimator 1[1 such that

Y= arglrpnax fePr(¥).
This 1[1 is the approximate ML estimator.
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4 Numerical results

4.1 Setup for the transition model

We use the one factor default-only model and the two factor transition model with the probit
response function, see Equations , and , as the examples to illustrate the per-
formance of the proposed calibration methodologies. Specially, the default-only model is used
to show the likelihood function approximation of the proposed Laplace and the particle filter
(with importance sampling) approximation, see Section It is also used, in Section
to illustrate the calibration performance of the particle filter (PF) with the GPR approach,
Algorithm The two factor transition model is used to test the calibrations based on
Laplace approximation approach, see Section In the experiments of this paper, we omit
the observed process (ug)g=1,.. n, i.-e. ux, =0, for all k = 1,...,n in Equation , as it does
not increase the complexity from methodological perspective but just adds a few unknown
model parameters of the calibration.

We use simulated migration data for the experiments, so that the ‘true’ values of the model
parameters are known and can be used as a benchmark. The simulation is done according
to Equations and or , by assuming a one- or two-factor model for the latent
process (zk)gen+. The process (xg)ren+ is simulated using the Monte Carlo method based
on the autoregressive model in Equation . Consequently, the migrations are simulated
according to the model with Equation or . The simulated data are supposed to have
150 time points, i.e., one assumes to observe 150 periods of migrations. We suppose to have
four different ratings with three performing ratings (P1, P2 and P3) and one default rating
(D). We further assume that the default state is absorbing, which means that the probabilities
of the transition from D to P1, P2 or P3 are zero. The PF (with importance sampling)
Algorithm [3:3] is designed for low-default portfolios. We assume, for the PF assessments, the
long term average of the probability of defaults is PD = [0.001,0.004,0.01]. The number of
clients in these three ratings are assumed to be [5000, 1000, 500]. By contrast, the Laplace
approximation is for portfolios with higher default probabilities and more number of clients.
Therefore, for Laplace approximation assessments, we assume the long term average PD =
[0.01,0.04,0.1]. The value of the d parameter defined after Equation is derived from
the long term average PD. The number of clients in these three ratings are assumed to be
(100000, 10000, 5000].

Strictly speaking, the models (2.7) and (2.8) have three parameters: d, A and K. Specially
the parameter d contains quite some elements. To reduce the number of parameters, the
elements of d, in the calibration, we will use the auxiliary fact that

1
E[®(X)] = o(—), 4.1
2(x)) = 2L (1)
if X ~ N(p,0). To see that this relation holds, we argue as follows. We write the expectation
as, with ¢ the standard normal density,

[e’¢) o] u+oz

B0 = [ ouronodi= [ [ ola)o(e) dudz,

where we recognize that the double integral equals P(X < p+0Z) with X and Z independent
standard normals. This probability trivially equals P(X —oZ < u). As X — oZ has a
N(0,1 + ¢?) distribution, P(X —0Z < p) = @(ﬁ), and we obtain (4.1).
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Coming back to the calibration, to reduce the number of parameters to be estimated, the
elements of d are estimated directly by using the average, denoted 7, of the observed PDs
(for the default-only model ) or cumulative migration probabilities (for the migration
model ) and the K parameter. So, we approximate the theoretical PD, according to the
law of large numbers, by the sample average, i.e. 7, and invert the relation with p =d
and o = K to get the approximation (estimate)

d~ 1+ K2071(7).

Consequently, the model parameters left to be estimated are only A and K.

4.2 Laplace approximation and importance sampling

This section assesses the accuracy of the proposed Laplace and the PF approximation of the
likelihood function. The likelihood profile is generated based on the simulated migration data
using the one factor default-only model . The one dimensional latent process (zx)g=1,...n
is as described in Equation with A = 0.7 and Q = v1 — A2 =~ 0.71414. The sensitivity
parameter K is set to be 0.6 for low default portfolio and 0.3 for high default portfolio. The
performance of the PF is first assessed on a low-default portfolio as described in Section
The assessment of the PF consist of two parts: the assessment of the importance sampling
and the assessment of the likelihood function. The Laplace approximation is tested on a
portfolio with higher default probabilities and a higher number of clients, and the PF is used
as a benchmark.

4.2.1 Particle filter (PF) with importance sampling

The importance density used in the proposed PF algorithm is a Gaussian density with mean
and covariance approximated using the Laplace approach. The approximations are obtained
by running the Kalman filter algorithm on model . Figure and Figure present the
comparison of the estimated latent process (xj)x=1,. n using Laplace approximation and PF
without importance sampling. In Figure the ‘true’ parameters are used, i.e. A = 0.7 and
K = 0.6. One observes that the Laplace approximation aligns with the PF approximations.
In contrast, in Figure the K parameter is set to be 0.3. In this case one observes that
the Laplace approximation still aligns with the PF approximation with enough Monte Carlo
points (100000). When the number of Monte Carlo points is not sufficiently large, one observes
that the PF without importance sampling gives a biased estimation of the zj. The results
indicate that the Laplace approach provides a good estimate of the z; and hence can be used
for importance sampling.

Figures [4.3] and [£.4) show the comparison of the log-likelihood profile, with different K and A,
approximated by the PF with and without the proposed importance sampling. One observes
that the PF without importance sampling converges to the PF with the importance sampling,
but much slower. Especially, Figure shows that the PF without importance sampling
converges very slowly when the K value is significantly smaller than the optimal (where the
maximum likelihood is obtained) value. That is because the volatility of the realized xj needs
to be much larger to compensate the low value of K and hence match the volatility of the
signal 6), implied from the data. Since the volatility of zj is assumed to be Q = /1 — A2,
the high volatility of x; requires the PF without importance sampling to generate extreme
values for 7 in the simulation and consequently requires a large number of Monte Carlo
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Figure 4.1: Estimated xj: Laplace vs. PF without importance sampling. We use A = 0.7
and K = 0.6. The Laplace approximation and the 68% confidence interval (i.e., mean 4 one
standard deviation) are shown in red line and dots respectively. The PF without importance
sampling uses 1000, 10000, 100000 Monte Carlo samples and are shown in black dots, blue
stars and green crosses, respectively. Because of the high accuracy of the procedure, the blue
stars and green crosses nearly coincide with the black dots and are bearly visible.

samples. Same reasoning applies to the cases with high value of A parameters, see Figure [£.4]
When A is large, the volatility of zj is small. Therefore, extreme values of n; need to be
sampled to reach the volatility of 6 implied from the data. This will significantly slow
down the convergence speed when an appropriate importance sampling is not used. These
results suggest that the PF with the proposed importance sampling significantly increases the
efficiency of the normal PF algorithm.

4.2.2 Laplace approximation

The Laplace approximation is designed for high default portfolios with a relatively large
number of observations. Figures and present the comparison between the Laplace
approximation and the PF with importance sampling. One observes that the log-likelihood
profile of the Laplace approximation matches the profile of the PF, which indicates a good
precision of the Laplace approximation of the likelihood function.

4.3 Calibration using Laplace approximation

This section presents the calibration analysis using the Laplace approximation method. The
migration model used is the two-factor transition model as in Equation (2.8]). The model
parameters used for the simulation are specified as follows

A = diag([aq, ap]) = diag([0.7,0.8]),
(T A1) 0 1 p 1—A%(1,1) 0
@= < 0 1 —A2(2,2)> " (P 1) " ( 0 L= A2(2’2)>
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Figure 4.2: Estimated xj: Laplace vs. PF without importance sampling. We use A = 0.7
and K = 0.3. The Laplace approximation and the one standard deviation confidence interval
are shown in red line and dots respectively. The PF without importance sampling uses 1000,
10000, 100000 Monte Carlo samples and are shown in black dots, blue stars and green crosses,
respectively.

_ (o4l 0\ (1 04) (0.6 0
- 0 0.7141 04 1 0 06/’
K = diag([kq, kp]) = diag([0.3,0.2]) .

The d parameter is set such that the long-term average migration probabilities are

[T1r, Tor, Tsr] = [0.01,0.04,0.1]

TP TP TP 0.85 0.1 0.05
NP = (TP TP TP | =02 06 0.2
NP THP TP 0.1 02 0.7

To test the calibration method, 1000 different scenarios of migrations are simulated based on
the parameter values above. The Laplace method is applied to calibrate the model param-
eters A and K using each scenario of simulated migrations. The d parameters are derived
beforehand according to the average of the observed cumulative migration probabilities of
each scenario, using Equation , similar to the procedure in Section

4.3.1 Calibration results

Table [1| presents the statistics of the estimates in the 1000 scenarios. One observes a very
good match between the average of the estimates and the ‘true’ parameters defined at the
beginning of Section [£.3] The variance of the estimates mainly comes from the randomness
of the Monte Carlo sampling. For example, the model assumes a unit-variance of each of
the elements of the zp, i.e. the equilibrium distribution of z; has is such that the variance
of the elements is equal to one. Hence the covariance matrix of the idiosyncratic variable 7
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Figure 4.3: Log-likelihood profile: K vs. log-likelihood. We use A = 0.7. The log-likelihood
profile using PF with the proposed importance sampling is shown as the red line. The log-
likelihood profiles based on PF without importance sampling is used with 5000, 50000, 100000,
500000 Monte Carlo samples and are shown in blue stars, yellow dot line, black dots and green
dots, respectively.

must then be I — A% as A is diagonal. But in the simulation, the realized variance of the
simulated 7 could deviate from this assumption and hence impact the estimation of the K
parameters. To illustrate this, in the simulation, we re-normalize the Monte Carlo samples of
Ny, so that its realized covariance matrix is always equal to I — A%. The re-calibration results
are presented in the Table One observes that the average of the K estimates are closer
to the ‘true’ values and the standard deviation are much smaller. Other factors which could
impact the variance of the estimates are the values of the model parameters. For example, in
a one-dimensional model for the xj, the bigger the autocorrelation parameter A is, the bigger
the autocovariance of the AR(1) process is. Consequently it creates more uncertainty in the
estimation of the K parameters. On the other hand, the bigger A is, the smaller the variance
of n, is (keeping the variance of the xy fixed), and hence the smaller the Monte Carlo error of
the estimation of A parameters is. Table [3| presents the calibration results of the model with
A reset to diag([0.3,0.4]) and the other parameters keeping the same. Compared to Table
one observes that with a smaller A value the variance of the K estimates decreases while the
variance of the A estimates increases.

aqg ap kq k, p
average | 0.6768 | 0.7732 | 0.2962 | 0.1976 | 0.3998
std 0.0550 | 0.0493 | 0.0264 | 0.0217 | 0.0705

Table 1: Average and the standard deviation of the estimates based on the Laplace method.
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Figure 4.4: Log-likelihood profile: A vs. log-likelihood. We use K = 0.6. The log-likelihood
profile using PF with the proposed importance sampling is shown in red. The log-likelihood
profiles based on PF without importance sampling used 5000, 50000, 100000, 500000 Monte
Carlo samples and are shown in blue stars, yellow dot line, black dots and green dots, respec-
tively.

aqg ap kq k, p
average | 0.6767 | 0.7732 | 0.2985 | 0.2002 | 0.3994
std 0.0551 | 0.0494 | 0.0086 | 0.0080 | 0.0705

Table 2: Average and the standard deviation of the estimates based on the Laplace method
with re-normalized 7.

4.3.2 Stepwise Calibration results

An alternative procedure to calibrate the transition model is a stepwise approach, aimed at
reducing the parameter dimensionality. Note that the conditional likelihood of the observed

migrations of row i of the two-factor transition model, see Equation ({2.8]), can be rewritten
]\[i,k

as, where we use Ci,]f = m,
= ;

log p(m; .|0k)

R
= Z mijk log Tij i +1og C;

j=1
R-1

=miplog Tipx + Z myjklog Tij r +1og C; i
j=1
R-1

= mipklog Tirk + Z mijkllog(1 — Tiry) + log(Tijx) V] + log Ci 4
j=1
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Figure 4.5: Log-likelihood profile: K vs. log-likelihood. A = 0.7. The log-likelihood profiles
using Laplace approximation and PF with the proposed importance sampling are shown in
red line and blue stars respectively.

aq ap kq k, 0
average | 0.2887 | 0.3998 | 0.2962 | 0.1976 | 0.3998
std 0.0685 | 0.0703 | 0.0182 | 0.0133 | 0.0702

Table 3: Average and the standard deviation of the estimates based on the Laplace method
with resetting ag = 0.3 and a, = 0.4

R-1
= mirklog Tirg + (Nig — mirs)log(1 = Tirk) + > mijrlog(T) ) +log Cig
default only J=1 _

migration given no default

with N;p the number of clients in rating ¢ at time k. Therefore, one can separate the cal-
ibration of the default and non-default migrations of the transition model. This stepwise
approach works as follows.

1. Calibrate the default only model, with the observed number of defaults, number of
clients, and PD, at time k for rating 7, equal to m;gx, N; and T;g ) respectively. The
outputs of the calibration are the a4 and kg parameters for the default part of the model
and the latent process x,(cD).

2. Calibrate the migration model, with observed number of migrations and the migration
probabilities, at time & for rating ¢ =1,...,R—1and j =1,..., R — 1, equal to m;;
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Figure 4.6: Log-likelihood profile: A vs. log-likelihood. K = 0.3. The log-likelihood profiles
using Laplace approximation and PF with the proposed importance sampling are shown in
red line and blue stars respectively.

and T-]JV ,? respectively. The outputss of the calibration are the a, and k, parameters for

(2
the non-default part of the model and the latent process CCECP).

3. Empirically estimate the correlation parameter p by using the calibrated parameter A
and the realized process [x,(CD), x,gp)] obtained from step 1 and 2.
Tables [d] and [f] present the calibration results of the stepwise calibration and the comparison
with the standard two-factor model calibration. On observes that the stepwise approach pro-
duces very similar results as the standard approach. The advantage of the stepwise approach
is that it reduces the parameter dimensionality in the calibration. This can be very helpful
to improve the efficiency of the calibration.

aq ap kg kp p
average | 0.6775 | 0.7709 | 0.2901 | 0.1897 | 0.3947
std 0.0585 | 0.0528 | 0.0277 | 0.0226 | 0.0703

Table 4: Average and the standard deviation of the estimates based on the Laplace method
with the stepwise approach.

4.4 Calibration using the particle filter

In this section we test the calibration performance of the proposed particle filter (PF) with
the Gaussian process regression (GPR) approach. Since the calibration is assessed using 1000
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aq ap kq k‘p p
average error | 0.0058 | 0.0065 | 0.0153 | 0.0174 | 0.0049

Table 5: Average absolute error of the stepwise approach compared with the standard two
factor model calibration.

different scenarios, as in Section for the sake of a moderate running time, we consider the
default only case, the model of . But note that this calibration exercise can be rather
straightforwardly extended to the cases of full migration matrix calibration. The set-up of the
default only model in this experiment is the same as in Section [£.2] namely, a high default case
and a low default case. Note that although the PF calibration approach specially designed
for the low default portfolio, it is in fact a generic method and can be used for both high
and low default cases. In this assessment, the purpose of the calibration to a high default
portfolio is to compare it with the calibration using the Laplace approach of Section [£.3] We
build a Cartesian grid for the training GPR. The Cartesian grid is two dimensional, with
one dimension for parameter a and another dimension for parameter k. Each coordinate
ranges on a set of 20 evenly spaced points between 0.1 and 0.9. Therefore, in total there are
400 pairs of points (A, K) on the Cartesian grid. For each pair of points, the proposed PF
Algorithm with 1000 Monte Carlo points is run to obtain estimates of the corresponding
log-likelihood function. Then the GPR is trained on the Cartesian grid with inputs (A, K)
and outputs the corresponding log-likelihood. The training (and prediction) of the GPR uses
the scikit-learn Python package, with a RBF kernel (i.e., a squared-exponential kernel)
plus a WhiteNoise kernel. Figure 1.7 shows an instance of the prediction of the trained GPR
compared with the training samples. One can see a very good prediction of the log-likelihood
from the trained GPR.

® PFgrid *—e—¢& m\.
_gpg { —— GRP estimation
—1000 -

—1100 4

—1200

logl

—1300 4

—1400 -

—1500 A

—1600

T T T T T T T T T
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
K

Figure 4.7: Log-likelihood profile for £ when @ = 0.73 The red dots are the log-likelihoods of
the training grid. The blue line is the predicted log-likelihood using the trained GRP, when
a=0.73.

Once the GPR is trained, MLE is applied to the trained GPR function to find the estimator
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for the model parameters a and k. As in the experiments in Section 1000 scenarios of
migrations are generated based on the proposed ‘true’ parameters. For each scenario, the PF
with the GPR method is applied to calibrate the model parameters. Tables [6] and [7] present
the averages and standard deviations of the estimated parameter values based on the PF with
GPR approach, for both high and low default cases. One observes that, for the high default
case, the PF approach produces very similar results as the Laplace approach, which justifies
the accuracy of the PF approach. It is also interesting to see that the standard deviations in
the PF case are slightly higher, due to the Monte Carlo error in PF and the bias of the GPR
approximation. For the low default case, the results also suggest a good performance of the
PF calibration. One observes the bias in the k parameter estimation and a higher standard
deviation. This is mainly because of the low default nature. Namely, there is only a limited
number of default cases observed and hence these introduce more estimation errors.

aqg kq
average | 0.6720 | 0.2903
std 0.0634 | 0.0290

Table 6: Average and the standard deviation of the estimators from PF approach. ‘True’
value of kg is 0.3.

aq kd
average | 0.7211 | 0.5518
std 0.0714 | 0.0993

Table 7: Average and the standard deviation of the estimators of the PF approach for the
Low-default case. ‘True’ value of kg is 0.6.

5 Conclusions

This paper proposes two calibration algorithms, tailor-made for the credit rating transition
models of high- and low-default portfolios respectively. The algorithm for the high-default
portfolio uses the Laplace method, incorporated with the Kalman filter algorithm, which is
used to estimate the mode of the posterior distribution of the signals and compute the (ap-
proximated) likelihood function of the observed transition matrices. We show that the same
Kalman filter algorithm can be applied to both mode estimation and likelihood calculation.
Therefore the numerical ML algorithm is very fast. For the low-default portfolio, since the
number of the observed migrations (defaults) is limited, the performance of the Laplace ap-
proximation is not assured and hence might introduce biased in the likelihood approximations
and ML estimates. As an alternative, we develop an algorithm based on a particle filter with
importance sampling. The importance density is obtained from the mode estimation in the
Laplace algorithm. Experiments show that mode estimation produces very accurate estimates
of the posterior of the latent states and as a result, the designed importance sampling signif-
icantly improves the efficiency of the particle filter. Moreover, the GPR is used to smooth
the likelihood function approximated by the particle filter, so that a numerical optimization
algorithm can be easily applied to obtain the ML estimates. The efficiency and the accuracy
of these two proposed calibration algorithms are substantiated by numerical experiments.
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A State space model

State-space models deal with dynamic time series problems that involve unobserved variables
or parameters that describe the evolution of the state of the underlying system. The general
state space model, defined on some probability space (2, F,P), is as follows

T = fr(Tr—1,ur), To (A1)

yk:hk(xkavk’)7 k€N+7
where fr : RYxRP — R?, by, : R4 x RY — R™ are given Borel measurable functions, {uy }ren+
is a p-dimensional and {vg}ren+ is @ g-dimensional white noise processes both independent
of the initial condition xg, and mutually independent as well. Parameters in the functions fx
and hg, together with the covariance of u; and vi can be seen as the parameters of the state
space model, to which we collectively refer to as .

B Bayesian filter

The Baysian filters, see for instance |Press| (2003) and Robert| (2007)), are often used to estimate
the latent process (z)k=1,..n Or to compute the likelihood function of the observations yj, in a
state space model given the model parameters. We define the initial density function pg
of xg. The methodology in Bayesian filtering consists of two parts: prediction and update. At
every time point k, the prediction part computes (estimates) the prior distribution (density)
of z;, (a time k given the past observations up to time k — 1),

P(xk ’ Yi1:k—1, Tﬂ)

and the update part computes (estimates) the posterior distribution (density) of xj, given the
past up to time k,
p(xk |y, V) -

It follows that the state space model satisfies the properties of a stochastic system, i.e.
at every (present) time k£ > 1 the future states and future observations (z;,y;), j > k, are
conditionally independent from the past states and observations (z;,y;—1), j < k, given the
present state xy, see van Schuppen (1989). It then follows that (x)ren is a Markov process,
and for every k > 1 one has that y; and y;.,_1 are conditionally independent given x;_1, in
terms of densities,

p(@k | Th-1,y1:6-1, %) = p(zk | TH—1,9). (B.1)

Similarly, due to the Markov property, x; and yx41.7 are independent given x1, which gives

p(zp | Tpg1, Y11, 0) = p(Tk | Thg1, Y11, V). (B.2)

Moreover, one also has, for every k > 1, that y; and y;.x_1 are conditionally independent
given xp_1, in terms of densities,

p(yk‘ | yl:k—17xka¢) = p(yk | xka¢)7 for k € N+ . (B3)

These three equations (B.1)), (B.2) and (B.3|) are used later in the derivation of the Bayesian
filter and smoother recursions.

29



Using Bayes’ rule and equation (B.1)), we deduce that the density function of the prior
distribution is given by

p(zy | y1r—1,9) = /p(él?k | Zh—1, Y1:k—1, V)D(Th—1 | Y1:k—1,%) dp—q
(B.4)

- / p(n | 2o )P | Yot ) e -

Note that when k = 1, the posterior distribution p(xg_1 | y1.k—1,%) is defined as the initial
density po.

The purpose of the Bayesian algorithm is to sequentially compute the posterior distribu-
tion p(xk | y1.x,%). Again using Bayes’ rule, and , we obtain the posterior

p(yk | l’kaylzk—hw)p(wk | yl:k—17¢)

x K V) =
Pl [ yi:¥) Pk | Y1:6—1, ) (B.5)
_ Pk | 7k, )k | Y11, ¥)
Pk | Yi:k—1, )
with the conditional likelihood
p(yk | y1:k—1,9) = /p(yk | 2, V)p(zk | Y1ok—1, ) day, - (B.6)

If we assume the marginal likelihood function p(yx | zk, ) and the transition probability
p(xy | xx—1,%) are known, then given the posterior distribution p(zg_1 | y1.6-1,%) at time
k— 1, we can use equations and to compute the posterior measure p(zx | y1.x, %)
at time k. In this way the posterior distributions can be computed recursively given the initial
distribution pyq.

While the mathematical derivations of the Bayesian filter and smoother are straight forward,
in practice it is always a big challenge to compute the integrals in the equations or
. Although there are some special cases where theoretical formulas are available for the
integrals, such as the Kalman filter or (more general) with conjugate priors, in most cases
one has to find approximations or numerical algorithms to compute these integrals. In the
next two subsections, we introduce two types of the most used Bayesian filters in practice,
the Kalman filter and its extensions, and the particle filter.

B.1 Kalman filter

Assume that the state and observations in (A.1]) evolve according to a linear Gaussian model.
That is the functions f; and hg, for k = 1,...,n,, have to take linear forms as follows

Yk = Kz + €, (B.7)
Tpt1 = ApTr + Mg,

where Kj is a m X d matrix and A is a d x d matrix and the following distributional
assumptions are made. The initial variable zg is assumed to be Gaussian, the 5 and 7 are
assumed to be serially independent and independent of each other at all time points, with
Gaussian distributions, for k =1,...,n,

Ek ~~ N(O, Hk),
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e ~ N(0,Qr),
o ~ N(ao, Po),

in which N(u,) denotes the Gaussian distribution with mean g and covariance ¥£. We also
use the generic notation N(z;pu,Y) to denote the density at x of this normal distribution.
Due to the Gaussian assumptions and the linear structure of the model in , the prior and
posterior distribution defined in and are Gaussian and can be analytically derived.
Denote the estimates for the prior and posterior density at time k by N (x; Tpik—1, Pr| x—1) and
N (z; 21, Pyji;) respectively. Here is the Kalman filter algorithm for the Gaussian linear

model (B.7).
Algorithm B.1 (Kalman filter).

Initialization: Initialize the posterior distribution po(zo) = N(z0;Toj0, Pojo)-
Iteration: For k =1,...,n,let ;_y_1 and Py_q;_1 be given.

1. Compute the prior distribution p(wg|y1.6—1) = N (Tg; Thpp—1, Prjp—1), with

Thjk—1 = ATh_1jk—1,

- (B.8)
Py = AxPr1p14% + Qs
2. With S = KkPk‘k_lKkT + Hj, compute the Kalman gain
Gl = Pup—1 Ky (Sp) ™" (B.9)
3. Compute the posterior distribution p(wx|y1.x) = N (Tk; Tk, Prji), with
Ty = Tgjp—1 + Ge(Ur — KpTpjp—1), (B.10)

Py = Prjp—1 — GrKg Prjp—1-
4. Compute the the conditional log-likelihood p(yg|y1.k—1) as
P(Yklyre—1) = N (yr; HeTppp—1, Sk)-

Likelihood: The log likelihood of the observations, log p(y1.,), can be obtained by summing
up the conditional log-likelihoods,

logp(y1:m) = 3 10g p(ykly1:6—-1) -
k=1

Extensions and generalizations of the Kalman filter approach have also been developed, such
as the extended Kalman filter, see |[Einicke and White (1999) or [Wan and Nelson| (2002), and
the unscented Kalman filter, see Wan and van der Merwe| (2002)), which work for nonlinear
systems. However the extended Kalman filter and the unscented Kalman filter do not account
for the non-Gaussian properties of the model other than their first two moments, the mean
and variance functions. [Durbin and Koopman (2012, Section 10.6-10.7) proposes a mode
estimation approach which captures non-Gaussian properties of the state space model.
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B.2 Particle filter

In the particle filter, the prior and posterior distributions are estimated by a Monte Carlo
method. With a Monte Carlo method, a certain density function f(x) is generally estimated
by

N
fla) = w6, (2),
i=1
where {z("),i = 1,...,N} are i.i.d. random samples from a so-called importance density,

{w(i),i = 1,..., N} are the importance weights, and 0, are Dirac distributions. The key
parts of the particle filter is to choose the importance density and to compute the importance
weights, see e.g. Doucet| (1997). For the general state space model , suppose the posterior
density p(zk_1|y1.k—1) at time k — 1 is estimated by

N
~ @ 5
p(@p-1|y1:6-1,9) = z;wk—léw,(ﬁl(xk—l)'
P

Using Equations (B.4)) and (B.5|), the prior and posterior densities are respectively estimated
by

N
plerlyr—1,0) = 3w plarlz |, v),
=1
SN w0 plyler, ©)p(al® )
f Zi\il wl(ﬁlp(yk\@“ka ¢)p($k‘$§£1a Y)day,

These estimated densities are mixture distributions. If the samples 5;,(? are generated from

(B.11)

p(zklyre, ) ~

the transition density p(xy, | acl(jll, Y) for i = 1,..., N, the estimates of prior and posterior in
Equation (B.11)) can be reformulated so that they can be used in recursive calculations,

N
plawlyii-1.9) & D wi 8,0 (),
=1

N
p(@r|yrk, ) ~ Zw,(j)%in (zk) 5
i=1
where the weights w,(j) are defined by

Wl w,(fllp(yk | il(f)ﬂ{}) '
Zi]il wl(clllp<yk | ‘%I(cl)7 ¥)

(B.12)

Consequently one obtains the conditional likelihood p(y|y1.k—1) =~ Zf\il wl(;zlp(yklirg), ).
This type of particle filter is often referred to as sequential Monte Carlo. It is a specific
member of the family termed the bootstrap particle filter, see|(Gordon et al.| (1993]). In Doucet
(1997) it is shown that the variance of the importance weights decreases stochastically over
time. This will lead the importance weights to be concentrated on a small amount of sampled
particles. This problem is called degeneracy. To address the rapid degeneracy problem,
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the sampling-importance resampling (SIR) method, see e.g., Doucet| (1997) and Pitt and

Shephard (1999)), is introduced to eliminate the samples with a low importance weight and

multiply the samples with a high importance weight. In SIR, once the approximation of the

posterior p(zk|y1.k, V) =~ Zﬁl w,(;)éim (rx) is obtained, new, re-sampled, particles :U](f)
k

i.i.d. sampled from this approximate posterior distribution, i.e., every x,(g ) is independently

chosen from the icl(j) with probabilities wg) for i =1,..., N. This step can be accomplished

are

by sampling integers j from {1,...,n} with probabilities wg) fori=1,...,N. Then the new
estimation on the posterior and conditional likelihood is given by

N
1
p(@rlyin, ¥) = + Z%g)(ﬂfk),
i=1
1 & :
P(Ykly1k-1,) = N Zp(yk|$1(€]))~
i=1

C Gaussian process regression (GPR)

In this section, we provide a brief introduction to Gaussian process regression (GPR). For a
good overview, we refer for example to |[Rasmussen| (2005). We start by introducing Gaussian
processes.

Definition C.1. For any index set x, a Gaussian process (GP) on Y is a set of random vari-
ables (f(x),z € x) such that Vn € N and z1,...,2, € x, (f(z1),..., f(x,)) is a multivariate
Gaussian random variable.

In Definition f:x xQ — R and the index set x is the set of possible inputs. From now
on, we specify y to be R%,

A GP is completely specified by its mean and covariance functions. We define the mean
function m : R? — R and the covariance k : R? x R — R of f as

m(x) = E[f(x)],
k(x,x') = E[(f(x) — mx)][f(x) — m(x)].
Given n pairs of observations (x1,41), ..., (Xn,¥n), X; € R? and y; € R for i = 1,...,n, the
GPR model is a probabilistic non-parametric model with the following structure
Y =f(X)+e,
where Y = [y1,v2,...,yn|’ are the outputs, X = [X1,X2,...,X,]T are the inputs, ¢ is a

Gaussian noise with a vector mean 0 and variance 0?1, and f : R?x - .- x R — R" is such that
£f(X) = [f(x1), f(x2),..., f(xn)]T follows a multivariate Gaussian distribution specified by the
GP mean m(z) and covariance functions k(x;,x;), 1 < 4,5 < n. Namely f(X) ~ N(p, K),
where K is the n x n covariance matrix of which the (i, j)-th element K;; = k(x;,x;) and for
simplicity, we take the mean vector g = 0.

To predict Y = [ys1,-..,Ysm]? at the test locations X, = [X,11,...,Xntm]’, the joint
distribution of the training observations Y and the predictive targets Y, are given by
Y KX, X)+oT K(X,X.)
[ Y. ] ~ N (0’ [ K(X,X) K(X,X.) ) (G
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where K (X, X) = K, K(X,,X) is an m x n matrix with (7, j)-th element [K(X,, X)];; =
k(xp+i,%;). The other entries K (X, X,) and K (X, X,) are defined analogously. Hence the
predictive distribution is also Gaussian. Namely,

Y. 1Y, X, X, ~N<Y,P) :

with

Y = K(X., X)[K(X,X)+ %171y, (C.2)
P=K(X., X,) - K(X., X)[K(X,X)+ I 'K(X, X,). (C.3)

In view of (C.2)) and (C.3)), the covariance/kernel function k plays a significant role in GPR.
One commonly used kernel is the squared exponential, i.e.,

k(x;,x5) = a?e*%(xi*xﬁ')TA(xi*xﬁ) , ihi=1,---,n, (C4)

where o0y € R and A is a d x d positive-definite matrix. For more examples of Kernel
functions and an in-depth analysis on how choosing this function, we refer to Rasmussen
(2005, Chapter 4). Each kernel has a number of parameters which specify the precise shape
of the covariance function. These are referred to as hyperparameters, since they can be
viewed as specifying a distribution over function parameters, instead of being parameters
which specify a function directly. The hyperparameters in the squared exponential kernel are
oy and the entries of the matrix A.

C.1 Computation of the predictive targets

Denote the vector [K(X,X) + ¢?I]7'Y in (C.2) by a = [a1,---,a,]T, then we have the
estimation for Y,

Y*j%f/jzzaik(xn-f—hxj)v jzla y 1. (05)
i=1

If the Gaussian kernel is known, the value Y, at a point X, can be estimated by (C.5)).

C.2 Training the GPR

Training the GPR means to determine the hyperparameters using the data (X,Y). The
training is usually conducted by using maximum likelihood estimation. Observing that Y ~
N(0, K 4 02I), we deduce that the log likelihood is given by

1 1
log p(Y|X) = =5 YT (K +0”D)7'Y — S log |K + 0”1 — g log 277 . (C.6)

C.2.1 Train the GPR on Cartesian grid

The computational complexity for computing the marginal likelihood in equation (C.6) is
dominated by the need to invert the K matrix. Standard methods for matrix inversion
of positive definite symmetric matrices require a time of order O(n?) for inversion of an n
by n matrix. If the valuation set is very big, the computational time could be significant.
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When the covariance function is expressible as a tensor product kernel and the inputs form
a multidimensional grid, it was shown in [Saatci| (2011) that the costs for the GPR can be
reduced (see also Xu et al.| (2011), Luo and Duraiswami| (2013)). We briefly describe in the
sequel the GPR on multidimensional grids.

We assume the kernel k& : R¢ x R¢ — R is written in terms of kernels &, : R x R — R, for
m=1,...,d as follows

k(x,x;5) = anzlkm(xgm), xgm)) . (C.7)
Consider the squared exponential kernel as in (C.4) with a diagonal covariance A, i.e., A =
diag(e%, e ,K%), for £ € R. It holds
1 d

d (x(m) _ (m))z
k(xi,x;) = a]%exp {— Z %2]}
k

m=1
= anzlkm(xim),xgm)) ,
where ky,(z,y) = J]%/d exp {—(z —y)?/202,}.
We consider the data on a d-dimensional Cartesian grid. Let {ns,s = 1,...,d) be the
number of points in each dimension in the grid. Then the grid has n = n; X - -+ X ng points.

Let X be the list of n points in the grid, i.e., X = (x1, -+ ,X,) and the indexes ni,...,ng

are such that 1 <4y < nq, 1 <49 <ng, ---, 1 < ig < ng. The points x5, 1 < j < n, have
o (1) (2) (d) . (s) . . . . .

the form x; = (xj(l), Tig) xj(d)), with T being the j(s)-th element in the dimension s

in the grid. We put the points of the Cartesian grid in the following order

1 d
X(’i171)><n2><---><nd+~--+(idfl)><nd+id = ($§1)7 e 71./Ed))' (CS)

Consider for example, a three-dimensional Cartesian grid. Take ny = 3, no = ng = 2. Then
the grid has 12 points and equation (C.8]) yields

X1 = (517&1),1‘52),9”%3)),
X2 = (xgl)ax?)?xgg))a
X3 = (xgl)a$g2),$§3))a

xi2 = (2§, 250, 2$) .

For the GPR model, the Gaussian kernel on the Cartesian grid is given by K;; = k(x;,x;).
Suppose the kernel function k£ has property (C.7)). Then (C.8)) becomes

K(il—l)xng><--~><nd+~~+id,(j1—1)><n2><~--><nd+--~+jd

= k(=Y. .29, Y, 2)

i1 ) ’ Vg J1? » Y ja
k k
= T k() 7))
= kl(xgll),acg)) X+ X kd(:vl(-;l),:ng.j)).
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Let the matrix Kernel K} = (kk(x(k), x§k)))1§i7j§nk and recall K in (C.1). We obtain,

i
K=KX,X)=&{_ K,
where ® denotes the Kronecker product. It follows that
K'l=ef K '

So instead of inverting a high dimensional matrix, one needs to invert d smaller matrices, and
this reduces the computational time significantly.
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