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Abstract: Recently we have constructed a completely supersymmetric nonlinear action possessing the properties expected from multiple D0-brane system. Its quantization should result in an interesting supersymmetric field theory in the (super)space with additional matrix coordinates which can provide an important insights in the study of String Theory. As a first stage toward this aim, in this paper we construct the Hamiltonian mechanics and perform covariant quantization of the simplest three dimensional counterpart of the ten dimensional multiple D0-brane model. We obtain a supersymmetric system of equations in super-spacetime enlarged by bosonic and fermionic matrix coordinates which appears as a result of such quantization and discuss some of its properties.
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## 1 Introduction

Dirichlet $p$-branes or $\mathrm{D} p$-branes are the supersymmetric extended objects where the fundamental string can have its endpoints [1-3]. They can be described by solutions of 10 D supergravity equations [4], by worldvolume actions [5-10] or by the superfield equations obtained in [11] (before the actions were known!) in the frame of superembedding approach [12-15].

The quest for the action of multiple $\mathrm{D} p$-brane ( $\mathrm{mD} p$ ) system, which should provide an effective description of the maximally supersymmetric system of $N$ nearly coincident $\mathrm{D} p$-branes and $N^{2}$ fundamental strings ending on these, was created by seminal paper [16] in which Witten argued that such a system exhibits the enhanced $\mathrm{U}(N)$ gauge symmetry and, at very low energy, allows for the gauge fixed description by $\mathrm{U}(N)$ Supersymmetric-Yang-Mills (SYM) action. Setting $N=1$, we arrive at the Abelian SYM or super-Maxwell action with maximal supersymmetry which can be obtained as a weak field approximation from the gauge fixed version of the action for single super-Dp-brane [5-9] which is given by the sum of Dirac-Born-Infeld (DBI) and Wess-Zumino (WZ) terms. Hence it was expected that the $\mathrm{mD} p$ action contains some non-Abelian generalization of the DBI term or Born-Infeld (BI) action in the case of spacetime filling D9-brane.

Although the problem is still unsolved in its complete form, many interesting results were obtained during these years [17-47] (see [46] for a description of these results in some details). In particular, an action which possesses the properties expected from mD 0 system in flat type IIA superspace was found in our [46].

A single D0-brane is just massive superparticle in type IIA superspace [9] and its worldvolume is a one dimensional worldline. A one dimensional (1d) gauge field is known to be pure gauge, and such is the D0-brane worldline gauge field. Furthermore its field strength cannot be defined so that DBI part of the action is reduced in D0-case to just a standard superparticle kinetic term, the WZ term is constructed from fermionic coordinates of flat type IIA superspace and, hence, the D0-brane action is given 10D generalization of the de Azcárraga-Lukierski action for 4D $\mathcal{N}=2$ massive superparticle [48, 49]. Thus, there is no reason to expect a kind of non-Abelian DBI-like contribution to the mD0 action, and our candidate mD0 action(s) do not contain such.

The unexpected property of the action of [46] is the presence of an arbitrary positive definite function $\mathcal{M}(\mathcal{H})$ of an $\mathrm{SU}(N)$ invariant function of matrix fields $\mathcal{H}$ in which one can recognize the Hamiltonian of SYM model ${ }^{1}$. Surprisingly, the action possesses local fermionic worldline supersymmetry, characteristic property expected from mD 0 system, for arbitrary choice of $\mathcal{M}(\mathcal{H})$, so that we can speak about a family of candidate actions for the description of mD0. Of this family, the simplest representative with $\mathcal{M}(\mathcal{H})=m$ for constant $m$ appearing also in the center of mass part of the action had been found before in [43]. However, the most promising candidate for the role of mD 0 action has a particular nontrivial form of $\mathcal{M}(\mathcal{H})$ given in Eq. (2.44) below: as we showed in [47] it can be obtained by dimensional reduction from the 11D multiple M-wave (also called multiple M0 or mM0) action of [38].

The quantization of $\mathrm{mD0}$ system should result in an interesting field theory in a (super)spacetime extended by a number of bosonic and fermionic matrix coordinates which can bring us a new comprehension in String/M-theory. To argue in favour of such hope, let us recall the concept of $p$-brane democracy by Paul Townsend [50] which states that any of the String/M-theory p-branes can be considered as fundamental, thus playing the role usually attributed to fundamental strings, while all other $p^{\prime}$-branes emerges as solitonic objects in such a theory fundamental $p$-brane. From this point of view, the standard choice of string as is then usually the fundamental object is preferable because of convenience to have equations which can be linearized in a suitable gauge and well defined perturbation theory. Furthermore, the interaction in this case is described by a topology of the worldsheet thus allowing to use the free string action also in description of

[^0]the interacting strings. However the string field theory (see [51-54] and refs therein) is not easy at all, and is still under construction, at least in its complete form.

Among other possibilities the choice of D0-branes as fundamental objects was discussed as very intriguing opportunity, as it seemed to indicate a possibility to come back from extended objects to particles as basic blocks to construct a fundamental theory. However, to this end one should consider rather a theory of many D-particles interacting among themselves, which is to say the dynamical system which we call multiple D0-brane or mD 0 . This is what suggests us to expect that the field theory of mD0-brane system can give us new insights in String/M-theory.

The study of mD0 system using the low energy effective action suggested by Witten, i.e. by using the $10 \mathrm{D} \mathrm{U}(N)$ SYM action dimensionally reduced to $\mathrm{d}=1$ [55], was one of the roots of the M (atrix)-theory conjecture [56] which also used the $1 \mathrm{~d} \mathcal{N}=16 \mathrm{U}(N)$ SYM action, presently also known as the action of BFSS matrix model ${ }^{2}$. The ground state wavefunction of the quantum mechanics obtained by quantization of BFSS action was studied in [57-63]; the related studies can be found also in [64].

Our action $[46,47]$ can be considered as 10D Lorentz invariant and completely gauge invariant (supersymmetric and $\kappa$-symmetric) generalization of this BFSS action. Hence its quantization should provide us with the complete supersymmetric and manifestly Lorentz invariant mD0 field theory.

The aim of this paper is to start the program of constructing the mD0-brane field theory. As this problem has happened to be quite complicated, we begin with quantization of a 3D counterpart of mD0 system (which we will roughly call 3D mD0) described by 3D counterpart of 10D mD0 action found in our [45]. Moreover, we will restrict ourselves by the case of simplest 3D counterpart of mD0 system described by this action with constant $\mathcal{M}(\mathcal{H})=m$ (i.e. 3D counterpart of the action from [43]). This problem (which also appeared to be quite involving) has provided us with a good toy model to approach 10D mD0 system: it has shown where the problems can appear in 10D mD0 quantization and suggests us how to resolve these.

Furthermore, the superfield theory obtained in this work may be interesting on its own as it provides a generalization (supersymmetric and 3D Lorentz covariant) of a simplest version of the problem of the quantization of Yang-Mills theory in Schrödinger representation (see recent [65] for the comprehensive review of $\mathrm{D}=3$ case and for references). To consider this just for the case of 1 d dimensional reduction of SYM (3D $\mathcal{N}=2$ SYM in our case) can be relevant e.g. for the description of effective Hamiltonian of zero modes in this theory [66].

The paper is organized according the Table of Contents. The brief description of the work can be found at the beginning of the concluding Sec. 7 .

## 2 Simplest 3D counterpart of our 10D mD0 action

### 2.1 Physical and auxiliary fields of a 3D counterpart of mD0 system

The dynamical variables of 3 D mD 0 system consisting of $N$ D0-branes and strings connecting the different D0's or ending on the same D0-brane, can be split naturally on the center of mass variables and the matrix fields describing the relative motion of the mD0 constituents. This latter set contains the fields of $\mathrm{D}=3$ $\mathrm{SU}(N)$ Yang-Mills model dimensionally reduced to $\mathrm{d}=1$ and thus includes traceless $N \times N$ bosonic matrix fields $\mathbb{Z}=\left\|\mathbb{Z}_{i}^{j}(\tau)\right\|$ and $\overline{\mathbb{Z}}=\left\|\overline{\mathbb{Z}}_{i}{ }^{j}(\tau)\right\|$ related by Hermitian conjugation,

$$
\begin{equation*}
\mathbb{Z}=(\overline{\mathbb{Z}})^{\dagger} \quad \Leftrightarrow \quad \mathbb{Z}_{i}{ }^{j}=\left(\overline{\mathbb{Z}}_{j}{ }^{i}\right)^{*}, \quad \operatorname{tr} \mathbb{Z}=\mathbb{Z}_{i}{ }^{i}=0, \quad i, j=1, \ldots, N \tag{2.1}
\end{equation*}
$$

two Hermitian conjugate traceless $N \times N$ fermionic matrix fields $\boldsymbol{\Psi}=\left\|\boldsymbol{\Psi}_{i}{ }^{j}(\tau)\right\|$ and $\overline{\mathbf{\Psi}}=\left\|\overline{\boldsymbol{\Psi}}_{i}{ }^{j}(\tau)\right\|$

$$
\begin{equation*}
\boldsymbol{\Psi}=\overline{\boldsymbol{\Psi}}^{\dagger} \quad \Leftrightarrow \quad \boldsymbol{\Psi}_{i}{ }^{j}=\left(\overline{\boldsymbol{\Psi}}_{j}{ }^{i}\right)^{*}, \quad \operatorname{tr} \boldsymbol{\Psi} \equiv \boldsymbol{\Psi}_{i}{ }^{i}=0 \tag{2.2}
\end{equation*}
$$

[^1]and anti-Hermitian 1-form
\[

$$
\begin{equation*}
\mathbb{A}=\mathrm{d} \tau \mathbb{A}_{\tau}=\mathrm{d} \tau\left\|\mathbb{A}_{\tau i}{ }^{j}(\tau)\right\|=-\mathbb{A}^{\dagger} \quad \Leftrightarrow \quad \mathbb{A}_{\tau i}^{j}=-\left(\mathbb{A}_{\tau j}{ }^{i}\right)^{*} \tag{2.3}
\end{equation*}
$$

\]

All these fields depend on the proper time $\tau$ which parametrizes the center of mass worldine $\mathcal{W}^{1}$ of our 3D mD0 system.

The set of the center of mass variables is the same as one used for the description of single D0-brane in the spinor moving frame formulation. This contains real three-vector bosonic and two complex conjugate fermionic spinor coordinate functions

$$
\begin{equation*}
z^{M}(\tau)=\left(x^{\mu}(\tau), \theta^{\alpha}(\tau), \bar{\theta}^{\alpha}(\tau)\right), \quad \bar{\theta}^{\alpha}(\tau)=\left(\theta^{\alpha}(\tau)\right)^{*}, \quad \quad \mu=0,1,2, \quad \alpha=1,2 \tag{2.4}
\end{equation*}
$$

which define parametrically the worldline $\mathcal{W}^{1}$ as a surface in flat $\mathrm{D}=3 \mathcal{N}=2$ superspace $\Sigma^{(3 \mid 4)}$ with coordinates $z^{M}=\left(x^{\mu}, \theta^{\alpha}, \bar{\theta}^{\alpha}\right)$

$$
\begin{equation*}
\mathcal{W}^{1} \subset \Sigma^{(3 \mid 4)}: \quad z^{M}=z^{M}(\tau) \tag{2.5}
\end{equation*}
$$

and the spinor moving frame variables which we will describe below.
We have denoted the coordinate functions by the same symbol as coordinates and believe that this cannot produce a confusion, in particular, because below only the coordinate functions will be used in the study of classical mechanics while only coordinates will be used then in the description of field theory obtained upon quantization.

### 2.2 3D version of the de Azcárraga-Lukierski action for single D0-brane

When single D0-brane is considered, its action can be written in terms of the above described coordinate functions only. We present it here as a reference point which also allows us to fix our notation.

The standard action for single D0-brane [9] is given by 10D counterpart of the $\mathrm{D}=4$ action by de Azcárraga and Lukierski [48, 49]. Here we will discuss its 3D counterpart given by

$$
\begin{equation*}
S_{\mathrm{A}+\mathrm{L}}=-m \int d \tau\left(\sqrt{E_{\tau}^{a} E_{\tau}^{b} \eta_{a b}}+\dot{\theta}^{\alpha} \bar{\theta}_{\alpha}-\theta^{\alpha} \dot{\bar{\theta}}_{\alpha}\right) \tag{2.6}
\end{equation*}
$$

where dot denotes derivative with respect to proper time $\tau$ and

$$
\begin{equation*}
E_{\tau}^{a}=\dot{x}^{a}-i \dot{\theta} \gamma^{a} \bar{\theta}+i \theta \gamma^{a} \dot{\bar{\theta}} \tag{2.7}
\end{equation*}
$$

is the (coefficient for $\mathrm{d} \tau$ of the) pull-back of the Volkov-Akulov 1-form,

$$
\begin{equation*}
E^{a}=\mathrm{d} x^{a}-i \mathrm{~d} \theta \gamma^{a} \bar{\theta}+i \theta \gamma^{a} \mathrm{~d} \bar{\theta}=: E^{a}(z), \quad E^{a}(z(\tau))=\mathrm{d} \tau E_{\tau}^{a}, \quad a=0,1,2 \tag{2.8}
\end{equation*}
$$

In it

$$
\begin{equation*}
\dot{\theta} \gamma^{a} \bar{\theta}=\dot{\theta}^{\alpha} \gamma_{\alpha \beta}^{a} \bar{\theta}^{\beta} \tag{2.9}
\end{equation*}
$$

with symmetric $2 \times 2$ matrices

$$
\begin{equation*}
\gamma_{\alpha \beta}^{a}=-i \gamma_{\alpha}^{a \sigma} \epsilon_{\sigma \beta}, \quad \tilde{\gamma}^{a \alpha \beta}=i \epsilon^{\alpha \sigma} \gamma^{a}{ }_{\sigma}{ }^{\beta} \tag{2.10}
\end{equation*}
$$

constructed from unit antisymmetric spin tensor

$$
\epsilon^{\alpha \beta}=i \sigma_{2}=-\epsilon_{\alpha \beta}=\left(\begin{array}{cc}
0 & 1  \tag{2.11}\\
-1 & 0
\end{array}\right)
$$

and 3D Dirac matrices. These are imaginary in our mostly minus metric notation and obey

$$
\begin{equation*}
\gamma^{a} \gamma^{b}=\eta^{a b}+i \epsilon^{a b c} \gamma_{c}, \quad \eta^{a b}=\operatorname{diag}(+1,-1,-1) \tag{2.12}
\end{equation*}
$$

In all other cases the spinor indices are raised and lowered by the epsilon symbol (2.11), e.g.

$$
\begin{equation*}
\theta_{\alpha}=\epsilon_{\alpha \beta} \theta^{\beta}, \quad \theta^{\alpha}=\epsilon^{\alpha \beta} \theta_{\beta} \tag{2.13}
\end{equation*}
$$

The characteristic property of the action (2.6) is its invariance under local fermionic $\kappa$-symmetry

$$
\begin{align*}
& \delta_{\kappa} x^{\mu}=i \delta_{\kappa} \theta \gamma^{a} \bar{\theta}-i \theta \gamma^{a} \delta_{\kappa} \bar{\theta} \\
& \delta_{\kappa} \theta^{\alpha}=\kappa_{\beta}\left(\epsilon-i \tilde{\gamma}_{a} E_{\tau}^{a} / \sqrt{E_{\tau}^{c} E_{\tau c}}\right)^{\beta \alpha}, \quad \delta_{\kappa} \bar{\theta}^{\alpha}=\bar{\kappa}_{\beta}\left(\epsilon+i \tilde{\gamma}_{a} E_{\tau}^{a} / \sqrt{E_{\tau}^{c} E_{\tau c}}\right)^{\beta \alpha} \tag{2.14}
\end{align*}
$$

This property is important because it implies that the ground state of the system preserves $1 / 2$ of the spacetime supersymmetry [69] and hence is the BPS state, a 3D counterpart of the D0-brane BPS state of String Theory.

Thus the moving frame and spinor moving frame variables are not obligatory to describe a single D0brane: in this case spinor moving frame formulation, which can be found in [45], is classically equivalent to the one provided by the above described de Azcárraga-Lukierski action. However, the action for 3D mD0 system, which was found in [45], is known only in its form involving the spinor moving frame variables. We describe these in the next (sub)section.

### 2.3 Spinor moving frame variables (Lorentz harmonics)

In [45] we have used the real spinor moving frame variables $\left(v_{\alpha}^{1}, v_{\alpha}^{2}\right)$ constrained by $v^{\alpha 2} v_{\alpha}^{1}=1$. ${ }^{3}$ However, later we found much more convenient to describe the spinor frame variables by complex spinors

$$
\begin{equation*}
w_{\alpha}=\frac{1}{\sqrt{2}}\left(v_{\alpha}^{1}-i v_{\alpha}^{2}\right) \quad \text { and its c.c. } \quad \bar{w}_{\alpha}=\frac{1}{\sqrt{2}}\left(v_{\alpha}^{1}+i v_{\alpha}^{2}\right) \tag{2.15}
\end{equation*}
$$

which obey

$$
\begin{equation*}
\bar{w}^{\alpha} w_{\alpha}=i \tag{2.16}
\end{equation*}
$$

so that

$$
\begin{equation*}
\delta_{\alpha}{ }^{\beta}=i \bar{w}_{\alpha} w^{\beta}-i w_{\alpha} \bar{w}^{\beta}, \quad \epsilon_{\alpha \beta}=-i \bar{w}_{\alpha} w_{\beta}+i w_{\alpha} \bar{w}_{\beta} \tag{2.17}
\end{equation*}
$$

Taking these constraints into account, we find that the derivatives of these complex spinors (providing a 3D version of the 4D Newman-Penrose diad [67]) are expressed by

$$
\begin{equation*}
\mathrm{D} w_{\alpha}:=\mathrm{d} w_{\alpha}+i a w_{\alpha}=i f \bar{w}_{\alpha}, \quad \mathrm{D} \bar{w}_{\alpha}:=\mathrm{d} \bar{w}_{\alpha}-i a \bar{w}_{\alpha}=-i \bar{f} w_{\alpha} \tag{2.18}
\end{equation*}
$$

in terms of Cartan forms ${ }^{4}$

[^2]\[

$$
\begin{equation*}
f=w^{\alpha} \mathrm{d} w_{\alpha}, \quad \bar{f}=\bar{w}^{\alpha} \mathrm{d} \bar{w}_{\alpha}, \quad a=w^{\alpha} \mathrm{d} \bar{w}_{\alpha}=\bar{w}^{\alpha} \mathrm{d} w_{\alpha} . \tag{2.19}
\end{equation*}
$$

\]

The first two of these provide a covariant basis of the space co-tangent to the coset $\mathrm{SU}(1,1) / \mathrm{U}(1)=$ $\mathrm{SL}(2, \mathbb{R}) / \mathrm{SO}(2)$, while the third, $a$, transforms as a connection under $\mathrm{U}(1)$ symmetry of our construction. This allows us to introduce the $\mathrm{U}(1)$-covariant derivatives D in (2.18). It is easy to check that these Cartan forms obey the following structure equations (Maurer-Cartan equations)

$$
\begin{equation*}
\mathrm{D} f=\mathrm{d} f+2 i f \wedge a=0, \quad \mathrm{D} \bar{f}=\mathrm{d} \bar{f}-2 i \bar{f} \wedge a=0, \quad \mathrm{~d} a=-i f \wedge \bar{f} \tag{2.20}
\end{equation*}
$$

The set of moving frame vectors (a 3D version of the complex 4D light-like Newman-Penrose tetrade [67]) are composed from the complex spinor $w$ and its c.c. as

$$
\begin{equation*}
u_{a}^{(0)}=w \gamma_{a} \bar{w}, \quad u_{a}=w \gamma_{a} w, \quad \bar{u}_{a}=\bar{w} \gamma_{a} \bar{w} \tag{2.21}
\end{equation*}
$$

Due to the properties of $\mathrm{D}=3$ gamma matrices, these obey

$$
\begin{align*}
& u_{a}^{(0)} u^{a(0)}=1, \quad u_{a}^{(0)} u^{a}=0, \quad u_{a}^{(0)} \bar{u}^{a}=0  \tag{2.22}\\
& u_{a} u^{a}=0, \quad \bar{u}_{a} \bar{u}^{a}=0, \quad u_{a} \bar{u}^{a}=-2 \tag{2.23}
\end{align*}
$$

and

$$
\begin{equation*}
u_{a}^{(0)} \gamma_{\alpha \beta}^{a}=2 w_{(\alpha} \bar{w}_{\beta)}, \quad u_{a} \gamma_{\alpha \beta}^{a}=2 w_{\alpha} w_{\beta}, \quad \bar{u}_{a} \gamma_{\alpha \beta}^{a}=2 \bar{w}_{\alpha} \bar{w}_{\beta} \tag{2.24}
\end{equation*}
$$

Eqs. (2.22) and (2.23) imply that the real $3 \times 3$ matrix

$$
\begin{equation*}
u_{a}^{(b)}=\left(u_{a}^{(0)}, \frac{1}{2}\left(u_{a}+\bar{u}_{a}\right), \frac{1}{2 i}\left(u_{a}-\bar{u}_{a}\right)\right) \in \mathrm{O}(1,2) \tag{2.25}
\end{equation*}
$$

belongs to $\mathrm{O}(1,2)$ group. Furthermore, the way of constructing these vectors from bilinear of spinors implies that ${ }^{5}$

$$
\begin{equation*}
\epsilon^{a b c} u_{a}^{(0)} u_{b} \bar{u}_{c}=-2 i \quad \Leftrightarrow \quad u_{[b} \bar{u}_{c]}=-i \epsilon_{a b c} u^{a(0)} \tag{2.26}
\end{equation*}
$$

which makes this matrix to be $\mathrm{SO}(1,2)$ valued,

$$
\begin{equation*}
u_{a}^{(b)}=\left(u_{a}^{(0)}, \frac{1}{2}\left(u_{a}+\bar{u}_{a}\right), \frac{1}{2 i}\left(u_{a}-\bar{u}_{a}\right)\right) \in \mathrm{SO}(1,2) \tag{2.27}
\end{equation*}
$$

which is tantamount to saying that this set of vectors describes an oriented Lorentz frame.
Then (2.24), or equivalently (2.21), describes the relation of moving frame with spinor moving frame, i.e. to show as the former is constructed from the latter.

The derivatives of the moving frame vectors are expressed through the Cartan forms by

$$
\begin{equation*}
\mathrm{d} u_{a}^{(0)}=i f \bar{u}_{a}-i \bar{f} u_{a}, \quad \mathrm{D} u_{a}=\mathrm{d} u_{a}+2 i a u_{a}=2 i f u_{a}^{(0)}, \quad \mathrm{D} \bar{u}_{a}=\mathrm{d} \bar{u}_{a}-2 i a \bar{u}_{a}=-2 i \bar{f} u_{a}^{(0)} \tag{2.28}
\end{equation*}
$$

so that (2.19) are equivalent to

$$
\begin{equation*}
f=\frac{i}{2} u^{a} \mathrm{~d} u_{a}^{(0)}, \quad \bar{f}=-\frac{i}{2} \bar{u}^{a} \mathrm{~d} u_{a}^{(0)}, \quad a=-\frac{i}{4} \bar{u}^{a} \mathrm{~d} u_{a}=\frac{i}{4} u^{a} \mathrm{~d} \bar{u}_{a} \tag{2.29}
\end{equation*}
$$

[^3]When function of the spinor frame variables $f(\bar{w}, w)$ are considered, due to the constraint (2.16) its differential (exterior derivative) is decomposed on the Cartan forms (2.19),

$$
\begin{equation*}
\mathrm{d} f=\mathrm{d} \bar{w}_{\alpha} \frac{\partial f}{\partial \bar{w}}+\mathrm{d} w_{\alpha} \frac{\partial f}{\partial w}=i f \overline{\mathbb{D}}-i \bar{f} \mathbb{D}+i a \mathbb{D}^{(0)} \tag{2.30}
\end{equation*}
$$

where at the second stage we have used Eqs. (2.18) and introduced the covariant derivatives

$$
\begin{equation*}
\mathbb{D}=w_{\alpha} \frac{\partial}{\partial \bar{w}_{\alpha}}, \quad \overline{\mathbb{D}}=\bar{w}_{\alpha} \frac{\partial}{\partial w_{\alpha}}, \quad \mathbb{D}^{(0)}=\bar{w}_{\alpha} \frac{\partial}{\partial \bar{w}_{\alpha}}-w_{\alpha} \frac{\partial}{\partial w_{\alpha}} . \tag{2.31}
\end{equation*}
$$

These have the characteristic property that their action on the l.h.s. of the constraint (2.16) vanish

$$
\begin{equation*}
\mathbb{D}\left(\bar{w}^{\alpha} w_{\alpha}\right)=0, \quad \overline{\mathbb{D}}\left(\bar{w}^{\alpha} w_{\alpha}\right)=0, \quad \mathbb{D}^{(0)}\left(\bar{w}^{\alpha} w_{\alpha}\right)=0 \tag{2.32}
\end{equation*}
$$

and obey $\mathfrak{s u}(1,1) \simeq \mathfrak{s u}(2, \mathbb{R})$ algebra

$$
\begin{equation*}
[\mathbb{D}, \overline{\mathbb{D}}]=\mathbb{D}^{(0)}, \quad\left[\mathbb{D}^{(0)}, \mathbb{D}\right]=-2 \mathbb{D}, \quad[\mathbb{D}, \overline{\mathbb{D}}]=2 \overline{\mathbb{D}} . \tag{2.33}
\end{equation*}
$$

Using spinor moving frame and moving frame vectors we can split (the pull-back of) the supervielbein forms of $\mathrm{D}=3 \mathcal{N}=2$ superspace

$$
\begin{equation*}
E^{a}=\delta_{\mu}^{a} \mathrm{~d} x^{\mu}-i \mathrm{~d} \theta \gamma^{a} \bar{\theta}+i \theta \gamma^{a} \mathrm{~d} \bar{\theta}, \quad E^{\alpha}=\mathrm{d} \theta^{\alpha}, \quad \bar{E}^{\alpha}=\mathrm{d} \bar{\theta}^{\alpha} \tag{2.34}
\end{equation*}
$$

on the set of 3 bosonic and 4 fermionic Lorentz invariant one forms

$$
\begin{array}{r}
\mathrm{E}^{(0)}=E^{a} u_{a}^{(0)}, \quad \mathrm{E}=E^{a} u_{a}, \quad \overline{\mathrm{E}}=E^{a} \bar{u}_{a}, \\
\mathrm{E}^{w}=\mathrm{d} \theta^{\alpha} w_{\alpha}, \quad \mathrm{E}^{\bar{w}}=\mathrm{d} \theta^{\alpha} \bar{w}_{\alpha} \\
\overline{\mathrm{E}}^{w}=\mathrm{d} \bar{\theta}^{\alpha} w_{\alpha}, \quad  \tag{2.37}\\
\overline{\mathrm{E}}^{\bar{w}}=\mathrm{d} \bar{\theta}^{\alpha} \bar{w}_{\alpha} .
\end{array}
$$

### 2.4 Lagrangian of the simplest 3D counterpart of the mD0 system

The Lagrangian of the 3D counterpart of 10D mD0 action proposed in [46] contains two constants of dimension of mass, $m$ and $\mu$, as well as arbitrary positively definite function

$$
\begin{equation*}
\mathcal{M}=\mathcal{M}(\mathcal{H}) \tag{2.38}
\end{equation*}
$$

of the following bosonic composite of the matrix fields

$$
\begin{equation*}
\mathcal{H}=\operatorname{tr}\left(\mathbb{P} \overline{\mathbb{P}}+[\mathbb{Z}, \overline{\mathbb{Z}}]^{2}-\frac{i}{2} \mathbb{Z} \Psi \Psi+\frac{i}{2} \overline{\mathbb{Z}} \overline{\mathbf{\Psi}} \bar{\Psi}\right) . \tag{2.39}
\end{equation*}
$$

This can be recognized as Hamiltonian of $3 \mathrm{D} \operatorname{SU}(N)$ SYM model dimensionally reduced to $\mathrm{d}=1$. Introducing for convenience also a pair of conjugate fermionic currents

$$
\begin{equation*}
\nu:=\operatorname{tr}(\boldsymbol{\Psi} \mathbb{P}+\overline{\mathbf{\Psi}}[\mathbb{Z}, \overline{\mathbb{Z}}]), \quad \bar{\nu}:=\operatorname{tr}(\overline{\mathbf{\Psi}} \overline{\mathbb{P}}+\boldsymbol{\Psi}[\mathbb{Z}, \overline{\mathbb{Z}}]) \tag{2.40}
\end{equation*}
$$

which can be recognized as the SYM supercurrents, we can write the Lagrangian from [46] as follows

$$
\begin{align*}
L[m, \mu, \mathcal{M}(\mathcal{H})] & :=m \mathrm{E}_{\tau}^{(0)}+m\left(\dot{\theta}^{\alpha} \bar{\theta}_{\alpha}-\theta^{\alpha} \dot{\bar{\theta}}_{\alpha}\right)+\frac{1}{\mu^{6}} \operatorname{tr}\left(\overline{\mathbb{P}} \mathrm{D}_{\tau} \mathbb{Z}+\mathbb{P} \mathrm{D}_{\tau} \overline{\mathbb{Z}}-\frac{i}{8} \mathrm{D}_{\tau} \boldsymbol{\Psi} \overline{\mathbf{\Psi}}+\frac{i}{8} \boldsymbol{\Psi} \mathrm{D}_{\tau} \overline{\boldsymbol{\Psi}}\right)+ \\
& +\frac{1}{\mu^{6}} \mathrm{E}_{\tau}^{(0)} \frac{2}{\mathcal{M}} \mathcal{H}+\frac{1}{\mu^{6}} \frac{i}{\sqrt{\mathcal{M}}} \dot{\theta}^{\alpha} w_{\alpha} \bar{\nu}+\frac{1}{\mu^{6}} \frac{i}{\sqrt{\mathcal{M}}} \dot{\bar{\theta}}^{\alpha} \bar{w}_{\alpha} \nu+\frac{1}{\mu^{6}} \frac{\dot{\mathcal{M}}}{\mathcal{M}} \operatorname{tr}(\overline{\mathbb{P}} \mathbb{Z}+\mathbb{P} \overline{\mathbb{Z}}) \tag{2.41}
\end{align*}
$$

Here $\mathrm{D}_{\tau}$ are covariant derivatives which contain, besides the $\mathfrak{s u}(N)$ valued connection $\mathbb{A}=\mathrm{d} \tau \mathbb{A}_{\tau}$, also composite $\mathrm{U}(1)$ connection given by the Cartan form $a=\mathrm{d} \tau a_{\tau}$ defined in (2.19) (see also (2.29)),

$$
\begin{array}{ll}
\mathrm{D}_{\tau} \mathbb{Z}=\dot{\mathbb{Z}}+2 i a_{\tau} \mathbb{Z}+\left[\mathbb{A}_{\tau}, \mathbb{Z}\right], & \mathrm{D}_{\tau} \boldsymbol{\Psi}=\dot{\mathbf{\Psi}}-i a_{\tau} \mathbf{\Psi}+\left[\mathbb{A}_{\tau}, \mathbf{\Psi}\right] \\
\mathrm{D}_{\tau} \overline{\mathbb{Z}}=\dot{\overline{\mathbb{Z}}}-2 i a_{\tau} \overline{\mathbb{Z}}+\left[\mathbb{A}_{\tau}, \overline{\mathbb{Z}}\right], & \mathrm{D}_{\tau} \overline{\mathbf{\Psi}}=\dot{\overline{\mathbf{\Psi}}}+i a_{\tau} \overline{\mathbf{\Psi}}+\left[\mathbb{A}_{\tau}, \overline{\mathbf{\Psi}}\right] . \tag{2.42}
\end{array}
$$

Two special members of this family of Lagrangians have this function (2.38) being constant

$$
\begin{equation*}
\mathcal{M}=m=\mathrm{const} \tag{2.43}
\end{equation*}
$$

and of the following special form

$$
\begin{equation*}
\mathcal{M}=\frac{m}{2}+\sqrt{\frac{m^{2}}{4}+\frac{\mathcal{H}}{\mu^{6}}} \tag{2.44}
\end{equation*}
$$

The latter is obtained in [45] by dimensional reduction of the 4 D counterpart of the multiple M0-brane ( mM 0 ) action [38] while the former is the simplest representative of the family which can be recognized as 3 D counterpart of the 10 D action discussed previously in [43]. This simplest model with constant $\mathcal{M}=m$ and Lagrangian

$$
\begin{align*}
L:=L[m, \mu, m] & =m \mathrm{E}_{\tau}^{(0)}+m\left(\dot{\theta}^{\alpha} \bar{\theta}_{\alpha}-\theta^{\alpha} \dot{\bar{\theta}}_{\alpha}\right)+\frac{1}{\mu^{6}} \operatorname{tr}\left(\overline{\mathbb{P}} \mathrm{D}_{\tau} \mathbb{Z}+\mathbb{P D}_{\tau} \overline{\mathbb{Z}}-\frac{i}{8} \mathrm{D}_{\tau} \boldsymbol{\Psi} \overline{\boldsymbol{\Psi}}+\frac{i}{8} \boldsymbol{\Psi} \mathrm{D}_{\tau} \overline{\mathbf{\Psi}}\right)+ \\
& +\frac{1}{\mu^{6}} \mathrm{E}_{\tau}^{(0)} \frac{2}{m} \mathcal{H}+\frac{1}{\mu^{6}} \frac{i}{\sqrt{m}} \dot{\theta}^{\alpha} w_{\alpha} \bar{\nu}+\frac{1}{\mu^{6}} \frac{i}{\sqrt{m}} \dot{\bar{\theta}}^{\alpha} \bar{w}_{\alpha} \nu \tag{2.45}
\end{align*}
$$

will be the subject of this paper. We will elaborate it in Hamiltonian formalism and then quantize it, thus arriving at the equation of the simplest 3 D counterpart of the mD 0 -brane field theory.

## 3 Hamiltonian formalism of the simplest 3 D prototype of mD 0 brane model

### 3.1 Canonical momenta and Poisson brackets

Generically, the canonical momenta $p_{A}$ are defined as derivatives of the Lagrangian $L\left(q^{A}, \dot{q}^{A}\right)$ with respect to velocities $\dot{q}^{A}=\frac{\mathrm{d}}{\mathrm{d} \tau} q^{A}$ in direction of the coordinates $q^{A}$,

$$
\begin{equation*}
p_{A}=\frac{\partial L}{\partial \dot{q}^{A}} \tag{3.1}
\end{equation*}
$$

and are canonically conjugate to this coordinate. This statement implies the diagonal structure of the Poisson brackets algebra

$$
\begin{align*}
& {\left[p_{A}, q^{B}\right\}_{\mathrm{PB}}=-(-)^{\varepsilon(A) \varepsilon(B)}\left[q^{B}, p_{A}\right\}_{\mathrm{PB}}=-\delta_{A}^{B}} \\
& {\left[q^{A}, q^{B}\right\}_{\mathrm{PB}}=-(-)^{\varepsilon(A) \varepsilon(B)}\left[q^{B}, q^{A}\right\}_{\mathrm{PB}}=0, \quad\left[p_{A}, p_{B}\right\}_{\mathrm{PB}}=-(-)^{\varepsilon(A) \varepsilon(B)}\left[p_{A}, p_{B}\right\}_{\mathrm{PB}}=0} \tag{3.2}
\end{align*}
$$

where $\varepsilon(A)$ is Grassmann (fermionic) parity of $p_{A}$ and $q^{A}$ which is equal to 0 for bosons and to 1 for fermions ${ }^{6}$.

Then the canonical Hamiltonian $H_{0}\left(p_{A}, q^{A}\right)$ is defined by Legendre transform of the Lagrangian ${ }^{7}$

$$
\begin{equation*}
H_{0}\left(p_{A}, q^{A}\right)=\dot{q}^{A} p_{A}-L\left(q^{A}, \dot{q}^{A}\right) \tag{3.3}
\end{equation*}
$$

and the evolution of the dynamical system is described by the Hamiltonian equations

$$
\dot{f}(q, p)=\left[f(q, p), H_{0}\right]_{\mathrm{PB}} \quad \Leftrightarrow \quad\left\{\begin{array}{l}
\dot{q}^{A}=\frac{\partial H_{0}}{\partial p_{A}}  \tag{3.4}\\
\dot{p}_{A}=-\frac{\partial H_{0}}{\partial q^{A}} .
\end{array}\right.
$$

In our case we firstly denote the momenta conjugate to the bosonic and fermionic coordinate functions by

$$
\begin{equation*}
p_{a}=\frac{\partial L}{\partial \dot{x}^{a}}, \quad \bar{\Pi}_{\alpha}=\frac{\partial L}{\partial \dot{\theta}^{\alpha}}, \quad \Pi_{\alpha}=\frac{\partial L}{\partial \dot{\bar{\theta}}^{\alpha}} \tag{3.5}
\end{equation*}
$$

so that their nonvanishing Poisson brackets are

$$
\begin{align*}
& {\left[p_{a}, x^{b}\right]_{\mathrm{PB}}=-\left[x^{b}, p_{a}\right]_{\mathrm{PB}}=-\delta_{a}^{b}} \\
& \left\{\bar{\Pi}_{\alpha}, \theta^{\beta}\right\}_{\mathrm{PB}}=\left\{\theta^{\beta}, \bar{\Pi}_{\alpha}\right\}_{\mathrm{PB}}=-\delta_{\alpha}^{\beta}  \tag{3.6}\\
& \left\{\Pi_{\alpha}, \bar{\theta}^{\beta}\right\}_{\mathrm{PB}}=\left\{\bar{\theta}^{\beta}, \Pi_{\alpha}\right\}_{\mathrm{PB}}=-\delta_{\alpha}^{\beta}
\end{align*}
$$

### 3.2 Covariant momenta and Poisson/Dirac brackets in the spinor moving frame sector

Similarly, we can introduce the canonical momenta conjugate to spinor frame variables

$$
\begin{equation*}
\bar{P}_{\alpha}=\frac{\partial \mathcal{L}}{\partial \dot{w}^{\alpha}}, \quad P_{\alpha}=\frac{\partial \mathcal{L}}{\partial \dot{\bar{w}}^{\alpha}} \tag{3.7}
\end{equation*}
$$

which have nonvanishing Poisson brackets

$$
\begin{equation*}
\left[\bar{P}^{\alpha}, w_{\beta}\right]_{\mathrm{PB}}=-\delta^{\alpha}{ }_{\beta}, \quad\left[P^{\alpha}, \bar{w}_{\beta}\right]_{\mathrm{PB}}=-\delta^{\alpha}{ }_{\beta} \tag{3.8}
\end{equation*}
$$

[^4]If working with these canonical momenta, we have to consider the condition (2.16) as a second class constraint (in terminology of Dirac [68], see below for more details and discussion), and find that this is conjugate to the constraint ${ }^{8}$

$$
\begin{equation*}
w_{\alpha} \bar{P}^{\alpha}+\bar{w}_{\alpha} P^{\alpha} \approx 0, \tag{3.9}
\end{equation*}
$$

which will also appear in our model. Then we could resolve these by passing from Poisson brackets to corresponding Dirac brackets (see [70] and refs. therein for more discussion) after which both (2.16) and (3.9) can be considered as satisfied in the strong sense.

Actually this stage can be overcame by introducing from the very beginning the so-called covariant momenta

$$
\begin{equation*}
\mathfrak{d}=w_{\alpha} P^{\alpha}, \quad \overline{\mathfrak{d}}=\bar{w}_{\alpha} \bar{P}^{\alpha}, \quad \mathfrak{d}^{(0)}=\bar{w}_{\alpha} P^{\alpha}-w_{\alpha} \bar{P}^{\alpha}, \tag{3.10}
\end{equation*}
$$

which have the following Poisson brackets with spinor frame variables

$$
\begin{array}{cl}
{\left[\mathfrak{d}, w_{\alpha}\right]_{\mathrm{PB}}=0,} & {\left[\mathfrak{d}, \bar{w}_{\alpha}\right]_{\mathrm{PB}}=-w_{\alpha},} \\
{\left[\overline{\mathfrak{d}}, w_{\alpha}\right]_{\mathrm{PB}}=-\bar{w}_{\alpha},} & {\left[\overline{\mathfrak{d}}, \bar{w}_{\alpha}\right]_{\mathrm{PB}}=0,} \\
{\left[\mathfrak{d}^{(0)}, w_{\alpha}\right]_{\mathrm{PB}}=w_{\alpha},} & {\left[\mathfrak{d}^{(0)}, \bar{w}_{\alpha}\right]_{\mathrm{PB}}=-\bar{w}_{\alpha} .} \tag{3.11}
\end{array}
$$

It is easy to check that these covariant momenta have vanishing Poisson brackets with the constraints (2.16). Hence, if using only the covariant momenta, we can consider the constraint (2.16) to be satisfied in the strong sense.

Notice that (3.11) imply the following brackets of the covariant momenta with moving frame vectors

$$
\begin{array}{lll}
{\left[\mathfrak{d}, u_{a}^{(0)}\right]_{\mathrm{PB}}=-u_{a},} & {\left[\mathfrak{d}, u_{a}\right]_{\mathrm{PB}}=0,} & {\left[\mathfrak{d}, \bar{u}_{a}\right]_{\mathrm{PB}}=-2 u_{a}^{(0)},} \\
{\left[\bar{d}, u_{a}^{(0)}\right]_{\mathrm{PB}}=-\bar{u}_{a},} & {\left[\bar{d}, u_{a}\right]_{\mathrm{PB}}=-2 u_{a}^{(0)},} & {\left[\overline{\mathfrak{d}}, \bar{u}_{a}\right]_{\mathrm{PB}}=0,} \\
{\left[\mathfrak{d}^{(0)}, u_{a}^{(0)}\right]_{\mathrm{PB}}=0,} & {\left[\mathfrak{d}^{(0)}, u_{a}\right]_{\mathrm{PB}}=2 u_{a},} & {\left[\mathfrak{d}^{(0)}, \bar{u}_{a}\right]_{\mathrm{PB}}=-2 \bar{u}_{a} .} \tag{3.12}
\end{array}
$$

On the Poisson brackets, the covariant momenta represent the algebra $\mathfrak{s o}(1,2) \simeq \mathfrak{s u}(1,1)$

$$
\begin{align*}
& {\left[\mathfrak{d}^{(0)}, \mathfrak{d}\right]_{\mathrm{PB}}=} 2 \mathfrak{d}, \quad\left[\mathfrak{d}^{(0)}, \overline{\mathfrak{d}}\right]_{\mathrm{PB}}=-2 \overline{\mathfrak{d}}, \\
& {[\mathfrak{d}, \overline{\mathfrak{d}}]_{\mathrm{PB}}=\mathfrak{d}^{(0)} . } \tag{3.13}
\end{align*}
$$

To find the expression for canonical Hamiltonian (3.3) in terms of Lagrangian and covariant momenta we start from the standard $\mathrm{d} \tau H_{0}=\mathrm{d} w_{\alpha} \bar{P}^{\alpha}+\mathrm{d} \bar{w}_{\alpha} P^{\alpha}+\ldots-L$, substitute there the expression for the derivatives of $w_{\alpha}$ and $\bar{w}_{\alpha}$ in (2.18) valid when constraint (2.16) is satisfied, and use (3.10) arriving at

[^5]\[

$$
\begin{equation*}
\mathrm{d} \tau H_{0}=i a \mathfrak{d}^{(0)}+i f \overline{\mathfrak{d}}-i \bar{f} \mathfrak{d}+\ldots-\mathrm{d} \tau L \quad \Leftrightarrow \quad H_{0}=i a_{\tau} \mathfrak{d}^{(0)}+i f_{\tau} \overline{\mathfrak{d}}-i \bar{f}_{\tau} \mathfrak{d}+\ldots-\mathrm{d} \tau L . \tag{3.14}
\end{equation*}
$$

\]

This relation makes transparent that the covariant momenta can be identified with derivatives of the Lagrangian with respect to Cartan forms

$$
\begin{equation*}
\mathfrak{d}^{(0)}=-i \frac{\partial L}{\partial a_{\tau}}, \quad \mathfrak{d}=i \frac{\partial L}{\partial \bar{f}_{\tau}}, \quad \overline{\mathfrak{d}}=-i \frac{\partial L}{\partial f_{\tau}} . \tag{3.15}
\end{equation*}
$$

### 3.3 Simplifying Poisson/Dirac brackets in the sector of matrix fields

The canonical momentum of the bosonic matrix fields are

$$
\begin{array}{ll}
\frac{\partial \mathcal{L}}{\partial \dot{\mathbb{Z}}_{j}^{i}} \approx \frac{1}{\mu^{6}} \overline{\mathbb{P}}_{i}^{j}, & \frac{\partial \mathcal{L}}{\partial \overline{\mathbb{P}}_{i}^{j}} \approx 0, \\
\frac{\partial \mathcal{L}}{\partial \dot{\bar{Z}}_{j}^{i}} \approx \frac{1}{\mu^{6}} \mathbb{P}_{i}^{j}, & \frac{\partial \mathcal{L}}{\partial \dot{\mathbb{P}}_{i}^{j}} \approx 0 . \tag{3.16}
\end{array}
$$

These relations have the form of resolved pairs of second class constraints allowing to exclude from the consideration the variables $\mathbb{P}_{i}^{j}, \overline{\mathbb{P}}_{i}^{j}$ and their momenta.

We however prefer an equivalent but more convenient way consisting in removing the momenta conjugate to $\mathbb{P}_{i}^{j}$ and $\overline{\mathbb{P}}_{i}^{j}$ and replacing the momenta conjugate to $\mathbb{Z}=\mathbb{Z}_{i}^{j}$ and to $\overline{\mathbb{Z}}=\overline{\mathbb{Z}}_{i}^{j}$ by $\overline{\mathbb{P}}_{i}^{j}$ and $\mathbb{P}_{i}^{j}$. Then the nonvanishing Poisson brackets for new phase space bosonic matrix variables (actually these are Dirac brackets) are ${ }^{9}$

$$
\begin{equation*}
\left[\overline{\mathbb{P}}_{i}^{j}, \mathbb{Z}_{k}^{l}\right]_{\mathrm{PB}}=-\mu^{6}\left(\delta_{i}^{l} \delta_{k}^{j}-\frac{1}{N} \delta_{i}^{j} \delta_{k}^{l}\right), \quad\left[\mathbb{P}_{i}^{j}, \overline{\mathbb{Z}}_{k}^{l}\right]_{\mathrm{PB}}=-\mu^{6}\left(\delta_{i}^{l} \delta_{k}^{j}-\frac{1}{N} \delta_{i}^{j} \delta_{k}^{l}\right) \tag{3.17}
\end{equation*}
$$

Similar shortcut approach is usually applied when constructing the Hamiltonian mechanics of fermionic fields with canonical kinetic term in which case the conjugate of fermionic field is identified with its momentum. In our case the fermionic matrix fields have such a kinetic term.

The canonical momentum for the fermionic matrix field $\boldsymbol{\Psi}=\boldsymbol{\Psi}_{i}^{j}$ and its Hermitian conjugate $\overline{\boldsymbol{\Psi}}=\overline{\boldsymbol{\Psi}}_{i}^{j}$ are given by

$$
\begin{equation*}
\Pi_{\bar{\Psi}}=\frac{\partial \mathcal{L}}{\partial \dot{\bar{\Psi}}} \approx-\frac{i}{8 \mu^{6}} \boldsymbol{\Psi}, \quad \bar{\Pi}_{\Psi}=\frac{\partial \mathcal{L}}{\partial \dot{\Psi}} \approx-\frac{i}{8 \mu^{6}} \bar{\Psi} \tag{3.18}
\end{equation*}
$$

The canonical Poisson brackets with nonvanishing r.h.s. are

$$
\begin{equation*}
\left\{\boldsymbol{\Pi}_{i}^{j}, \overline{\boldsymbol{\Psi}}_{k}^{l}\right\}_{\mathrm{PB}}=\left\{\boldsymbol{\Psi}_{i}^{j}, \overline{\boldsymbol{\Pi}}_{k}^{l}\right\}_{\mathrm{PB}}=-\left(\delta_{i}^{l} \delta_{k}^{j}-\frac{1}{N} \delta_{i}^{j} \delta_{k}^{l}\right) \tag{3.19}
\end{equation*}
$$

where for shortness we write $\Pi_{i}{ }^{j}:=\left(\Pi_{\bar{\Psi}}\right)_{i}{ }^{j}$ and $\bar{\Pi}_{i}{ }^{j}:=\left(\bar{\Pi}_{\Psi}\right)_{i}{ }^{j}$. Using these we find that (3.18) are second class constraints. As they are not written in an explicitly resolved form, to treat them as equations which are satisfied in the strong sense, we have to replace Poisson brackets by Dirac brackets

$$
\begin{align*}
{[\ldots, \ldots\}_{\mathrm{D}}=[\ldots, \ldots\}_{\mathrm{PB}} } & -4 i \mu^{6}\left[\ldots,\left(\Pi_{\bar{\Psi}}+\frac{i}{8 \mu^{6}} \boldsymbol{\Psi}\right)_{i}^{j}\right\}_{\mathrm{PB}}\left[\left(\bar{\Pi}_{\Psi}+\frac{i}{8 \mu^{6}} \overline{\boldsymbol{\Psi}}\right)_{j}^{i}, \ldots\right\}_{\mathrm{PB}}-  \tag{3.20}\\
& -4 i \mu^{6}\left[\ldots,\left(\bar{\Pi}_{\Psi} \frac{i}{8 \mu^{6}} \overline{\boldsymbol{\Psi}}_{i}^{j}\right\}_{\mathrm{PB}}\left[\left(\Pi_{\bar{\Psi}}+\frac{i}{8 \mu^{6}} \boldsymbol{\Psi}\right)_{j}^{i}, \ldots\right\}_{\mathrm{PB}} .\right.
\end{align*}
$$

[^6]Then the complex fermionic matrix field and its Hermitean conjugate become also canonically conjugate with this Dirac brackets,

$$
\begin{equation*}
\left\{\boldsymbol{\Psi}_{i}^{j}, \overline{\mathbf{\Psi}}_{k}^{l}\right\}_{\mathrm{D}}=-4 i \mu^{6}\left(\delta_{i}^{l} \delta_{k}^{j}-\frac{1}{N} \delta_{i}^{j} \delta_{k}^{l}\right), \quad\left\{\mathbf{\Psi}_{i}^{j}, \mathbf{\Psi}_{k}^{l}\right\}_{\mathrm{D}}=0, \quad\left\{\overline{\boldsymbol{\Psi}}_{i}^{j}, \overline{\mathbf{\Psi}}_{k}^{l}\right\}_{\mathrm{D}}=0 \tag{3.21}
\end{equation*}
$$

Below for simplicity, and also taking into account the custom to impose the relation of the type of (3.21) as canonical, we will call these Dirac brackets Poisson brackets and write (3.21) as

$$
\begin{equation*}
\left\{\boldsymbol{\Psi}_{i}^{j}, \overline{\mathbf{\Psi}}_{k}^{l}\right\}_{\mathrm{PB}}=-4 i \mu^{6}\left(\delta_{i}^{l} \delta_{k}^{j}-\frac{1}{N} \delta_{i}^{j} \delta_{k}^{l}\right), \quad\left\{\mathbf{\Psi}_{i}^{j}, \mathbf{\Psi}_{k}^{l}\right\}_{\mathrm{PB}}=0, \quad\left\{\overline{\mathbf{\Psi}}_{i}^{j}, \overline{\mathbf{\Psi}}_{k}^{l}\right\}_{\mathrm{PB}}=0 \tag{3.22}
\end{equation*}
$$

This is more convenient also because we have already used implicitly the passage to Dirac brackets in the spinor moving frame sector of our model.

### 3.4 Primary constraints

With our Lagrangian (2.45), computing the canonical momenta (3.1) and covariant momenta (3.15) of the fields from center of mass sector and of the gauge field, we find the following set of primary constraints of the system

$$
\begin{gather*}
\Phi_{a}:=p_{a}-m u_{a}^{(0)}-\frac{2}{\mu^{6}} \frac{\mathcal{H}}{m} u_{a}^{(0)} \approx 0,  \tag{3.23}\\
d_{\alpha}:=\bar{\Pi}_{\alpha}+i p_{a}\left(\gamma^{a} \bar{\theta}\right)_{\alpha}-m \bar{\theta}_{\alpha}-\frac{i}{\mu^{6} \sqrt{m}} w_{\alpha} \bar{\nu} \approx 0, \quad \bar{\nu}=\operatorname{tr}(\overline{\mathbf{\Psi}} \overline{\mathbb{P}}+\mathbf{\Psi}[\mathbb{Z}, \overline{\mathbb{Z}}]),  \tag{3.24}\\
\bar{d}_{\alpha}:=\Pi_{\alpha}+i p_{a}\left(\gamma^{a} \theta\right)_{\alpha}+m \theta_{\alpha}-\frac{i}{\mu^{6} \sqrt{m}} \bar{w}_{\alpha} \nu \approx 0, \quad \nu=\operatorname{tr}(\mathbf{\Psi} \mathbb{P}+\overline{\mathbf{\Psi}}[\mathbb{Z}, \overline{\mathbb{Z}}]),  \tag{3.25}\\
\mathfrak{d} \approx 0,  \tag{3.26}\\
\overline{\mathfrak{d}} \approx 0,  \tag{3.27}\\
U^{(0)}:=\mathfrak{d}^{(0)}-\frac{2}{\mu^{6}} \mathcal{B} \approx 0, \quad \mathcal{B}:=\operatorname{tr}\left(\overline{\mathbb{P} \mathbb{Z}}-\mathbb{P} \overline{\mathbb{Z}}+\frac{i}{8} \mathbf{\Psi} \bar{\Psi}\right) \tag{3.28}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathbb{P}_{\mathbb{A}}:=\frac{\partial L}{\partial \dot{\mathbb{A}}_{\tau}} \approx 0 \tag{3.29}
\end{equation*}
$$

Also the latter relation is the only primary constraints imposed just on the matrix variables, the matrix fields also contribute to the constraints appeared from the definition of momenta of the center of mass variables through $\mathcal{H}$ of (2.39) in (3.23), through

$$
\begin{equation*}
\bar{\nu}=\operatorname{tr}(\overline{\mathbf{\Psi}} \overline{\mathbb{P}}+\boldsymbol{\Psi}[\mathbb{Z}, \overline{\mathbb{Z}}]) \quad \text { and } \quad \nu=\operatorname{tr}(\boldsymbol{\Psi} \mathbb{P}+\overline{\mathbf{\Psi}}[\mathbb{Z}, \overline{\mathbb{Z}}]) \tag{3.30}
\end{equation*}
$$

in (3.24) and (3.25), as well as through

$$
\begin{equation*}
\mathcal{B}:=\operatorname{tr}\left(\overline{\mathbb{P}} \mathbb{Z}-\mathbb{P} \overline{\mathbb{Z}}+\frac{i}{8} \Psi \bar{\Psi}\right) \tag{3.31}
\end{equation*}
$$

in (3.28).

### 3.5 Canonical Hamiltonian and secondary constraints

Canonical Hamiltonian of our system is defined by the Legendre transform of the Lagrangian, which we write already in terms of $\mathrm{SO}(1,2) / \mathrm{SO}(2)$ Cartan forms and covariant momenta (see (3.14)) as

$$
\begin{align*}
\mathrm{d} \tau H_{0} & =\mathrm{d} x^{a} p_{a}+\mathrm{d} \theta^{\alpha} \bar{\Pi}_{\alpha}+\mathrm{d} \bar{\theta}^{\alpha} \Pi_{\alpha}+i a \tilde{\mathfrak{d}}^{(0)}+i f \overline{\mathfrak{d}}-i \bar{f} \mathfrak{d}+ \\
& +\frac{1}{\mu^{6}} \operatorname{tr}(\mathrm{~d} \mathbb{Z} \overline{\mathbb{P}})+\frac{1}{\mu^{6}} \operatorname{tr}(\mathrm{~d} \overline{\mathbb{Z}} \mathbb{P})-\frac{i}{8 \mu^{6}} \operatorname{tr}(\mathrm{~d} \Psi \bar{\Psi})-\frac{i}{8 \mu^{6}} \operatorname{tr}(\mathrm{~d} \bar{\Psi} \Psi)+\operatorname{tr}\left(\mathrm{d} \mathbb{A} \mathbb{P}_{\mathbb{A}}\right)-\mathcal{L}_{\mathrm{mDO}} . \tag{3.32}
\end{align*}
$$

For our Lagrangian (2.45), after extracting the primary constraints, (3.32) reduces to

$$
\begin{equation*}
H_{0}=E_{\tau}^{a} \Phi_{a}+\dot{\theta}^{\alpha} d_{\alpha}+\dot{\bar{\theta}}^{\alpha} \bar{d}_{\alpha}+i a_{\tau} U^{(0)}+i f_{\tau} \overline{\tilde{\mathfrak{d}}}-i \bar{f}_{\tau} \tilde{\mathfrak{d}}+\operatorname{tr}\left(\operatorname{dA}^{\mathbb{P}_{\mathbb{A}}}\right)+\operatorname{tr}\left(\mathbb{A}_{\tau} \mathbb{G}\right) \approx \operatorname{tr}\left(\mathbb{A}_{\tau} \mathbb{G}\right) \tag{3.33}
\end{equation*}
$$

where $\mathbb{G}$ is $N \times N$ anti-Hermitian traceless matrix

$$
\begin{equation*}
\mathbb{G}:=\frac{1}{\mu^{6}}\left([\overline{\mathbb{Z}}, \mathbb{P}]+[\mathbb{Z}, \overline{\mathbb{P}}]-\frac{i}{4}\{\boldsymbol{\Psi}, \overline{\mathbf{\Psi}}\}\right) . \tag{3.34}
\end{equation*}
$$

The last expression valid in the weak sense can be used to check whether the preservation of the primary constraints in the evolution, as defined by Hamiltonian equations (3.4), produce secondary constraints. In our case this happens: the requirement of preservation of the primary constraint (3.29), $\dot{\mathbb{P}}_{\mathbb{A}}=\left[\mathbb{P}_{\mathbb{A}}, H_{0}\right] \approx 0$, leads to the secondary constraint

$$
\begin{equation*}
\mathbb{G}=\frac{1}{\mu^{6}}\left([\overline{\mathbb{Z}}, \mathbb{P}]+[\mathbb{Z}, \overline{\mathbb{P}}]-\frac{i}{4}\{\boldsymbol{\Psi}, \overline{\mathbf{\Psi}}\}\right) \approx 0 . \tag{3.35}
\end{equation*}
$$

This reveals the role of the 1 d gauge field $\mathbb{A}_{\tau}$ as a Lagrange multiplier for the constraint (3.35) which we will call the Gauss law keeping in mind its counterpart in higher dimensional supersymmetric gauge theories. Furthermore, as it can be shown that the constraint (3.29) is the first class and generates a gauge symmetry consisting in an arbitrary shift of $\mathbb{A}_{\tau}$, we will allow ourself to streamline the presentation by just skipping the conjugate variables $\mathbb{A}_{\tau}$ and $\mathbb{P}_{\mathbb{A}}$ from the consideration below ${ }^{10}$.

Then, the Gauss law (3.35) results in a vanishing of the canonical Hamiltonian in the weak sense

$$
\begin{equation*}
H_{0} \approx 0 . \tag{3.36}
\end{equation*}
$$

### 3.6 First class constraints and gauge symmetries

Eq. (3.36) implies that the total Hamiltonian, as introduced by Dirac in [68], for our system is equal to a linear combination of the constraints,

$$
\begin{equation*}
H=b^{a} \Phi_{a}+\kappa^{\alpha} d_{\alpha}+\bar{\kappa}^{\alpha} \bar{d}_{\alpha}+i k \overline{\mathfrak{d}}-i \bar{k} \mathfrak{d}+i k^{(0)}\left(\mathfrak{d}^{(0)}-\frac{2}{\mu^{6}} \mathcal{B}\right)+\operatorname{tr}(\mathbb{Y} \mathbb{G}) . \tag{3.37}
\end{equation*}
$$

The coefficients in this expression, the functions of proper time called Lagrange multipliers ${ }^{11}$, are restricted by the conditions of the preservation of all the constraints under the evolution [68],

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \tau}(\text { constraints })=[\text { constraints }, H]_{\mathrm{PB}} \approx 0 \tag{3.38}
\end{equation*}
$$

[^7](cf. (3.4)) ${ }^{12}$. The solution of Eqs. (3.38) expresses the original Lagrange multipliers in terms of fewer fields serving as parameters for the so-called first class constraints, which generate gauge symmetries of the dynamical system under consideration on the Poisson brackets.

To specify the system of equations, it is useful first to obtain the algebra on the constraints on the Poisson brackets. Let us begin from the Gauss law constraint (3.34) which is a(n anti-Hermitian traceless) matrix, $\mathbb{G}=\mathbb{G}_{i}{ }^{j}$, so that the brackets between different matrix elements of this matrix can be, and some are indeed, nonvanishing. Actually these provide a representation of $\mathfrak{s u}(N)$ algebra. To write it in a compact and comprehensive form, it is convenient to introduce "reference" traceless matrices $\mathbb{Y}$ and $\mathbb{Y}^{\prime}$ and write the brackets of the traces of $\mathbb{G}$ with these matrices. In such a way we find the $\mathfrak{s u}(N)$ algebra in the form

$$
\begin{equation*}
\left[\operatorname{tr}(\mathbb{Y} \mathbb{G}), \operatorname{tr}\left(\mathbb{Y}^{\prime} \mathbb{G}\right)\right]_{\mathrm{PB}}=\operatorname{tr}\left(\left[\mathbb{Y}, \mathbb{Y}^{\prime}\right] \mathbb{G}\right) \tag{3.39}
\end{equation*}
$$

Furthermore, $\mathbb{G}$ has vanishing Poisson brackets with all other constraint, which just reflects their $\operatorname{SU}(N)$ invariance (see Appendix A for technical details). Indeed $\mathbb{G}$ is thus the first class constraint which generates the $\operatorname{SU}(N)$ gauge symmetry of the model.

The algebra of the other constraints, given by Eqs. (3.23)-(3.29), is described by the following nonvanishing Poisson brackets (see Appendix A):

$$
\begin{array}{r}
{\left[\mathfrak{d}, \mathfrak{d}^{(0)}-\frac{2}{\mu^{6}} \mathcal{B}\right]_{\mathrm{PB}}=-2 \mathfrak{d}, \quad\left[\mathfrak{d}, \Phi_{a}\right]_{\mathrm{PB}}=\left(m+\frac{2}{\mu^{6}} \frac{\mathcal{H}}{m}\right) u_{a},} \\
{\left[\mathfrak{d}, \bar{d}_{\alpha}\right]_{\mathrm{PB}}=\frac{i}{\mu^{6} \sqrt{m}} w_{\alpha} \nu,} \\
{[\mathfrak{d}, \overline{\mathfrak{d}}]_{\mathrm{PB}}=\mathfrak{d}^{(0)},} \\
{\left[\overline{\mathfrak{d}}, \mathfrak{d}^{(0)}-\frac{2}{\mu^{6}} \mathcal{B}\right]_{\mathrm{PB}}=2 \overline{\mathfrak{d}}, \quad\left[\overline{\mathfrak{d}}, \Phi_{a}\right]_{\mathrm{PB}}=\left(m+\frac{2}{\mu^{6}} \frac{\mathcal{H}}{m}\right) \bar{u}_{a},} \\
{\left[\overline{\mathfrak{d}}, d_{\alpha}\right]_{\mathrm{PB}}=\frac{i}{\mu^{6} \sqrt{m}} \bar{w}_{\alpha} \bar{\nu},} \\
{\left[\Phi_{a}, d_{\alpha}\right]_{\mathrm{PB}}=\frac{2 i}{m \sqrt{m}} u_{a}^{(0)} w_{\alpha} \operatorname{tr}(\mathbf{\Psi} \mathbb{G}),} \\
{\left[\Phi_{a}, \bar{d}_{\alpha}\right]_{\mathrm{PB}}=-\frac{2 i}{m \sqrt{m}} u_{a}^{(0)} \bar{w}_{\alpha} \operatorname{tr}(\overline{\mathbf{\Psi}} \mathbb{G}),} \tag{3.46}
\end{array}
$$

and

$$
\begin{align*}
\left\{d_{\alpha}, d_{\beta}\right\}_{\mathrm{PB}} & =-\frac{8 i}{m} w_{\alpha} w_{\beta} \operatorname{tr}(\overline{\mathbb{Z}} \mathbb{G}),  \tag{3.47}\\
\left\{\bar{d}_{\alpha}, \bar{d}_{\beta}\right\}_{\mathrm{PB}} & =\frac{8 i}{m} \bar{w}_{\alpha} \bar{w}_{\beta} \operatorname{tr}(\mathbb{Z} \mathbb{G}),  \tag{3.48}\\
\left\{d_{\alpha}, \bar{d}_{\beta}\right\}_{\mathrm{PB}} & =-2 i p_{a} \gamma_{\alpha \beta}^{a}+2 m \epsilon_{\alpha \beta}+\frac{4 i}{\mu^{6}} w_{\alpha} \bar{w}_{\beta} \frac{\mathcal{H}}{m} \\
& =-2 i \Phi_{a} \gamma_{\alpha \beta}^{a}-4 i w_{\beta} \bar{w}_{\alpha}\left(m+\frac{1}{\mu^{6}} \frac{\mathcal{H}}{m}\right) . \tag{3.49}
\end{align*}
$$

[^8]Using this algebra, we find that the preservation of the constraints in the evolution, described by Eq. (3.38) with Hamiltonian (3.37), requires the Lagrange multipliers to obey a system of equations which is solved by

$$
\begin{array}{rlll}
k=0, & \bar{k}=0, & & \\
b^{a} u_{a}=0, & b^{a} \bar{u}_{a}=0 & \Rightarrow & b^{a}=b u^{(0) a}, \\
\bar{\kappa}^{\beta} w_{\beta}=0 & \Rightarrow & \bar{\kappa}^{\beta}=\bar{\kappa} w^{\beta}, \\
\kappa^{\beta} \bar{w}_{\beta}=0 & \Rightarrow & \kappa^{\beta}=\kappa \bar{w}^{\beta}, \tag{3.53}
\end{array}
$$

so that the total Hamiltonian reads

$$
\begin{equation*}
H=b u^{a(0)} \Phi_{a}+\kappa \bar{w}^{\alpha} d_{\alpha}+\bar{\kappa} w^{\alpha} \bar{d}_{\alpha}+i k^{(0)}\left(\mathfrak{d}^{(0)}-\frac{2}{\mu^{6}} \mathcal{B}\right)+\operatorname{tr}(\mathbb{Y} \mathbb{G}) . \tag{3.54}
\end{equation*}
$$

The arbitrary Lagrange multipliers $b, \kappa, \bar{\kappa}, k^{(0)}$ and $\mathbb{Y}_{j}{ }^{i}$ obeying $\mathbb{Y}_{i}{ }^{i}=0$ reflect the gauge symmetries of our model: reparametrization, local worldline supersymmetry ( $\kappa$-symmetry), $\mathrm{U}(1)$ and $\mathrm{SU}(N)$ symmetries. In (3.54) they are multiplied by the constraints generating these symmetries,

$$
\begin{gather*}
\Phi^{(0)}:=p_{a} u^{a(0)}-\left(m+\frac{2}{\mu^{6}} \frac{\mathcal{H}}{m}\right) \approx 0,  \tag{3.55}\\
\bar{w}^{\alpha} d_{\alpha}:=\bar{w}^{\alpha}\left(\bar{\Pi}_{\alpha}+i p_{a}\left(\gamma^{a} \bar{\theta}\right)_{\alpha}-m \bar{\theta}_{\alpha}\right)+\frac{1}{\mu^{6}} \frac{1}{\sqrt{m}} \bar{\nu} \approx 0,  \tag{3.56}\\
w^{\alpha} \bar{d}_{\alpha}:=w^{\alpha}\left(\Pi_{\alpha}+i p_{a}\left(\gamma^{a} \theta\right)_{\alpha}+m \theta_{\alpha}\right)-\frac{1}{\mu^{6}} \frac{1}{\sqrt{m}} \nu \approx 0,  \tag{3.57}\\
U^{(0)}:=\mathfrak{d}^{(0)}-\frac{2}{\mu^{6}} \mathcal{B} \approx 0, \tag{3.58}
\end{gather*}
$$

with $\mathcal{B}$ defined in (3.31), and (3.35).

### 3.7 Second class constraints

The remaining constraints are the second class ones. They can be collected in conjugate pairs

$$
\begin{align*}
\mathfrak{d} \approx 0, & \overline{\mathfrak{d}} \approx 0,  \tag{3.59}\\
\Phi:=u^{a} \Phi_{a}=u^{a} p_{a} \approx 0, & \bar{\Phi}:=\bar{u}^{a} \Phi_{a}=\bar{u}^{a} p_{a} \approx 0,  \tag{3.60}\\
w^{\alpha} d_{\alpha}=w^{\alpha}\left(\bar{\Pi}_{\alpha}+i p_{a}\left(\gamma^{a} \bar{\theta}\right)_{\alpha}-m \bar{\theta}_{\alpha}\right) \approx 0, & \bar{w}^{\alpha} \bar{d}_{\alpha}=\bar{w}^{\alpha}\left(\Pi_{\alpha}+i p_{a}\left(\gamma^{a} \theta\right)_{\alpha}+m \theta_{\alpha}\right) \approx 0, \tag{3.61}
\end{align*}
$$

as can be seen from their Poisson brackets, particularly

$$
\begin{align*}
& {[\mathfrak{d}, \bar{\Phi}]_{\mathrm{PB}} }=-2 \Phi^{(0)}-2\left(m+\frac{2}{\mu^{6}} \frac{\mathcal{H}}{m}\right)  \tag{3.62}\\
& {[\overline{\mathfrak{d}}, \Phi]_{\mathrm{PB}} }=-2 \Phi^{(0)}-2\left(m+\frac{2}{\mu^{6}} \frac{\mathcal{H}}{m}\right) \approx-2\left(m+\frac{2}{\mu^{6}} \frac{\mathcal{H}}{m}\right)  \tag{3.63}\\
&\left\{w^{\alpha} d_{\alpha}, \bar{w}^{\alpha} \frac{\mathcal{H}}{m}\right) \tag{3.64}
\end{align*}
$$

### 3.8 The algebra of first and second class constraints

Notice that there are other nonvanishing brackets of the second class constraints:

$$
\begin{align*}
{[\mathfrak{d}, \overline{\mathfrak{d}}]_{\mathrm{PB}}=\mathfrak{d}^{(0)} } & =\left(\mathfrak{d}^{(0)}-\frac{2}{\mu^{6}} \mathcal{B}\right)+\frac{2}{\mu^{6}} \mathcal{B} \approx \frac{2}{\mu^{6}} \mathcal{B}  \tag{3.65}\\
{\left[\mathfrak{d}, \bar{w}^{\alpha} \bar{d}_{\alpha}\right]_{\mathrm{PB}} } & =-w^{\alpha} \bar{d}_{\alpha}-\frac{1}{\mu^{6} \sqrt{m}} \nu \approx-\frac{1}{\mu^{6} \sqrt{m}} \nu  \tag{3.66}\\
{\left[\overline{\mathfrak{d}}, w^{\alpha} d_{\alpha}\right]_{\mathrm{PB}} } & =-\bar{w}^{\alpha} d_{\alpha}+\frac{1}{\mu^{6} \sqrt{m}} \bar{\nu} \approx \frac{1}{\mu^{6} \sqrt{m}} \bar{\nu} \tag{3.67}
\end{align*}
$$

| $[\ldots, \ldots\}_{\mathrm{PB}}$ | $U^{(0)}$ | $\Phi^{(0)}$ | $\bar{w} d$ | $w \bar{d}$ | $\mathfrak{d}$ | $\overline{\mathfrak{d}}$ | $\Phi$ | $\bar{\Phi}$ | wd | $\bar{w} \bar{d}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $U^{(0)}$ | 0 | 0 | $-\bar{w} d$ | $w \bar{d}$ | 20 | $-2 \overline{\mathfrak{d}}$ | $2 \Phi$ | $-2 \bar{\Phi}$ | wd | $-\bar{w} \bar{d}$ |
| $\Phi^{(0)}$ | 0 | 0 | $-\frac{2 \operatorname{tr}(\mathbb{U G})}{m \sqrt{m}}$ | $-\frac{2 \operatorname{tr}(\bar{\Psi} \mathbb{G})}{m \sqrt{m}}$ | $\Phi$ | $\bar{\Phi}$ | 0 | 0 | 0 | 0 |
| $\bar{w} d$ | $\bar{w} d$ | $\frac{2 \operatorname{tr}(\mathrm{UG})}{m \sqrt{m}}$ | $\frac{8 i t r(Z \mathbb{G})}{m}$ | $-2 i \Phi^{(0)}$ | wd | 0 | 0 | 0 | 0 | $-2 i \bar{\Phi}$ |
| $w \bar{d}$ | $-w \bar{d}$ | $\frac{2 \operatorname{tr}(\bar{\Psi} \mathbb{G})}{m \sqrt{m}}$ | $-2 i \Phi^{(0)}$ | $-\frac{8 i \operatorname{tr}(Z \mathbb{G})}{m}$ | 0 | $\bar{w} \bar{d}$ | 0 | 0 | $-2 i \Phi$ | 0 |
| d | -20 | - $\Phi$ | $-w d$ | 0 | 0 | $U^{(0)}+$ <br> $+\frac{2 \mathcal{B}}{\mu^{6}}$ | 0 | $-2 \Phi^{(0)}-$ <br> $-2 M(2 \mathcal{H})$ | 0 |  |
| $\overline{\mathfrak{d}}$ | $2 \overline{0}$ | $-\bar{\Phi}$ | 0 | $-\bar{w} \bar{d}$ | $-U^{(0)}-$ <br> $-\frac{2 \mathcal{B}}{\mu^{6}}$ | 0 | $-2 \Phi^{(0)}-$ <br> $-2 M(2 \mathcal{H})$ | 0 |  | 0 |
| $\Phi$ | $-2 \Phi$ | 0 | 0 | 0 | 0 | $\begin{array}{\|c\|} \hline 2 \Phi^{(0)}+ \\ +2 M(2 \mathcal{H}) \end{array}$ | 0 | 0 | 0 | 0 |
| $\bar{\Phi}$ | $2 \bar{\Phi}$ | 0 | 0 | 0 | $\begin{gathered} 2 \Phi^{(0)}+ \\ +2 M(2 \mathcal{H}) \end{gathered}$ | 0 | 0 | 0 | 0 | 0 |
| wd | -wd | 0 | 0 | $-2 i \Phi$ | 0 | $\bar{w} d-$ <br> $-\frac{\bar{\nu}}{\mu^{6} \sqrt{m}}$ | 0 | 0 | 0 | $-2 i \Phi^{(0)}-$ $-4 i M(\mathcal{H})$ |
| $\bar{w} \bar{d}$ |  | 0 | $-2 i \bar{\Phi}$ | 0 | \|$w \bar{d}+$ <br> $+\frac{\nu}{\mu^{6} \sqrt{m}}$ | 0 | 0 | 0 | $-2 i \Phi^{(0)}-$ <br> $-4 i M(\mathcal{H})$ | 0 |

Table 1. Algebra of the first and second class constraints on the Poisson brackets of the simplest 3D mD0 system; $M(\mathcal{H}):=m+\frac{1}{\mu^{6}} \frac{\mathcal{H}}{m}$ is defined in (3.68).

The algebra of the I and II class constraints is resumed in the Table 1 where we did not include the first class constraints $\mathbb{G}_{i}^{j}$ (3.34) which have vanishing brackets with all constraints except for themselves, (3.39), and used the notation

$$
\begin{equation*}
M(\mathcal{H}):=m+\frac{1}{\mu^{6}} \frac{\mathcal{H}}{m} \tag{3.68}
\end{equation*}
$$

(This should not be confused with $\mathcal{M}(\mathcal{H})$ from [45] which was discussed in the first sections of this paper). The appearance of the positively definite additive contributions $M(\mathcal{H})$ or $M(2 \mathcal{H})$ in the right hand side of the Poisson brackets clearly indicates the pairs of fermionic and bosonic second class constraints.

The above algebra of constraints is complicated enough to make difficult to proceed with the BRST quantization along the scheme of "abelization" of the second class constraints [83, 84]. The technical problem comes, in particular, from the non-canonical form of the bosonic second class constraints algebra in which, besides (3.62), (3.63) and (3.64), also the brackets (3.65), (3.66) and (3.67) do not vanish in the weak sense.

Furthermore, when trying to apply the Gupta-Bleuler quantization scheme in its canonical forms, with this algebra of constraints we arrived (in supercoordinate representation) at the system of equation which has only trivial solution: we discuss this in the simplest case of vanishing all the matrix and fermionic fields in Appendix B. This is the only example of failing the Gupta-Bleuler simplified method of quantization of dynamical systems known to the authors.

Hence the only option which remains, which is consistent and allows to overcome difficulties, is to use the Dirac brackets procedure in the bosonic sector of our dynamical system. Furthermore, this procedure can be significantly simplified, actually reduced to the explicit resolution of the bosonic second class constraints, after we pass to the so-called analytical basis in the center of mass sector of the configuration superspace of our system. We will make this change of coordinate basis in the next section.

## 4 Hamiltonian mechanics in the analytical basis

### 4.1 Constraints in the analytical basis

Let us begin by noticing that the center of mass sector of the configurational space of our dynamical system can be identified with the so-called Lorentz harmonic superspace, an extended enlarged superspace with coordinates ${ }^{13}$

$$
\begin{equation*}
\Sigma^{(3+3 \mid 4)}=\left\{\left(x^{a}, \theta^{\alpha}, \bar{\theta}^{\alpha}, w_{\alpha}, \bar{w}_{\alpha}\right)\right\}=:\left\{\left(Z^{M}, w_{\alpha}, \bar{w}_{\alpha}\right)\right\}, \quad \bar{w}^{\alpha} w_{\alpha}=i \tag{4.1}
\end{equation*}
$$

The complete configuration superspace includes also $2\left(N^{2}-1\right)$ bosonic and $\left(N^{2}-1\right)$ fermionic matrix coordinates, and its basis can be chosen as

$$
\begin{equation*}
\Sigma^{\left(4+2 N^{2} \mid 3+N^{2}\right)}=\left\{\left(x^{a}, \theta^{\alpha}, \bar{\theta}^{\alpha}, w_{\alpha}, \bar{w}_{\alpha} ; \mathbb{Z}, \overline{\mathbb{Z}}, \boldsymbol{\Psi}\right)\right\}=:\left\{\left(Z^{M}, w_{\alpha}, \bar{w}_{\alpha} ; \mathbb{Z}, \overline{\mathbb{Z}}, \mathbf{\Psi}\right)\right\} \tag{4.2}
\end{equation*}
$$

This implies that $\overline{\boldsymbol{\Psi}}$ is considered to be momentum conjugate to $\boldsymbol{\Psi}$.
Clearly, there is a possibility to choose another coordinate basis. In our case it is convenient to make a change of coordinate in the center of mass sector (4.1) of the whole configurational superspace choosing in it the analytical coordinate basis

$$
\begin{equation*}
\Sigma^{(3+3 \mid 4)}=\left\{\left(\mathrm{x}^{(0)}, \mathrm{x}_{A}, \overline{\mathrm{x}}_{A}, \theta^{w}, \theta^{\bar{w}}, \bar{\theta}^{w}, \bar{\theta}^{\bar{w}} ; w_{\alpha}, \bar{w}_{\alpha}\right)\right\}=:\left\{\left(\mathrm{Z}_{A n}^{(M)} ; w_{\alpha}, \bar{w}_{\alpha}\right)\right\} \tag{4.3}
\end{equation*}
$$

with

[^9]\[

$$
\begin{align*}
& \mathrm{x}^{(0)}:=x^{a} u_{a}^{(0)},  \tag{4.4}\\
& \mathrm{x}_{A}:=\mathrm{x}-2 i \theta^{w} \bar{\theta}^{w}, \quad \mathrm{x}:=x^{a} u_{a}  \tag{4.5}\\
& \overline{\mathrm{x}}_{A}:=\overline{\mathrm{x}}+2 i \theta^{\bar{w}} \bar{\theta}^{\bar{w}}, \quad \overline{\mathrm{x}}:=x^{a} \bar{u}_{a},  \tag{4.6}\\
& \theta^{w}:=\theta^{\alpha} w_{\alpha}, \quad \quad \theta^{\bar{w}}:=\theta^{\alpha} \bar{w}_{\alpha}  \tag{4.7}\\
& \bar{\theta}^{w}:=\bar{\theta}^{\alpha} w_{\alpha}, \quad \quad \bar{\theta}^{\bar{w}}:=\bar{\theta}^{\alpha} \bar{w}_{\alpha} \tag{4.8}
\end{align*}
$$
\]

(see Appendix C, particularly Eqs. (C.5)-(C.7), cf. [71, 74, 75]).
In this analytical basis our Lagrangian form, $\mathcal{L}=\mathrm{d} \tau L$ with $L$ from (2.45) reads

$$
\begin{align*}
\mathcal{L}= & \mathrm{dx}^{(0)}\left(m+\frac{2}{\mu^{6}} \frac{\mathcal{H}}{m}\right)-\text { ifm }\left[\overline{\mathrm{x}}_{A}\left(1+\frac{2}{\mu^{6}} \frac{\mathcal{H}}{m^{2}}\right)-\frac{4 i}{\mu^{6}} \frac{\mathcal{H}}{m^{2}} \theta^{\bar{w}} \bar{\theta}^{\bar{w}}+\frac{i}{\mu^{6}} \frac{1}{m \sqrt{m}} \theta^{\bar{w}} \bar{\nu}\right]+ \\
& +i \bar{f} m\left[\mathrm{x}_{A}\left(1+\frac{2}{\mu^{6}} \frac{\mathcal{H}}{m^{2}}\right)+\frac{4 i}{\mu^{6}} \frac{\mathcal{H}}{m^{2}} \theta^{w} \bar{\theta}^{w}+\frac{i}{\mu^{6}} \frac{1}{m \sqrt{m}} \bar{\theta}^{w} \nu\right]- \\
& -2 i\left(\mathrm{~d} \theta^{\bar{w}}-i a \theta^{\bar{w}}\right) \bar{\theta}^{w}\left(m+\frac{1}{\mu^{6}} \frac{\mathcal{H}}{m}\right)-2 i\left(\mathrm{~d} \bar{\theta}^{w}+i a \bar{\theta}^{w}\right) \theta^{\bar{w}}\left(m+\frac{1}{\mu^{6}} \frac{\mathcal{H}}{m}\right)- \\
& -2 i\left(\mathrm{~d} \theta^{w}+i a \theta^{w}\right)\left(\frac{1}{\mu^{6}} \frac{\mathcal{H}}{m} \bar{\theta}^{\bar{w}}-\frac{1}{\mu^{6}} \frac{1}{2 \sqrt{m}} \bar{\nu}\right)-2 i\left(\mathrm{~d} \bar{\theta}^{\bar{w}}-i a \bar{\theta}^{\bar{w}}\right)\left(\frac{1}{\mu^{6}} \frac{\mathcal{H}}{m} \theta^{w}-\frac{1}{\mu^{6}} \frac{1}{2 \sqrt{m}} \nu\right)+ \\
& +\frac{1}{\mu^{6}} \operatorname{tr}\left(\overline{\mathbb{P}} \mathrm{D}_{\tau} \mathbb{Z}+\mathbb{P D}_{\tau} \overline{\mathbb{Z}}-\frac{i}{8} \mathrm{D}_{\tau} \Psi \bar{\Psi}+\frac{i}{8} \Psi \mathrm{D}_{\tau} \bar{\Psi}\right) . \tag{4.9}
\end{align*}
$$

It is convenient to introduce the notation

$$
\begin{equation*}
\tilde{\mathcal{H}}=\frac{1}{\mu^{6}} \frac{\mathcal{H}}{m}, \quad \tilde{\nu}=\frac{1}{\mu^{6}} \frac{1}{2 \sqrt{m}} \nu=(\overline{\tilde{\nu}})^{*} \tag{4.10}
\end{equation*}
$$

and to write the above Lagrangian in a bit more compact form

$$
\begin{align*}
\mathcal{L}= & \mathrm{dx}{ }^{(0)}(m+2 \tilde{\mathcal{H}})-i f\left[\overline{\mathrm{x}}_{A}(m+2 \tilde{\mathcal{H}})-4 i \tilde{\mathcal{H}} \theta^{\bar{w}^{w}} \bar{\theta}^{\bar{w}}+2 i \theta^{\bar{w}} \overline{\tilde{\nu}}\right]+ \\
& +i \bar{f}\left[\mathrm{x}_{A}(m+2 \tilde{\mathcal{H}})+4 i \tilde{\mathcal{H}} \theta^{w} \bar{\theta}^{w}+2 i \bar{\theta}^{w} \tilde{\nu}\right]- \\
& -2 i\left(\mathrm{~d} \theta^{\bar{w}}-i a \theta^{\bar{w}}\right) \bar{\theta}^{w}(m+\tilde{\mathcal{H}})-2 i\left(\mathrm{~d} \bar{\theta}^{w}+i a \bar{\theta}^{w}\right) \theta^{\bar{w}}(m+\tilde{\mathcal{H}})- \\
& -2 i\left(\mathrm{~d} \theta^{w}+i a \theta^{w}\right)\left(\tilde{\mathcal{H}} \bar{\theta}^{\bar{w}}-\overline{\tilde{\nu}}\right)-2 i\left(\mathrm{~d} \bar{\theta}^{\bar{w}}-i a \bar{\theta}^{\bar{w}}\right)\left(\tilde{\mathcal{H}} \theta^{w}-\tilde{\nu}\right)+ \\
& +\frac{1}{\mu^{6}} \operatorname{tr}\left(\overline{\mathbb{P}} \mathrm{D}_{\tau} \mathbb{Z}+\mathbb{P} \mathrm{D}_{\tau} \overline{\mathbb{Z}}-\frac{i}{8} \mathrm{D}_{\tau} \Psi \bar{\Psi}+\frac{i}{8} \boldsymbol{\Psi} \mathrm{D}_{\tau} \overline{\mathbf{\Psi}}\right) . \tag{4.11}
\end{align*}
$$

Then the canonical Hamiltonian is defined by

$$
\begin{align*}
\mathrm{d} \tau H_{0} & =\mathrm{dx}{ }^{(0)} p^{(0)}+\mathrm{dx}_{A} \bar{p}+\mathrm{d} \overline{\mathrm{x}}_{A} p+\mathrm{d} \theta^{w} \Pi_{w}^{\theta}+\mathrm{d} \theta^{\bar{w}} \Pi_{\bar{w}}^{\theta}+\mathrm{d} \bar{\theta}^{w} \bar{\Pi}_{w}^{\bar{\theta}}+\mathrm{d} \bar{\theta}^{\bar{w}} \bar{\Pi}_{\bar{w}}^{\bar{\theta}}+i a \tilde{\mathfrak{d}}^{(0)}+i f \overline{\tilde{\mathfrak{d}}}-i \bar{f} \tilde{\mathfrak{d}}+ \\
& +\frac{1}{\mu^{6}} \operatorname{tr}(\mathrm{~d} \mathbb{Z} \overline{\mathbb{P}})+\frac{1}{\mu^{6}} \operatorname{tr}(\mathrm{~d} \overline{\mathbb{Z}} \mathbb{P})-\frac{i}{8 \mu^{6}} \operatorname{tr}(\mathrm{~d} \Psi \bar{\Psi})-\frac{i}{8 \mu^{6}} \operatorname{tr}(\mathrm{~d} \bar{\Psi} \Psi)+\operatorname{tr}\left(\mathrm{d} \mathbb{A} \mathbb{P}_{\mathbb{A}}\right)-\mathcal{L}_{\mathrm{mD} 0} \tag{4.12}
\end{align*}
$$

In (4.12) the momenta for the bosonic coordinate functions are related to their central basis counterparts by

$$
\begin{equation*}
p^{(0)}:=u^{a(0)} p_{a}, \quad p:=-\frac{1}{2} u^{a} p_{a}, \quad \bar{p}:=-\frac{1}{2} \bar{u}^{a} p_{a} \tag{4.13}
\end{equation*}
$$

and have the nonvanishing Poisson brackets

$$
\begin{equation*}
\left[p^{(0)}, \mathrm{x}^{(0)}\right]_{\mathrm{PB}}=-1, \quad\left[p, \overline{\mathrm{x}}_{A}\right]_{\mathrm{PB}}=-1, \quad\left[\bar{p}, \mathrm{x}_{A}\right]_{\mathrm{PB}}=-1 \tag{4.14}
\end{equation*}
$$

The momenta conjugate to the fermionic coordinate functions of the analytical basis obeying

$$
\begin{equation*}
\left\{\Pi_{w}^{\theta}, \theta^{w}\right\}_{\mathrm{PB}}=-1, \quad\left\{\Pi_{\bar{w}}^{\theta}, \theta^{\bar{w}}\right\}_{\mathrm{PB}}=-1, \quad\left\{\bar{\Pi}_{w}^{\bar{\theta}}, \bar{\theta}^{w}\right\}_{\mathrm{PB}}=-1, \quad\left\{\bar{\Pi}_{\bar{w}}^{\bar{\theta}}, \bar{\theta}^{\bar{w}}\right\}_{\mathrm{PB}}=-1 \tag{4.15}
\end{equation*}
$$

are related to their central basis cousins by a bit more complicated relation

$$
\begin{array}{ll}
\Pi_{w}^{\theta}:=-i \bar{w}^{\alpha} \Pi_{\alpha}+2 i \bar{\theta}^{w} \bar{p}, & \Pi_{\bar{w}}^{\theta}:=i w^{\alpha} \Pi_{\alpha}-2 i \bar{\theta}^{\bar{w}} p \\
\bar{\Pi}_{w}^{\bar{\theta}}:=-i \bar{w}^{\alpha} \bar{\Pi}_{\alpha}-2 i \theta^{w} \bar{p}, & \bar{\Pi}_{\bar{w}}^{\bar{\theta}}:=i w^{\alpha} \bar{\Pi}_{\alpha}+2 i \theta^{\bar{w}} p \tag{4.16}
\end{array}
$$

The covariant momenta of the analytical basis, distinguished by tilde form their central basis counterparts, obey

$$
\begin{equation*}
\left[\tilde{\mathfrak{d}}^{(0)}, \mathrm{Z}_{A n}^{(M)}\right]_{\mathrm{PB}}=0, \quad\left[\tilde{\mathfrak{d}}, \mathrm{Z}_{A n}^{(M)}\right]_{\mathrm{PB}}=0, \quad\left[\tilde{\tilde{\mathfrak{d}}}, \mathrm{Z}_{A n}^{(M)}\right]_{\mathrm{PB}}=0 \tag{4.17}
\end{equation*}
$$

while

$$
\begin{equation*}
\left[\mathfrak{d}^{(0)}, Z^{M}\right]_{\mathrm{PB}}=0, \quad\left[\mathfrak{d}, Z^{M}\right]_{\mathrm{PB}}=0, \quad\left[\overline{\mathfrak{d}}, Z^{M}\right]_{\mathrm{PB}}=0 \tag{4.18}
\end{equation*}
$$

Eq. (4.12) also encodes the definitions of the canonical momenta as derivatives of the Lagrangian with respect to velocities, (3.1), as well as of the covariant momenta as derivatives of the Lagrangian with respect to Cartan forms, (3.15). Calculating these with our Lagrangian (4.11) we find the primary constraints (cf. (3.23)-(3.29))

$$
\begin{array}{r}
\Phi^{(0)}:=p^{(0)}-(m+2 \tilde{\mathcal{H}}) \approx 0 \\
-\frac{1}{2} \Phi:=p \approx 0 \\
-\frac{1}{2} \bar{\Phi}:=\bar{p} \approx 0 \\
\tilde{\mathfrak{d}}+\mathrm{x}_{A}(m+2 \tilde{\mathcal{H}})+4 i \tilde{\mathcal{H}} \theta^{w} \bar{\theta}^{w}+2 i \bar{\theta}^{w} \tilde{\nu} \approx 0 \\
\overline{\tilde{\mathfrak{d}}}+\overline{\mathrm{x}}_{A}(m+2 \tilde{\mathcal{H}})-4 i \tilde{\mathcal{H}} \theta^{\bar{w}} \bar{\theta}^{\bar{w}}+2 i \theta^{\bar{w}} \overline{\tilde{\nu}} \approx 0 \tag{4.23}
\end{array}
$$

$$
\begin{gather*}
\tilde{U}^{(0)}:=\tilde{\mathfrak{d}}^{(0)}-4 i \theta^{\bar{w}} \bar{\theta}^{w}(m+\tilde{\mathcal{H}})+4 i \theta^{w} \bar{\theta}^{\bar{w}} \tilde{\mathcal{H}}-2 i \theta^{w} \overline{\tilde{\nu}}+2 i \bar{\theta}^{\bar{w}} \tilde{\nu}-2 \tilde{\mathcal{B}} \approx 0  \tag{4.24}\\
\text { where } \quad \tilde{\mathcal{B}}:=\frac{1}{\mu^{6}} \mathcal{B}:=\frac{1}{\mu^{6}} \operatorname{tr}\left(\overline{\mathbb{P}} \mathbb{Z}-\mathbb{P} \overline{\mathbb{Z}}+\frac{i}{8} \Psi \bar{\Psi}\right),  \tag{4.25}\\
d_{w}:=\Pi_{w}^{\theta}-2 i\left(\overline{\tilde{\nu}}-\bar{\theta}^{\bar{w}} \tilde{\mathcal{H}}\right) \approx 0  \tag{4.26}\\
d_{\bar{w}}:=\Pi_{\bar{w}}^{\theta}+2 i(m+\tilde{\mathcal{H}}) \bar{\theta}^{w} \approx 0  \tag{4.27}\\
\bar{d}_{w}:=\bar{\Pi}_{w}^{\bar{\theta}}+2 i(m+\tilde{\mathcal{H}}) \theta^{\bar{w}} \approx 0  \tag{4.28}\\
\bar{d}_{\bar{w}}:=\bar{\Pi}_{\bar{w}}^{\bar{\theta}}-2 i\left(\tilde{\nu}-\theta^{w} \tilde{\mathcal{H}}\right) \approx 0 \tag{4.29}
\end{gather*}
$$

and (3.29),

$$
\begin{equation*}
\mathbb{P}_{\mathbb{A}}:=\frac{\partial L}{\partial \dot{\mathbb{A}}_{\tau}} \approx 0 \tag{4.30}
\end{equation*}
$$

Exactly as in the central basis calculations, the requirement of preservation of this latter leads to the secondary constraint (3.35),

$$
\begin{equation*}
\mathbb{G}=\frac{1}{\mu^{6}}\left([\overline{\mathbb{Z}}, \mathbb{P}]+[\mathbb{Z}, \overline{\mathbb{P}}]-\frac{i}{4}\{\boldsymbol{\Psi}, \overline{\mathbf{\Psi}}\}\right) \approx 0 \tag{4.31}
\end{equation*}
$$

and, as a result, the canonical Hamiltonian vanishes in the weak sense

$$
\begin{equation*}
H_{0} \approx 0 \tag{4.32}
\end{equation*}
$$

This is to say, the total Hamiltonian is given by linear combination of the constraints, or, being more precise, of the first class constraints.

The set of these first class constraints includes Eqs. (4.19), (4.26), (4.29),

$$
\begin{equation*}
\Phi^{(0)} \approx 0, \quad d_{w} \approx 0, \quad \bar{d}_{\bar{w}} \approx 0 \tag{4.33}
\end{equation*}
$$

the following sum of (4.24) with the linear combination of the second class constraints (4.20), (4.21), (4.27) and (4.28),

$$
\begin{align*}
\tilde{\tilde{U}}^{(0)} & :=\tilde{U}^{(0)}-2 \mathrm{x}_{A} \bar{p}+2 \overline{\mathrm{x}}_{A} p-\bar{\theta}^{w} \bar{d}_{w}+\theta^{\bar{w}} d_{\bar{w}}= \\
& =\tilde{\mathfrak{d}}^{(0)}-2 \mathrm{x}_{A} \bar{p}+2 \overline{\mathrm{x}}_{A} p-\bar{\theta}^{w} \bar{\Pi}_{w}^{\bar{\theta}}+\theta^{\bar{w}} \Pi_{\bar{w}}^{\theta}+4 i \theta^{w} \bar{\theta}^{\bar{w}} \tilde{\mathcal{H}}-2 i \theta^{w} \overline{\tilde{\nu}}+2 i \bar{\theta}^{\bar{w}} \tilde{\nu}-2 \tilde{\mathcal{B}} \approx 0 \tag{4.34}
\end{align*}
$$

as well as (4.30) (just expressing the pure gauge nature of the 1d gauge field) and the Gauss constraint (4.31). The remaining constraints are of the second class.

Below we will not need the complete knowledge of the algebra of the constraints on the Poisson brackets. Let us just notice that, instead of calculating it directly, we can use their relations with their central basis counterparts and knowledge of the algebra of these latter. In the case of first class constraint (3.55) and second class constraints (3.60) this relation is just coincidence,

$$
\begin{gather*}
\Phi^{(0)}:=p_{a} u^{(0)}-(m+2 \tilde{\mathcal{H}})=p^{(0)}-(m+2 \tilde{\mathcal{H}})  \tag{4.35}\\
\Phi:=\Phi_{a} u^{a}=-2 p  \tag{4.36}\\
\bar{\Phi}:=\Phi_{a} \bar{u}^{a}=-2 \bar{p} \tag{4.37}
\end{gather*}
$$

The same is true for the Gauss constraints (4.31) and for (4.30) while for the remaining constraints the relations are nontrivial:

$$
\begin{gather*}
U^{(0)}:=\mathfrak{d}^{(0)}-2 \tilde{\mathcal{B}}=\tilde{\mathfrak{d}}^{(0)}-2 \mathrm{x}_{A} \bar{p}+2 \overline{\mathrm{x}}_{A} p-\theta^{w} \Pi_{w}^{\theta}-\bar{\theta}^{w} \bar{\Pi}_{w}^{\bar{\theta}}+\theta^{\bar{w}} \Pi_{\bar{w}}^{\theta}+\bar{\theta}^{\bar{w}} \bar{\Pi}_{\bar{w}}^{\bar{\theta}}-2 \tilde{\mathcal{B}}^{\prime}= \\
=\tilde{\tilde{U}}^{(0)}-\theta^{w} d_{w}+\bar{\theta}^{\bar{w}} \bar{d}_{\bar{w}},  \tag{4.38}\\
\bar{w}^{\alpha} d_{\alpha}:=\bar{w}^{\alpha}\left(\bar{\Pi}_{\alpha}+i p_{a}\left(\gamma^{a} \bar{\theta}\right)_{\alpha}-m \bar{\theta}_{\alpha}\right)+2 \overline{\tilde{\nu}}^{\prime}=i d_{w}-\Phi^{(0)} \bar{\theta}^{\bar{w}}  \tag{4.39}\\
w^{\alpha} \bar{d}_{\alpha}:=w^{\alpha}\left(\Pi_{\alpha}+i p_{a}\left(\gamma^{a} \theta\right)_{\alpha}+m \theta_{\alpha}\right)-2 \tilde{\nu}=-i \bar{d}_{\bar{w}}+\Phi^{(0)} \theta^{w},  \tag{4.40}\\
w^{\alpha} d_{\alpha}:=w^{\alpha}\left(\bar{\Pi}_{\alpha}+i p_{a}\left(\gamma^{a} \bar{\theta}\right)_{\alpha}-m \bar{\theta}_{\alpha}\right)=-i d_{\bar{w}}+4 p \bar{\theta}^{\bar{w}}+\Phi^{(0)} \bar{\theta}^{w}  \tag{4.41}\\
\bar{w}^{\alpha} \bar{d}_{\alpha}:=\bar{w}^{\alpha}\left(\Pi_{\alpha}+i p_{a}\left(\gamma^{a} \theta\right)_{\alpha}+m \theta_{\alpha}\right)=i \bar{d}_{w}-4 p \theta^{w}-\Phi^{(0)} \theta^{\bar{w}}  \tag{4.42}\\
\mathfrak{d}=\tilde{\mathfrak{d}}+2\left(\mathrm{x}^{(0)}+i \theta^{\bar{w}} \bar{\theta}^{w}+i \theta^{w} \bar{\theta}^{\bar{w}}\right) p+\left(\mathrm{x}_{A}+2 i \theta^{w} \bar{\theta}^{w}\right) p^{(0)}+\bar{\theta}^{w} \bar{\Pi}_{\bar{w}}^{\bar{\theta}}+\theta^{w} \Pi_{\bar{w}}^{\theta}  \tag{4.43}\\
\overline{\mathfrak{d}}=\overline{\tilde{\mathfrak{d}}}+2\left(\mathrm{x}^{(0)}-i \theta^{\bar{w}} \bar{\theta}^{w}-i \theta^{w} \bar{\theta}^{\bar{w}}\right) \bar{p}+\left(\overline{\mathrm{x}}_{A}-2 i \theta^{\bar{w}} \bar{\theta}^{\bar{w}}\right) p^{(0)}+\theta^{\bar{w}} \Pi_{w}^{\theta}+\bar{\theta}^{\bar{w}} \bar{\Pi}_{w}^{\bar{\theta}} \tag{4.44}
\end{gather*}
$$

Using these expressions, the algebra of the constraints in the analytical basis can be read off Table 1 and Eqs. (3.62)-(3.67). Below we will need a part of this algebra which is resumed (essentially) in Table 2 below.

### 4.2 Resolving bosonic second class constraints

Actually, as we have already stated, we do not need to know the complete algebra of the constraints in detail. Instead we can observe that the bosonic second class constraints in the analytical basis, Eqs. (4.21), (4.22) and (4.20), (4.23), are explicitly resolved (in terminology of Dirac [68]). This implies that in these pairs of constraints one element, (4.22) and (4.23), can be rewritten in the form of expression for coordinate $\mathrm{x}_{A}$ and $\overline{\mathrm{x}}_{A}$ in terms of other variables, while the other, conjugate elements, (4.21) and (4.20), implies vanishing of the momenta conjugate to these dependent coordinates. In such cases the procedure of changing the Poisson brackets by Dirac brackets can be replaced by just setting momenta to zero in the strong sense

$$
\begin{equation*}
\bar{p}=0, \quad p=0 \tag{4.45}
\end{equation*}
$$

and substituting $\mathrm{x}_{A}$ and $\overline{\mathrm{x}}_{A}$ in all places when these appear by their expressions obtained by solving (4.22) and (4.23),

$$
\begin{equation*}
\mathrm{x}_{A}=-\frac{\tilde{\mathfrak{d}}+4 i \tilde{\mathcal{H}} \theta^{w} \bar{\theta}^{w}+2 i \bar{\theta}^{w} \tilde{\nu}}{m+2 \tilde{\mathcal{H}}}, \quad \overline{\mathrm{x}}_{A}=-\frac{\overline{\tilde{\mathfrak{d}}}-4 i \tilde{\mathcal{H}} \theta^{\bar{w}} \bar{\theta}^{\bar{w}}+2 i \theta^{\bar{w}} \overline{\tilde{\nu}}}{m+2 \tilde{\mathcal{H}}} \tag{4.46}
\end{equation*}
$$

Fortunately in our case $\mathrm{x}_{A}$ and $\overline{\mathrm{x}}_{A}$ do not contribute to other constraint so that the above prescription is tantamount to the reduction of configuration space by omitting the directions corresponding to these coordinate. The same effect can be reached by omitting (4.22) and (4.23) from the set of constraints and thus converting (4.21) and (4.20) into the first class constraints. Then $\mathrm{x}_{A}$ and $\overline{\mathrm{x}}_{A}$ can be gauged away using the symmetries generated by (4.21) and (4.20), thus arriving at the same result as described above.

As far as the fermionic second class constraints are concerned, as the canonically conjugate constraints in this case are also complex conjugate, we can quantize these by Gupta-Bleuler method. At the classical level this can be reflected by omitting one of the conjugate constraint, say $d_{\bar{w}}$, thus converting its conjugate, $\bar{d}_{w}$ in the effectively first class constraint.

The essential part of the algebra of the effective first class constraints thus obtained is collected in Table 2, where we omitted the lines and columns with the constraints (4.30), which has vanishing brackets with all others, and with the Gauss constraint matrix (4.31) which has nonvanishing brackets only with itself, (3.39). To make the r.h.s's of the bracket shorter, we use in Table 2 renormalized expressions for Gauss constraint and for the fermionic matrix fields:

$$
\begin{equation*}
\tilde{\mathbb{G}}:=\frac{1}{m} \mathbb{G} \quad \tilde{\boldsymbol{\Psi}}:=\frac{1}{\sqrt{m}} \boldsymbol{\Psi} \quad \quad \overline{\tilde{\boldsymbol{\Psi}}}:=\frac{1}{\sqrt{m}} \overline{\boldsymbol{\Psi}} \tag{4.47}
\end{equation*}
$$

Notice that all the terms in the r.h.s. of the brackets resumed in Table 2 are proportional to the Gauss law constraints and hence vanish when this is taken into account.

| $[\ldots, \ldots\}_{\mathrm{PB}}$ | $\Phi^{(0)}$ | $\tilde{U}^{(0)}$ | $d_{w}$ | $\bar{d}_{\bar{w}}$ | $\bar{d}_{w}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\Phi^{(0)}$ | 0 | $2 i\left(\theta^{w} \operatorname{tr}(\tilde{\mathbf{\Psi}}\right.$ <br> $+\bar{\theta}^{\bar{w}} \operatorname{tr}(\underline{\tilde{\mathbf{\Psi}}})+$ <br> $\widetilde{\mathbb{G}}))$ | $2 i \operatorname{tr}\left(\tilde{\boldsymbol{\Psi}}^{\tilde{G}}\right)$ | $-2 i \operatorname{tr}(\underline{\tilde{\mathbf{\Psi}}} \tilde{\mathbb{G}})$ | 0 |
| $\tilde{\tilde{U}}^{(0)}$ | $-2 i\left(\theta^{w} \operatorname{tr}(\tilde{\mathbf{\Psi}} \tilde{\mathbb{G}})+\right.$ <br> $+\bar{\theta}^{\bar{w}} \operatorname{tr}\left(\underline{\tilde{\mathbf{\Psi}}} \tilde{\mathbb{G}}^{\prime}\right)$ | 0 | $2 \theta^{w}\left(3 \bar{\theta}^{\bar{w}} \operatorname{tr}(\tilde{\mathbf{\Psi}} \tilde{\mathbb{G}})-\right.$ <br> $-4 i \operatorname{tr}(\overline{\mathbb{Z}} \tilde{\mathbb{G}}))$ | $2 \bar{\theta}^{\bar{w}}\left(3 \theta^{w} \operatorname{tr}(\overline{\tilde{\mathbf{\Psi}}} \tilde{\mathbb{G}})-\right.$ $-4 i \operatorname{tr}(\mathbb{Z} \tilde{\mathbb{G}}))$ | $-\bar{d}_{w}-$ $-2 \theta^{\bar{w}} \bar{\theta}^{\bar{w}} \operatorname{tr}(\overline{\tilde{\mathbf{T}}} \tilde{\mathbb{G}})+$ $+2 \theta^{w} \theta^{\bar{w}} \operatorname{tr}(\tilde{\mathbf{\Psi}} \tilde{\mathbb{G}})$ |
| $d_{w}$ | $-2 i \operatorname{tr}(\tilde{\mathbf{\Psi}} \widetilde{\mathbb{G}})$ | $-2 \theta^{w}\left(3 \bar{\theta}^{\bar{w}} \operatorname{tr}(\tilde{\mathbf{\Psi}} \tilde{\mathbb{G}})-\right.$ <br> $-4 i \operatorname{tr}(\overline{\mathbb{Z}} \tilde{\mathbb{G}}))$ | $4 \bar{\theta}^{\bar{w}} \operatorname{tr}(\tilde{\mathbf{\Psi}} \tilde{\mathbb{G}})-$ <br> $-8 i \operatorname{tr}(\widetilde{\mathbb{Z}} \tilde{\mathbb{G}})$ | $2\left(\theta^{w} \operatorname{tr}(\tilde{\mathbf{\Psi}} \tilde{\mathbb{G}})+\right.$ <br> $\left.+\bar{\theta}^{\bar{w}} \operatorname{tr}(\tilde{\mathbf{\Psi}} \tilde{\mathbb{G}})\right)$ | $2 \theta^{\bar{w}} \operatorname{tr}(\tilde{\mathbf{\Psi}} \widetilde{\mathbb{G}})$ |
| $\bar{d}_{\bar{w}}$ | $2 i \operatorname{tr}\left(\underline{\tilde{\Psi}} \tilde{\mathbb{G}}^{\text {a }}\right)$ | $-2 \bar{\theta}^{\bar{w}}\left(3 \theta^{w} \operatorname{tr}(\tilde{\tilde{\mathbf{\Psi}}} \tilde{\mathbb{G}})-\right.$ <br> $-4 i \operatorname{tr}(\mathbb{Z} \tilde{\mathbb{G}}))$ | $2\left(\theta^{w} \operatorname{tr}(\tilde{\mathbf{\Psi}} \tilde{\mathbb{G}})+\right.$ <br> $\left.+\bar{\theta}^{\bar{w}} \operatorname{tr}(\tilde{\tilde{\mathbf{\Psi}}} \tilde{\mathbb{G}})\right)$ | $-4 \theta^{w} \operatorname{tr}\left(\underline{\tilde{\mathbf{\Psi}}} \tilde{\mathbb{G}}^{\prime}\right)+$ <br> $+8 i \operatorname{tr}(\mathbb{Z} \tilde{\mathbb{G}})$ | $-2 \theta^{\bar{w}} \operatorname{tr}\left(\overline{\tilde{\mathbf{\Psi}}} \widetilde{\mathbb{G}}^{\text {a }}\right.$ |
| $\bar{d}_{w}$ | 0 | $\bar{d}_{w}+$ <br> $+2 \theta^{\bar{w}} \bar{\theta}^{\bar{w}} \operatorname{tr}\left(\overline{\tilde{\mathbf{\Psi}}} \tilde{\mathbb{G}}^{\prime}\right)-$ <br> $-2 \theta^{w} \theta^{\bar{w}} \operatorname{tr}(\tilde{\mathbf{\Psi}} \tilde{\mathbb{G}})$ | $2 \theta^{\bar{w}} \operatorname{tr}(\tilde{\mathbf{\Psi}} \tilde{\mathbb{G}})$ | $-2 \theta^{\bar{w}} \operatorname{tr}\left(\overline{\tilde{\mathbf{\Psi}}} \widetilde{\mathbb{G}}^{\text {a }}\right.$ | 0 |

Table 2. Closed algebra of the "effective first class constraints" of the mD0 system. For compactness, we have omitted the lines and columns corresponding to the Gauss constraint (4.31) (which have only one nonvanishing element on their crossing) and to the first class constraint (4.30) (which are line and column of zeros), and have also renormalized the Gauss constraint and the fermionic matrix fields as follows: $\tilde{\mathbb{G}}:=\frac{1}{m} \mathbb{G}, \tilde{\boldsymbol{\Psi}}:=\frac{1}{\sqrt{m}} \boldsymbol{\Psi}, \overline{\tilde{\boldsymbol{\Psi}}}:=\frac{1}{\sqrt{m}} \overline{\boldsymbol{\Psi}}$.

## 5 Quantization of multiple D0-brane system and its field theory equations

Quantization implies the replacement of the phase space variables by operators the commutators and anticommutators of which can be determined through the Poisson brackets of their classical prototypes by the Dirac prescription

$$
\begin{equation*}
[\ldots, \ldots\}_{\mathrm{PB}} \quad \mapsto \quad \frac{1}{i}[\ldots, \ldots\} . \tag{5.1}
\end{equation*}
$$

In the supercoordinate representation the bosonic and fermionic configuration space variables maintain their (quasi-)classical description, i.e. are numerical ( $c$-number) or Grassmann algebra ( $a$-number) valued, respectively, while the momenta are represented by differential operators such that the Dirac prescription (5.1) holds.

In particular, in our case the bosonic and fermionic center of mass coordinate functions and their momenta are replaced by corresponding coordinates and differential operators as

$$
\begin{gather*}
\hat{\mathrm{x}}^{(0)}=\mathrm{x}^{(0)}, \quad \hat{\mathrm{x}}_{A}=\mathrm{x}_{A}, \quad \hat{\overline{\mathrm{x}}}_{A}=\overline{\mathrm{x}}_{A}, \\
\hat{p}^{(0)}=-i \partial_{\mathrm{x}^{(0)}}, \quad \hat{p}_{A}=-i \partial_{\mathrm{x}_{A}}, \quad \hat{p}_{A}=-i \partial_{\overline{\mathrm{x}}_{A}}, \tag{5.2}
\end{gather*}
$$

and

$$
\begin{align*}
& \hat{\theta}^{w}=\theta^{w}, \quad \hat{\theta}^{\bar{w}}=\theta^{\bar{w}}, \quad \hat{\bar{\theta}}^{w}=\bar{\theta}^{w}, \quad \hat{\theta}^{\bar{w}}=\bar{\theta}^{\bar{w}}, \\
& \hat{\Pi}_{w}^{\theta}=-i \partial_{\theta^{w}}, \quad \hat{\Pi}_{\bar{w}}^{\theta}=-i \partial_{\theta^{\bar{w}}}, \quad \hat{\Pi_{w}^{\bar{\theta}}}=-i \partial_{\overline{\theta^{w}}}, \quad \hat{\bar{\Pi}} \overline{\bar{\omega}}=-i \partial_{\bar{\theta} \bar{w}}, \tag{5.3}
\end{align*}
$$

where we have used the notation

$$
\begin{array}{r}
\partial_{\mathrm{x}^{(0)}}=\frac{\partial}{\partial \mathrm{x}^{(0)}}, \quad \partial_{\mathrm{x}_{A}}=\frac{\partial}{\partial \mathrm{x}_{A}}, \quad \partial_{\overline{\mathrm{x}}_{A}}=\frac{\partial}{\partial \overline{\mathrm{x}}_{A}},  \tag{5.4}\\
\partial_{\theta^{w}}=\frac{\partial}{\partial \theta^{w}}, \quad \partial_{\theta^{\bar{w}}}=\frac{\partial}{\partial \theta^{\bar{w}}}, \quad \partial_{\bar{\theta}^{w}}=\frac{\partial}{\partial \bar{\theta}^{w}}, \quad \partial_{\bar{\theta}^{\bar{w}}}=\frac{\partial}{\partial \bar{\theta}^{\bar{w}}} .
\end{array}
$$

For the complex spinor frame variables the covariant momenta are expressed in terms of covariant derivatives

$$
\begin{equation*}
\mathbb{D}^{(0)}=\bar{w}_{\alpha} \frac{\partial}{\partial \bar{w}_{\alpha}}-w_{\alpha} \frac{\partial}{\partial w_{\alpha}}, \quad \mathbb{D}=w_{\alpha} \frac{\partial}{\partial \bar{w}_{\alpha}}, \quad \overline{\mathbb{D}}=\bar{w}_{\alpha} \frac{\partial}{\partial w_{\alpha}}, \tag{5.5}
\end{equation*}
$$

so that

$$
\begin{align*}
\hat{w}_{\alpha}=w_{\alpha}, & \hat{\bar{w}}_{\alpha}=\bar{w}_{\alpha}, \\
\hat{\mathfrak{d}}^{(0)}=-i \mathbb{D}^{(0)}, \quad & \hat{\mathfrak{d}}=-i \mathbb{D}, \quad \hat{\hat{\mathfrak{d}}}=-i \overline{\mathbb{D}} . \tag{5.6}
\end{align*}
$$

For the bosonic matrix fields the quantization in coordinate representation is standard

$$
\begin{gather*}
\hat{\mathbb{Z}}_{i}^{j}=\mathbb{Z}_{i}^{j}, \quad \hat{\overline{\mathbb{Z}}}_{i}^{j}=\overline{\mathbb{Z}}_{i}^{j}, \\
\hat{\overline{\mathbb{P}}}_{i}^{j}=-i \mu^{6} \frac{\partial}{\partial \mathbb{Z}_{j}^{i}}, \quad \hat{\mathbb{P}}_{i}^{j}=-i \mu^{6} \frac{\partial}{\partial \overline{\mathbb{Z}}_{j}^{i}}, \tag{5.7}
\end{gather*}
$$

while for the fermionic matrix variables obeying

$$
\begin{equation*}
\left\{\hat{\mathbf{\Psi}}_{i}^{j}, \hat{\overline{\mathbf{\Psi}}}_{k}^{l}\right\}=4 \mu^{6}\left(\delta_{i}^{l} \delta_{k}^{j}-\frac{1}{N} \delta_{i}^{j} \delta_{k}^{l}\right), \quad\left\{\hat{\mathbf{\Psi}}_{i}^{j}, \hat{\mathbf{\Psi}}_{k}^{l}\right\}=0, \quad\left\{\hat{\overline{\mathbf{\Psi}}}_{i}^{j}, \hat{\bar{\Psi}}_{k}^{l}\right\}=0 \tag{5.8}
\end{equation*}
$$

we should use the counterpart of the so-called holomorphic representation for Heisenberg algebra in which the annihilation operator is represented by derivative with respect to (classical counterpart of the) annihilation operator,

$$
\begin{equation*}
\hat{\mathbf{\Psi}}_{i}^{j}=\boldsymbol{\Psi}_{i}^{j}, \quad \hat{\overline{\mathbf{\Psi}}}_{i}^{j}=4 \mu^{6} \frac{\partial}{\partial \mathbf{\Psi}_{j}^{i}} \tag{5.9}
\end{equation*}
$$

Then the quantum counterpart of the SYM supercurrents and Hamiltonian are represented by the following differential operators

$$
\begin{gather*}
\hat{\tilde{\nu}}=\frac{1}{\mu^{6}} \frac{1}{2 \sqrt{m}} \hat{\nu}=\frac{1}{2 \sqrt{m}} \operatorname{tr}\left(-i \mathbf{\Psi} \frac{\partial}{\partial \overline{\mathbb{Z}}}+4[\mathbb{Z}, \overline{\mathbb{Z}}] \frac{\partial}{\partial \boldsymbol{\Psi}}\right)  \tag{5.10}\\
\hat{\tilde{\tilde{\nu}}}=\frac{1}{\mu^{6}} \frac{1}{2 \sqrt{m}} \hat{\bar{\nu}}=\frac{1}{2 \sqrt{m}} \operatorname{tr}\left(-4 i \mu^{6} \frac{\partial}{\partial \mathbb{Z}} \frac{\partial}{\partial \boldsymbol{\Psi}}+\frac{1}{\mu^{6}} \boldsymbol{\Psi}[\mathbb{Z}, \overline{\mathbb{Z}}]\right)  \tag{5.11}\\
\hat{\tilde{\mathcal{H}}}=\frac{1}{\mu^{6}} \frac{\hat{\mathcal{H}}}{m}=\frac{1}{m} \operatorname{tr}\left(-\mu^{6} \frac{\partial}{\partial \mathbb{Z}} \frac{\partial}{\partial \overline{\mathbb{Z}}}+8 i \mu^{6} \overline{\mathbb{Z}} \frac{\partial}{\partial \mathbf{\Psi}} \frac{\partial}{\partial \boldsymbol{\Psi}}+\frac{1}{\mu^{6}}[\mathbb{Z}, \overline{\mathbb{Z}}]^{2}-\frac{i}{2} \frac{1}{\mu^{6}} \mathbb{Z} \Psi \Psi\right), \tag{5.12}
\end{gather*}
$$

and the quantum operator generating the $U(1)$ transformations of matrix variables is

$$
\begin{equation*}
\hat{\tilde{\mathcal{B}}}=\frac{1}{\mu^{6}} \hat{\mathcal{B}}=i \operatorname{tr}\left(\overline{\mathbb{Z}} \frac{\partial}{\partial \overline{\mathbb{Z}}}-\mathbb{Z} \frac{\partial}{\partial \mathbb{Z}}+\frac{1}{2} \boldsymbol{\Psi} \frac{\partial}{\partial \boldsymbol{\Psi}}\right) . \tag{5.13}
\end{equation*}
$$

The state vector is represented by a function dependent on the configuration space coordinates ${ }^{14}$,

$$
\begin{equation*}
\Xi=\Xi\left(\mathrm{x}^{(0)}, \bar{w}, w ; \theta^{w}, \theta^{\bar{w}}, \bar{\theta}^{w}, \bar{\theta}^{\bar{w}} ; \mathbb{Z}, \overline{\mathbb{Z}} ; \boldsymbol{\Psi}\right) \tag{5.14}
\end{equation*}
$$

The physical states are represented by the state vectors obeying equations obtained as quantum version of the effective first class constraints which read

$$
\begin{align*}
& {\left[-i \partial_{\mathbf{x}^{(0)}}-(m+2 \hat{\tilde{\mathcal{H}}})\right] \Xi=0 }  \tag{5.15}\\
& i \hat{\tilde{\tilde{U}}}^{(0)} \Xi=\left(\mathbb{D}^{(0)}-\bar{\theta}^{w} \partial_{\bar{\theta}^{w}}+\theta^{\bar{w}} \partial_{\theta^{\bar{w}}}-4 \theta^{w} \bar{\theta}^{\bar{w}} \hat{\tilde{\mathcal{H}}}+2 \theta^{w} \hat{\tilde{\nu}}-2 \bar{\theta}^{\bar{w}} \hat{\tilde{\nu}}-2 i \hat{\tilde{\mathcal{B}}}-q\right) \Xi=0  \tag{5.16}\\
& {\left[\partial_{\theta^{w}}+2\left(\hat{\tilde{\tilde{\nu}}}-\bar{\theta}^{\bar{w}} \hat{\tilde{\mathcal{H}}}\right)\right] \Xi=0 }  \tag{5.17}\\
& {\left[\partial_{\bar{\theta}^{\bar{w}}}+2\left(\hat{\tilde{\tilde{v}}}-\theta^{w} \hat{\tilde{\mathcal{H}}}\right)\right] \Xi=0 }  \tag{5.18}\\
& {\left[\partial_{\bar{\theta}^{w}}-2(m+\hat{\tilde{\mathcal{H}}}) \theta^{\bar{w}}\right] \Xi=0 } \tag{5.19}
\end{align*}
$$

where $\hat{\tilde{\nu}}, \hat{\tilde{\nu}}$ and $\hat{\tilde{\mathcal{H}}}$ are given in (5.10), (5.11) and (5.12), and the quantum $\mathrm{SU}(N)$ Gauss law constraint

$$
\begin{equation*}
i \hat{\mathbb{G}}_{i}^{j} \Xi=\left(\overline{\mathbb{Z}}_{i}^{k} \frac{\partial}{\partial \overline{\mathbb{Z}}_{j}^{k}}-\overline{\mathbb{Z}}_{k}^{j} \frac{\partial}{\partial \overline{\mathbb{Z}}_{k}^{i}}+\mathbb{Z}_{i}^{k} \frac{\partial}{\partial \mathbb{Z}_{j}^{k}}-\mathbb{Z}_{k}^{j} \frac{\partial}{\partial \mathbb{Z}_{k}^{i}}+\mathbf{\Psi}_{i}^{k} \frac{\partial}{\partial \boldsymbol{\Psi}_{j}^{k}}-\boldsymbol{\Psi}_{k}^{j} \frac{\partial}{\partial \mathbf{\Psi}_{k}^{i}}\right) \Xi=0 \tag{5.20}
\end{equation*}
$$

Notice then when calculating the quantum generator of $\mathrm{SU}(N)$ transformations $\mathbb{G}$ in (5.20) we have to use the 'qp' ordering for the commutators and anticommutator of matrices,

$$
\begin{align*}
& {[\overline{\mathbb{Z}}, \mathbb{P}]_{i}^{j} \mapsto-i \mu^{6}\left(\overline{\mathbb{Z}}_{i}^{k} \frac{\partial}{\partial \overline{\mathbb{Z}}_{j}^{k}}-\overline{\mathbb{Z}}_{k}^{j} \frac{\partial}{\partial \overline{\mathbb{Z}}_{k}^{i}}\right), \quad[\mathbb{Z}, \overline{\mathbb{P}}]_{i}^{j} \mapsto-i \mu^{6}\left(\mathbb{Z}_{i}^{k} \frac{\partial}{\partial \mathbb{Z}_{j}^{k}}-\mathbb{Z}_{k}^{j} \frac{\partial}{\partial \mathbb{Z}_{k}^{i}}\right) } \\
&\{\boldsymbol{\Psi}, \overline{\mathbf{\Psi}}\}_{i}^{j} \mapsto 4 \mu^{6}\left(\mathbf{\Psi}_{i}^{k} \frac{\partial}{\partial \mathbf{\Psi}_{j}^{k}}-\mathbf{\Psi}_{k}^{j} \frac{\partial}{\partial \mathbf{\Psi}_{k}^{i}}\right) \tag{5.21}
\end{align*}
$$

[^10]as otherwise the expression for $\mathbb{G}$ will not be traceless as it should be. Thus, Eqs. (5.15), (5.16), (5.17), (5.18), (5.19), (5.20) define the (super)field theory of simplest 3D counterpart of multiple D0-brane system in the superspace with coordinate presented in (5.14).

It is convenient to allow the state vector to depend also on additional complex bosonic coordinates $\mathrm{x}_{A}$ and its c.c. $\overline{\mathrm{x}}_{A}$,

$$
\begin{equation*}
\Xi=\Xi\left(\mathrm{x}^{(0)}, \mathrm{x}_{A}, \overline{\mathrm{x}}_{A}, \bar{w}, w ; \theta^{w}, \theta^{\bar{w}}, \bar{\theta}^{w}, \bar{\theta}^{\bar{w}} ; \mathbb{Z}, \overline{\mathbb{Z}} ; \Psi\right) \tag{5.22}
\end{equation*}
$$

but impose on it the additional constraints removing this dependence:

$$
\begin{equation*}
\frac{\partial}{\partial \mathrm{x}_{A}} \Xi=0, \quad \frac{\partial}{\partial \overline{\mathrm{x}}_{A}} \Xi=0 . \tag{5.23}
\end{equation*}
$$

Being equivalent to original, this way of describing state vector makes manifest that the state vector can be considered as dependent on the central basis coordinates,

$$
\begin{equation*}
\Xi=\tilde{\Xi}\left(x^{a}, \bar{w}, w ; \theta^{\alpha}, \bar{\theta}^{\alpha} ; \mathbb{Z}, \overline{\mathbb{Z}} ; \Psi\right), \tag{5.24}
\end{equation*}
$$

and this is useful to understand better the obtained (super)field theory equations, and write this in more conventional form at least in some particular cases, like $N=1$ case discussed in the next subsection. In particular, in this simple case the equations can be rewritten in terms of derivatives and covariant derivatives of the central basis,

$$
\begin{gather*}
\partial_{a}=u_{a}^{(0)} \partial_{\mathbf{x}^{(0)}}+u_{a} \partial_{\mathbf{x}_{A}}+\bar{u}_{a} \partial_{\overline{\mathbf{x}}_{A}},  \tag{5.25}\\
D_{\alpha}=\partial_{\alpha}+i\left(\gamma^{a} \bar{\theta}\right)_{\alpha} \partial_{a}=w_{\alpha}\left(\partial_{\theta^{w}}+i \bar{\theta}^{\bar{w}} \partial_{\mathbf{x}^{(0)}}\right)+\bar{w}_{\alpha}\left(\partial_{\theta^{\bar{w}}}+4 i \bar{\theta}^{\bar{w}} \partial_{\overline{\mathbf{x}}_{A}}+i \bar{\theta}^{w} \partial_{\mathbf{x}^{(0)}}\right),  \tag{5.26}\\
\bar{D}_{\alpha}=\bar{\partial}_{\alpha}+i\left(\gamma^{a} \theta\right)_{\alpha} \partial_{a}=w_{\alpha}\left(\bar{\partial}_{\bar{\theta}^{w}}+4 i \theta^{w} \partial_{\mathbf{x}_{A}}+i \theta^{\bar{w}} \partial_{\mathbf{x}(0)}\right)+\bar{w}_{\alpha}\left(\bar{\partial}_{\bar{\theta}} \overline{\bar{w}}+i \theta^{w} \partial_{\mathbf{x}(0)}\right) . \tag{5.27}
\end{gather*}
$$

and the spinor frame variables can be integrated out thus arriving to a more conventional description of field theory in terms of usual (central basis) spacetime coordinates.

But before considering $N=1$ case, let us notice the possibility, in general case of arbitrary $N>1$, to change the variables in the relative motion sector by decomposing the matrix fields

$$
\begin{array}{lll}
\hat{\mathbb{Z}}_{i}^{j}=\sqrt{2} \hat{Z}^{I} T_{I i}^{j}, & \hat{\overline{\mathbb{Z}}}_{i}^{j}=\sqrt{2} \hat{Z}^{I} T_{I i}^{j}, & \hat{\mathbf{\Psi}}_{i}^{j}=\sqrt{2} \hat{\Psi}^{I} T_{I i}^{j}, \\
\hat{\bar{P}}_{i}^{j}=\sqrt{2} \hat{\bar{P}}^{I} T_{I i}^{j}, & \hat{\mathbb{P}}_{i}^{j}=\sqrt{2} \hat{P}^{I} T_{I i}^{j}, & \hat{\mathbf{\Psi}}_{i}^{j}=\sqrt{2} \hat{\bar{\Psi}}^{I} T_{I i}^{j}, \tag{5.28}
\end{array}
$$

on $\operatorname{SU}(N)$ generators $T_{I i}^{j}$ which obey

$$
\begin{array}{r}
{\left[T_{I}, T_{J}\right]=i f_{I J K} T_{K}, \quad f_{I J K}=f_{[I J K]}, \quad f_{I J K} f_{I^{\prime} J K}=N \delta_{I I^{\prime}}, \quad I, J, K=1, \ldots N^{2}-1,} \\
\operatorname{tr}\left(T_{I} T_{J}\right)=\frac{1}{2} \delta_{I J}, \quad T_{I} T_{J}=\frac{1}{2}\left[\frac{1}{N} \delta_{I J} \mathbb{I}+\left(d_{I J K}+i f_{I J K}\right) T_{K}\right], \quad d_{I J K}=d_{(I J K)}, \\
T_{I i}{ }^{j} T_{I k}^{l}=\frac{1}{2}\left(\delta_{i}^{l} \delta_{k}^{j}-\frac{1}{N} \delta_{i}^{j} \delta_{k}^{l}\right) \quad \Rightarrow \quad\left(T_{I} T_{I}\right)_{i}^{j}=C_{F} \delta_{i}{ }^{j}, \quad C_{F}=\frac{N^{2}-1}{N} \tag{5.31}
\end{array}
$$

and some other relations which can be found in e.g. [76]. In the simplest case of $\operatorname{SU}(2)(N=2)$,

$$
\begin{equation*}
\mathrm{SU}(2): \quad T_{I i}{ }^{j}=\frac{1}{2} \sigma_{I i}{ }^{j}, \quad f_{I J K}=\epsilon_{I J K}, \quad d_{I J K}=0, \quad I, J, K=1,2,3 . \tag{5.32}
\end{equation*}
$$

The coefficients in (5.28) are chosen in such a way that the nontrivial commutation relations of the basic operators have (almost) the standard form

$$
\begin{equation*}
\left[\hat{P}^{I}, \hat{Z}^{J}\right]=-i \mu^{6} \delta^{I J}, \quad\left[\hat{\bar{P}}^{I}, \hat{Z}^{J}\right]=-i \mu^{6} \delta^{I J}, \quad\left\{\hat{\Psi}^{I}, \hat{\bar{\Psi}}^{J}\right\}=4 \mu^{6} \delta^{I J} \tag{5.33}
\end{equation*}
$$

so that in the coordinate representation the above operators are realized by

$$
\begin{gather*}
\hat{Z}^{I}=Z^{I}, \quad \hat{\bar{P}}^{I}=-i \mu^{6} \frac{\partial}{\partial Z^{I}}, \quad \hat{\bar{Z}}^{I}=\bar{Z}^{I}, \quad \hat{P}^{I}=-i \mu^{6} \frac{\partial}{\partial \bar{Z}^{I}},  \tag{5.34}\\
\hat{\Psi}^{I}=\Psi^{I}, \quad \hat{\Psi}^{I}=4 \mu^{6} \frac{\partial}{\partial \Psi^{I}},
\end{gather*}
$$

where $Z^{I}=\left(Z^{1}, Z^{2}, \ldots, Z^{N^{2}-1}\right)$ are complex bosonic ( $c$-number) coordinates and $\Psi^{I}=\left(\Psi^{1}, \Psi^{2}, \ldots, \Psi^{N^{2}-1}\right)$ are fermionic ( $a$-number) coordinates,

$$
\begin{equation*}
\Psi^{I} \Psi^{J}=-\Psi^{J} \Psi^{I} \tag{5.35}
\end{equation*}
$$

In terms of these relative motion coordinates we have the following expressions for the quantum generator of $\mathrm{SU}(N)$ transformations (5.20)

$$
\begin{equation*}
\hat{\mathbb{G}}_{i}^{j}=: 2 \hat{G}^{I} T_{I i}^{j}=2 f_{I J K}\left(\bar{Z}^{I} \frac{\partial}{\partial \bar{Z}^{J}}+Z^{I} \frac{\partial}{\partial Z^{J}}+\Psi^{I} \frac{\partial}{\partial \Psi^{J}}\right) T_{K i}{ }^{j} \tag{5.36}
\end{equation*}
$$

for the part of the $\mathrm{U}(1)$ generator acting on the matrix field (5.13)

$$
\begin{equation*}
\hat{\mathcal{B}}=\frac{1}{\mu^{6}} \hat{\mathcal{B}}=i\left(\bar{Z}^{I} \frac{\partial}{\partial \bar{Z}^{I}}-Z^{I} \frac{\partial}{\partial Z^{I}}+\frac{1}{2} \Psi^{I} \frac{\partial}{\partial \Psi^{I}}\right), \tag{5.37}
\end{equation*}
$$

for the SYM supercharges (5.10), (5.11)

$$
\begin{align*}
& \hat{\tilde{\nu}}=\frac{1}{\mu^{6}} \frac{1}{2 \sqrt{m}} \hat{\nu}=-\frac{i}{2 \sqrt{m}}\left(\Psi^{I} \frac{\partial}{\partial \bar{Z}^{I}}-4 \sqrt{2} f_{I J K} Z^{I} \bar{Z}^{J} \frac{\partial}{\partial \Psi^{K}}\right),  \tag{5.38}\\
& \hat{\tilde{\nu}}=\frac{1}{\mu^{6}} \frac{1}{2 \sqrt{m}} \hat{\bar{\nu}}=-\frac{i}{2 \sqrt{m}}\left(4 \mu^{6} \frac{\partial}{\partial Z^{I}} \frac{\partial}{\partial \Psi^{I}}-\frac{\sqrt{2}}{\mu^{6}} f_{I J K} Z^{I} \bar{Z}^{J} \Psi^{K}\right), \tag{5.39}
\end{align*}
$$

and for the SYM Hamiltonian (5.12)

$$
\begin{equation*}
\hat{\tilde{\mathcal{H}}}=\frac{1}{m}\left(-\mu^{6} \frac{\partial}{\partial Z^{I}} \frac{\partial}{\partial \bar{Z}^{I}}-4 \sqrt{2} \mu^{6} \bar{Z}^{I} f_{I J K} \frac{\partial}{\partial \Psi^{J}} \frac{\partial}{\partial \Psi^{K}}-\frac{2}{\mu^{6}} f_{I J M} f_{K L M} Z^{I} \bar{Z}^{J} Z^{K} \overline{\mathbb{Z}}^{L}+\frac{\sqrt{2}}{4 \mu^{6}} f_{I J K} Z^{I} \Psi^{J} \Psi^{K}\right) \tag{5.40}
\end{equation*}
$$

These expressions can be used in the equations (5.15)-(5.19) imposed on the state vector superfield ("wavefunction")

$$
\begin{equation*}
\Xi=\Xi\left(\mathrm{x}^{(0)}, \mathrm{x}_{A}, \overline{\mathrm{x}}_{A}, \bar{w}, w ; \theta^{w}, \theta^{\bar{w}}, \bar{\theta}^{w}, \bar{\theta}^{\bar{w}} ; Z^{I}, \bar{Z}^{I} ; \Psi^{I}\right), \tag{5.41}
\end{equation*}
$$

which obeys also (5.23). This is manifestly a superfield on superspace with $5+N^{2}$ bosonic and $3+N^{2}$ fermionic directions ( 9 bosonic and 7 fermionic directions in the simplest case $N=2$ ).

## 6 Some properties of 3D mD0 field theory equations

## 6.1 $\quad N=1$. Field theory of single D0-brane

If we set the number $N$ of D0-branes to unity, $N=1$, the matrix fields disappear so that the state vector becomes superfield in a center of mass superspace, which is usual superspace enlarged by spinor frame variables (Lorentz harmonic superspace in terminology of [71])

$$
\begin{equation*}
\Xi_{0}:=\left.\Xi\right|_{N=1}=\tilde{\Xi}_{0}\left(x^{a} ; \theta^{\alpha}, \bar{\theta}^{\alpha} ; \bar{w}, w\right)=\Xi_{0}\left(\mathrm{x}^{(0)}, \mathrm{x}_{A}, \overline{\mathrm{x}}_{A}, \bar{w}, w ; \theta^{w}, \theta^{\bar{w}}, \bar{\theta}^{w}, \bar{\theta}^{\bar{w}}\right) \tag{6.1}
\end{equation*}
$$

and the above system of equations for this vector reduces to

$$
\begin{gather*}
\partial_{\theta^{w}} \Xi_{0}=0, \quad \partial_{\bar{\theta}_{\bar{w}}} \Xi_{0}=0  \tag{6.2}\\
{\left[\partial_{\bar{\theta}^{w}}-2 m \theta^{\bar{w}}\right] \Xi_{0}=0}  \tag{6.3}\\
\partial_{\mathrm{x}_{A}} \Xi_{0}=0, \quad \partial_{\overline{\mathbf{x}}_{A}} \Xi_{0}=0  \tag{6.4}\\
\left(-i \partial_{\mathbf{x}^{(0)}}-m\right) \Xi_{0}=0  \tag{6.5}\\
\left(\mathbb{D}^{(0)}-\bar{\theta}^{w} \partial_{\bar{\theta}^{w}}+\theta^{\bar{w}} \partial_{\theta^{\bar{w}}}-q\right) \Xi_{0}=0 \tag{6.6}
\end{gather*}
$$

This system of equations describes the free (super)field theory of single 3D counterpart of D0 brane, i.e. of the massive $\mathcal{N}=2$ superparticle in $\mathrm{D}=3$. In Appendix C we show how to obtain that straightforwardly by quantization of massive superparticle in its spinor moving frame formulation. Of course the quantization of such a simple system in the standard formulation described by the de Azcárraga-Lukierski action (2.6) is much simpler, but in our case this more complicated quantization makes sense as it describes $N=1$ limit of our simplest counterpart of multiple D0 system which is known presently in its spinor moving frame formulation only.

Eqs. (6.4) and (6.2) result in independence of the state vector superfield $\Xi$ on $\mathrm{x}_{A}, \overline{\mathrm{x}}_{A} ; \theta^{w}, \overline{\theta^{\bar{w}}}$,

$$
\begin{equation*}
\Xi_{0}=\Xi_{0}\left(\mathrm{x}^{(0)}, \bar{w}, w ; \theta^{\bar{w}}, \bar{\theta}^{w}\right) \tag{6.7}
\end{equation*}
$$

Eqs. (6.3) and (6.5) are easily solved by

$$
\begin{equation*}
\Xi_{0}=e^{i m \mathbf{x}^{(0)}-2 m \theta^{\bar{w}^{\bar{w}}}} \chi\left(\theta^{\bar{w}}, \bar{w}_{\alpha}, w_{\alpha}\right) \equiv e^{i m \mathbf{x}^{(0)}}\left(1-2 m \theta^{\bar{w}} \bar{\theta}^{w}\right) \chi\left(\theta^{\bar{w}}, \bar{w}_{\alpha}, w_{\alpha}\right) \tag{6.8}
\end{equation*}
$$

and then (6.6) implies

$$
\begin{equation*}
\left(\mathbb{D}^{(0)}+\theta^{\bar{w}} \partial_{\theta \bar{w}}-q\right) \chi\left(\theta^{\bar{w}}, \bar{w}_{\alpha}, w_{\alpha}\right)=0 \tag{6.9}
\end{equation*}
$$

Decomposing $\chi$ in the powers of (fermionic and hence nilpotent) $\theta^{\bar{w}}$,

$$
\begin{equation*}
\chi\left(\theta^{\bar{w}}, \bar{w}_{\alpha}, w_{\alpha}\right)=\phi\left(\bar{w}_{\alpha}, w_{\alpha}\right)+i \theta^{\bar{w}} \xi\left(\bar{w}_{\alpha}, w_{\alpha}\right) \tag{6.10}
\end{equation*}
$$

we find from (6.9) that the components of these superfields are bosonic and fermionic functions of complex normalized bosonic spinors (functions on $\mathrm{SU}(1,1) \approx \mathrm{SL}(2, \mathbb{R})$ ) with definite $\mathrm{U}(1)$ charges $q$ and $(q-1)$,

$$
\begin{array}{r}
\phi=\phi^{q}\left(\bar{w}_{\alpha}, w_{\alpha}\right), \quad\left(\mathbb{D}^{(0)}-q\right) \phi^{q}\left(\bar{w}_{\alpha}, w_{\alpha}\right)=0 \\
\xi=\xi^{(q-1)}\left(\bar{w}_{\alpha}, w_{\alpha}\right), \quad\left(\mathbb{D}^{(0)}-(q-1)\right) \xi^{(q-1)}\left(\bar{w}_{\alpha}, w_{\alpha}\right)=0 \tag{6.12}
\end{array}
$$

These definite $\mathrm{U}(1)$ charges make these fields to be functions on the coset $\mathrm{SU}(1,1) / \mathrm{U}(1){ }^{15}$.
As far as $\theta^{\bar{w}}$ carries charge one with respect to $\mathrm{U}(1)$ symmetry generated by the operator in (6.9), this latter equation implies that the superfield $\chi$ has definite charge $q$ with respect to this $\mathrm{U}(1)$ symmetry,

$$
\begin{equation*}
\chi=\chi^{q}\left(\bar{w}_{\alpha}, w_{\alpha} ; \theta^{\bar{w}}\right) . \tag{6.13}
\end{equation*}
$$

Eqs. (6.11) and (6.12) imply the following homogeneity properties of the bosonic and fermionic function under gauge transformations

$$
\begin{equation*}
\phi^{q}\left(e^{-i \vartheta} \bar{w}_{\alpha}, e^{i \vartheta} w_{\alpha}\right)=e^{-i q \vartheta} \phi^{q}\left(\bar{w}_{\alpha}, w_{\alpha}\right), \quad \xi^{q-1}\left(e^{-i \vartheta} \bar{w}_{\alpha}, e^{i \vartheta} w_{\alpha}\right)=e^{-i(q-1) \vartheta} \xi^{q-1}\left(\bar{w}_{\alpha}, w_{\alpha}\right) . \tag{6.14}
\end{equation*}
$$

### 6.1.1 Spacetime interpretation I

To clarify the physical meaning of these functions, let us notice that, as a result of the constraints (2.16) and (4.19)-(4.21), which implies $p_{a}=m u_{a}^{(0)}$ and $p_{a} \gamma_{\alpha \beta}^{a}=m u_{a}^{(0)} \gamma_{\alpha \beta}^{a}=2 m \bar{w}_{(\alpha} w_{\beta)}$, we can write

$$
\begin{equation*}
\bar{w}_{\alpha} w_{\beta}=\frac{1}{2 m} p_{a} \gamma_{\alpha \beta}^{a}+\frac{i}{2} \epsilon_{\alpha \beta}, \quad p_{a} p^{a}=m^{2} . \tag{6.15}
\end{equation*}
$$

As a result, the dependence on the product $\bar{w}_{\alpha} w_{\beta}$ can be identified as dependence on the on-shell momentum of the massive particle, and for integer $q \geq 1$ we can write the following solution of Eqs. (6.11) and (6.12)

$$
\begin{equation*}
\phi^{q}(\bar{w}, w)=\left.\bar{w}^{\alpha_{1}} \ldots \bar{w}^{\alpha_{q}} \phi_{\alpha_{1} \ldots \alpha_{q}}(p)\right|_{p^{2}=m^{2}}, \quad \xi^{q-1}(\bar{w}, w)=\left.\bar{w}^{\alpha_{1}} \ldots \bar{w}^{\alpha_{q-1}} \xi_{\alpha_{1} \ldots \alpha_{q-1}}(p)\right|_{p^{2}=m^{2}}, \quad q \geq 1 . \tag{6.16}
\end{equation*}
$$

To be in consonance with generic spin-statistic theorem ${ }^{16}$ for even $q$ the field $\phi^{q}(\bar{w}, w)$ should be bosonic and $\xi^{q-1}(\bar{w}, w)$ - fermionic, while other way around for odd $q$.

For $q \leq 0$ the similar solution is
$\phi^{q}(\bar{w}, w)=\left.w^{\alpha_{1}} \ldots w^{\alpha_{-q}} \phi_{\alpha_{1} \ldots \alpha_{-q}}(p)\right|_{p^{2}=m^{2}}, \quad \xi^{q-1}(\bar{w}, w)=\left.w^{\alpha_{1}} \ldots w^{\alpha_{-q-1}} \xi_{\alpha_{1} \ldots \alpha_{-q-1}}(p)\right|_{p^{2}=m^{2}}, \quad q \leq 0$.
Finally, for $q=1$ we have

$$
\begin{equation*}
\phi^{(1)}(\bar{w}, w)=\left.\bar{w}^{\alpha} \phi_{\alpha}(p)\right|_{p^{2}=m^{2}}, \quad \xi^{(0)}(\bar{w}, w)=\left.\xi(p)\right|_{p^{2}=m^{2}}, \tag{6.18}
\end{equation*}
$$

with fermionic $\phi_{\alpha}(p)$ and bosonic $\xi(p)$.
However, as it is not manifestly clear how/whether one can normalize the above analytic solutions, below we will describe the solution in terms of different type of functions.

### 6.1.2 Spacetime interpretation II

To pass to a more standard description in terms of central basis coordinates, let us first resume the above discussion by stating that the state vector superfield of single massive $3 \mathrm{D} \mathcal{N}=2$ superparticle (3D counterpart of D0-brane) has the form

$$
\begin{equation*}
\Xi_{0}=\Xi_{0}^{q}=e^{i m x^{(0)}}\left(\phi^{q}\left(\bar{w}_{\alpha}, w_{\alpha}\right)+i \theta^{\bar{w}} \xi^{q-1}\left(\bar{w}_{\alpha}, w_{\alpha}\right)-2 m \theta^{\bar{w}} \bar{\theta}^{w} \phi^{q}\left(\bar{w}_{\alpha}, w_{\alpha}\right)\right) . \tag{6.19}
\end{equation*}
$$

[^11]with $\phi^{q}\left(\bar{w}_{\alpha}, w_{\alpha}\right)$ and $\xi^{q-1}\left(\bar{w}_{\alpha}, w_{\alpha}\right)$ obeying (6.11) and (6.12).
Now, using (4.4), (4.7), (4.8) (or (5.25)-(5.27)) and acting by covariant derivative in central basis on this superfield, we obtain
\[

$$
\begin{equation*}
\left(\overline{\mathrm{D}}_{\alpha}+i m \theta_{\alpha}\right) \Xi_{0}^{q}=0, \tag{6.20}
\end{equation*}
$$

\]

which can be obtained from a (generalized) dimensional reduction of the chirality constraint in $\mathrm{D}=4^{17}$ (see [45]), as well as

$$
\begin{equation*}
\left(\partial_{a}-i m u_{a}^{(0)}\right) \Xi_{0}^{q}=0 \tag{6.21}
\end{equation*}
$$

which implies the Klein-Gordon equation

$$
\begin{equation*}
\left(\partial_{a} \partial^{a}+m^{2}\right) \Xi_{0}^{q}=0 . \tag{6.22}
\end{equation*}
$$

Let us consider the leading component of the superfield (6.19), $e^{i m x^{(0)}} \phi^{q}\left(\bar{w}_{\alpha}, w_{\alpha}\right)$. Roughly speaking (which is to say, following the line of (6.16)), for the case $q=0$ this can be written in the form

$$
\begin{equation*}
\left.\Xi_{0}^{(0)}\right|_{\theta=0}=e^{i m x^{(0)}} \phi^{(0)}\left(\bar{w}_{\alpha}, w_{\alpha}\right)=\left.e^{i p_{\alpha} x^{a}} \phi(p)\right|_{p^{2}=m^{2}}, \tag{6.23}
\end{equation*}
$$

where we have used (4.19)-(4.21). In this form it becomes evident that our state vector depends on both momentum and coordinates. To have a usual state vector field ("wavefunction") in the coordinate representation, we should integrate over on-shell momentum. In the standard textbook notation this reads

$$
\begin{equation*}
\phi(x)=\left.\int \frac{d^{2} \vec{p}}{(2 \pi)^{2} p^{0}}\left(e^{i p_{a} x^{a}} \phi(p)+e^{-i p_{a} x^{a}} \phi^{*}(p)\right)\right|_{p^{0}=\sqrt{\vec{p}^{2}+m^{2}}} . \tag{6.24}
\end{equation*}
$$

Our twistor-like representation describes only one of two terms in the integrand of the above equation as the sign of $p_{0}$ is fixed by (3.55). This latter relation also allows to find the expression for integrating measure in terms of moving frame and spinor moving frame variables. Indeed, it implies (see (2.28))

$$
\begin{equation*}
\mathrm{d} p_{a}=i m f \bar{u}_{a}-i m \bar{f} u_{a}, \tag{6.25}
\end{equation*}
$$

and, after the use of (2.26),

$$
\begin{equation*}
\frac{1}{2} \epsilon^{a b c} \mathrm{~d} p_{b} \wedge \mathrm{~d} p_{c}=-2 i u^{a(0)} \bar{f} \wedge f . \tag{6.26}
\end{equation*}
$$

Hence, the natural correspondence is

$$
\begin{equation*}
\mathrm{d}^{2} \vec{p} \leftrightarrow \bar{f} \wedge f \tag{6.27}
\end{equation*}
$$

and the standard coordinate representation of the state vector field with $q=0$ is

$$
\begin{equation*}
\phi(x)=\int \bar{f} \wedge f e^{i m x^{a} u_{a}^{(0)}} \phi^{(0)}(\bar{w}, w), \quad q=0 \tag{6.28}
\end{equation*}
$$

where (let us recall)

$$
\begin{equation*}
u_{a}^{(0)}=\bar{w} \gamma_{a} w, \quad f=w^{\alpha} \mathrm{d} w_{\alpha}=(\bar{f})^{*}, \quad \bar{w}^{\alpha} w_{\alpha}=i . \tag{6.29}
\end{equation*}
$$

All this line can be easily generalized for the case of nonvanishing $q$ giving

[^12]\[

$$
\begin{equation*}
\phi_{\alpha_{1} \ldots \alpha_{q}}(x)=\int \bar{f} \wedge f w_{\alpha_{1}} \ldots w_{\alpha_{q}} e^{i m x^{a} u_{a}^{(0)}} \phi^{q}(\bar{w}, w), \quad q>0 \tag{6.30}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\phi_{\alpha_{1} \ldots \alpha_{-q}}(x)=\int \bar{f} \wedge f \bar{w}_{\alpha_{1}} \ldots \bar{w}_{\alpha_{-q}} e^{i m x^{a} u_{a}^{(0)}} \phi^{q}(\bar{w}, w), \quad q<0 . \tag{6.31}
\end{equation*}
$$

Notice that generically in these equations we should not substitute (6.16)-(6.18) $\phi^{q}(\bar{w}, w)$ without taking care about class of functions we are using as far as the corresponding integrals can diverge. We will not work out the precise mathematical formulation of the problem (see [71] and [85, 86] for a more rigorous treatment of $\mathrm{D}=4$ case) but rather state that Eqs. (6.30) and (6.31) describe the solutions of the wave equation assuming that $\phi^{q}(\bar{w}, w)$ are such that the integrals converge.

Similarly, the standard superfield representation of the state vector can be obtained as

$$
\begin{align*}
& \Xi_{\alpha_{1} \ldots \alpha_{|q|}}(x, \theta, \bar{\theta})= \begin{cases}\int \bar{f} \wedge f w_{\alpha_{1}} \ldots w_{\alpha_{q}} e^{i m x^{a} u_{a}^{(0)}-2 m \theta \bar{w} \bar{\theta} w} \chi^{q}(\bar{w}, w, \theta \bar{w}), & q \geq 0, \\
\int \bar{f} \wedge f \bar{w}_{\alpha_{1}} \ldots \bar{w}_{\alpha_{-q}} e^{i m x^{a} u_{a}^{(0)}-2 m \theta \bar{w} \bar{\theta} \bar{w}} \chi^{q}(\bar{w}, w, \theta \bar{w}), & q<0,\end{cases}  \tag{6.32}\\
& \text { where } \quad \theta \bar{w}=\theta^{\alpha} \bar{w}_{\alpha}=(\bar{\theta} w)^{*}, \quad u_{a}^{(0)}=\bar{w} \gamma_{a} w . \tag{6.33}
\end{align*}
$$

These superfields obey Eqs. (6.20) and (6.22),

$$
\begin{align*}
& \left(\overline{\mathrm{D}}_{\alpha}+i m \theta_{\alpha}\right) \Xi_{\alpha_{1} \ldots \alpha_{|q|}}(x, \theta, \bar{\theta})=0  \tag{6.34}\\
& \quad\left(\partial_{a} \partial^{a}+m^{2}\right) \Xi_{\alpha_{1} \ldots \alpha_{|q|}}(x, \theta, \bar{\theta})=0 \tag{6.35}
\end{align*}
$$

Furthermore, one can easily check that for $q \neq 0$ superfield (6.32) obeys the following Dirac equation

$$
\begin{equation*}
\partial^{\alpha \alpha_{1}} \Xi_{\alpha_{1} \alpha_{2} \ldots \alpha_{|q|}}=-m \frac{q}{|q|} \Xi^{\alpha}{ }_{\alpha_{2} \ldots \alpha_{|q|}} . \tag{6.36}
\end{equation*}
$$

Thus the quantum state vector of $\mathrm{D}=3 \mathcal{N}=2$ superparticle can be identified with superfield in the standard $\mathrm{D}=3 \mathcal{N}=2$ superspace obeying Eqs. (6.34)-(6.36). This is equivalent to the description by a function of the coordinates of the analytical basis of Lorentz harmonic superspace (6.1) obeying (6.2)-(6.6).

Unfortunately in the generic case of $N>1$ the description of the first type is not available (or, probably better to say, not efficient). This is because the bosonic and fermionic matrix coordinates of the 3D mD0 configurational superspace are not inert under the $\mathrm{U}(1)$ symmetry. Thus we have to work with the description of the second type, in terms of superfield depending on the coordinates of the analytical basis of center of mass superspace (5.22) satisfying the set of equations (5.15)-(5.20).

### 6.2 Dependence on Grassmann center of mass coordinates for generic case $N>1$.

The set of fermionic equations for the state vector (5.17)-(5.19) can be solved in the generic case of $N>1$. To this end let us first notice that the commutators and anticommutators of the SYM currents simplifies essentially when applied to the state vector obeying Eq. (5.20),

$$
\begin{align*}
& \hat{\tilde{\nu}}^{2} \Xi=0, \quad \hat{\tilde{\tilde{\nu}}}^{2} \Xi=0, \quad\{\hat{\tilde{\nu}}, \hat{\tilde{\tilde{\nu}}}\} \Xi=\hat{\tilde{\mathcal{H}}} \Xi,  \tag{6.37}\\
& {[\hat{\tilde{\nu}}, \hat{\tilde{\mathcal{H}}}] \Xi=0, \quad[\hat{\tilde{\tilde{\nu}}}, \hat{\tilde{\mathcal{H}}}] \Xi=0,} \tag{6.38}
\end{align*}
$$

which, in particular, results in $e^{-2 \theta^{w} \hat{\tilde{\nu}}} \hat{\tilde{\nu}}=\hat{\tilde{\nu}} e^{-2 \theta^{w} \hat{\tilde{\nu}}}-2 \theta^{w} \hat{\tilde{\mathcal{H}}}$.
Then it is easy to check that Eqs. (5.17)-(5.19) are solved (formally) by

$$
\begin{align*}
\Xi= & e^{-2 \theta \theta^{w} \hat{\tilde{\tilde{\nu}}}} e^{-2 \bar{\theta}^{\bar{w}} \hat{\tilde{\nu}}} e^{+2 \theta^{w} \bar{\theta}^{\bar{w}} \hat{\mathcal{H}}} e^{-2 \theta^{\bar{w}} \overline{\theta^{w}}(m+\hat{\mathcal{H}})}\left(\mathfrak{B}+\theta^{\bar{w}} \tilde{\mathcal{F}}\right)= \\
= & {\left[1-2 \theta^{w} \hat{\tilde{\tilde{\nu}}}-2 \bar{\theta}^{\bar{w}} \hat{\tilde{\nu}}+2 \theta^{w} \bar{\theta}^{\bar{w}}(\hat{\tilde{\mathcal{H}}}-2 \hat{\tilde{\tilde{\nu}}} \hat{\tilde{\nu}})-2 \theta^{\bar{w}} \bar{\theta}^{w}(m+\hat{\tilde{\mathcal{H}}})+\right.} \\
& +4 \theta^{w} \theta^{\bar{w}} \bar{\theta}^{w} \hat{\tilde{\tilde{\nu}}}(m+\hat{\tilde{\mathcal{H}}})+4 \theta^{\bar{w}} \bar{\theta}^{w} \bar{\theta}^{\bar{w}} \hat{\tilde{\nu}}(m+\hat{\tilde{\mathcal{H}}})- \\
& \left.-4 \theta^{w} \bar{\theta}^{\bar{w}} \theta^{\bar{w}} \bar{\theta}^{w}(\hat{\tilde{\mathcal{H}}}-2 \hat{\tilde{\tilde{\nu}}} \hat{\tilde{\nu}})(m+\hat{\tilde{\mathcal{H}}})\right]\left(\mathfrak{B}+\theta^{\bar{w}} \tilde{\mathcal{F}}\right), \tag{6.39}
\end{align*}
$$

where

$$
\begin{equation*}
\mathfrak{B}=\mathfrak{B}\left(\mathrm{x}^{(0)}, \bar{w}, w ; \mathbb{Z}, \overline{\mathbb{Z}} ; \Psi\right), \quad \mathfrak{F}=\mathfrak{F}\left(\mathrm{x}^{(0)}, \bar{w}, w ; \mathbb{Z}, \overline{\mathbb{Z}} ; \Psi\right) \tag{6.40}
\end{equation*}
$$

are functions (superfields) of opposite statistics (one bosonic another fermionic) dependent of spinor moving frame variables and of matrix coordinates of our enlarged superspace. They should obey

$$
\begin{equation*}
\hat{\mathbb{G}}_{j}{ }^{i} \mathfrak{B}=0, \quad \hat{\mathbb{G}}_{j}{ }^{i} \mathfrak{F}=0 \tag{6.41}
\end{equation*}
$$

with $\widehat{\mathbb{G}}_{j}{ }^{i}$ from (5.20) (or, equivalently, (5.36)), which implies that they should be constructed from $\operatorname{SU}(N)$ invariant combinations of the matrix fields, and

$$
\begin{equation*}
\left(\mathbb{D}^{(0)}-2 i \hat{\mathcal{B}}-q\right) \mathfrak{B}=0, \quad\left(\mathbb{D}^{(0)}-2 i \hat{\mathcal{B}}-(q-1)\right) \mathfrak{F}=0, \tag{6.42}
\end{equation*}
$$

which fix the charge of the fields with respect to $U(1)$ group acting on spinor frame variables and matrix fields,

$$
\begin{equation*}
\mathfrak{B}=\mathfrak{B}^{(q)}\left(\mathrm{x}^{(0)}, \bar{w}, w ; \mathbb{Z}, \overline{\mathbb{Z}} ; \Psi\right), \quad \mathfrak{F}=\mathfrak{F}^{(q-1)}\left(\mathrm{x}^{(0)}, \bar{w}, w ; \mathbb{Z}, \overline{\mathbb{Z}} ; \Psi\right) . \tag{6.43}
\end{equation*}
$$

Furthermore, as a result of (5.15) these functions obey the Schrödinger equation with a shifted SYM Hamiltonian in which $\mathrm{x}^{(0)}$ coordinate playing the role of time,

$$
\begin{equation*}
\left(i \partial_{\mathbf{x}^{(0)}}+m+2 \hat{\tilde{\mathcal{H}}}\right) \mathfrak{B}^{(q)}=0, \quad\left(i \partial_{\mathbf{x}^{(0)}}+m+2 \hat{\tilde{\mathcal{H}}}\right) \mathfrak{F}^{(q-1)}=0 . \tag{6.44}
\end{equation*}
$$

To find (6.42) from (5.16) we have used the relations

$$
\begin{array}{r}
i \hat{\tilde{\tilde{U}}}^{(0)} e^{-2 \theta^{w} \hat{\tilde{\tilde{\nu}}}}=\left(\mathbb{D}^{(0)}-\bar{\theta}^{w} \partial_{\bar{\theta} w}+\theta^{\bar{w}} \partial_{\theta^{\bar{w}}}-4 \theta^{w} \bar{\theta}^{\bar{w}} \hat{\tilde{\mathcal{H}}}+2 \theta^{w} \hat{\tilde{\tilde{\nu}}}-2 \bar{\theta}^{\bar{w}} \hat{\tilde{\nu}}-2 i \hat{\tilde{\mathcal{B}}}-q\right) e^{-2 \theta^{w} \hat{\tilde{\tilde{\nu}}}}= \\
=e^{-2 \theta^{w} \hat{\tilde{\nu}}}\left(\mathbb{D}^{(0)}-\bar{\theta}^{w} \partial_{\bar{\theta} w}+\theta^{\bar{w}} \partial_{\theta^{\bar{w}}}+2 \bar{\theta}^{\bar{w}} \hat{\tilde{\nu}}-2 i \hat{\tilde{\mathcal{B}}}-q\right), \\
\left(\mathbb{D}^{(0)}-\bar{\theta}^{w} \partial_{\bar{\theta}^{w}}+\theta^{\bar{w}} \partial_{\theta^{\bar{w}}}-2 \bar{\theta}^{\bar{w}} \hat{\tilde{\nu}}-2 i \hat{\tilde{\mathcal{B}}}-q\right) e^{-2 \bar{\theta}^{\bar{w}} \hat{\tilde{\nu}}}=e^{-2 \bar{\theta}^{\bar{w}} \hat{\nu}}\left(\mathbb{D}^{(0)}-\bar{\theta}^{w} \partial_{\bar{\theta}^{w}}+\theta^{\bar{w}} \partial_{\theta^{\bar{w}}}-2 i \hat{\tilde{\mathcal{B}}}-q\right), \tag{6.46}
\end{array}
$$

which follows from the form of the commutators of the $\mathrm{U}(1)$ generators for matrix fields and SYM supercurrents

$$
\begin{equation*}
[\hat{\tilde{\nu}}, \mathcal{B}]=\frac{i}{2} \mu^{6} \hat{\tilde{\nu}}, \quad[\hat{\tilde{\tilde{\nu}}}, \mathcal{B}]=-\frac{i}{2} \mu^{6} \hat{\tilde{\tilde{\nu}}} . \tag{6.47}
\end{equation*}
$$

Of course, we can easily write the formal solution of (6.44)

$$
\begin{align*}
& \mathfrak{B}^{(q)}\left(\mathrm{x}^{(0)}, \bar{w}, w ; \mathbb{Z}, \overline{\mathbb{Z}} ; \boldsymbol{\Psi}\right)=e^{i \mathbf{x}^{(0)}(m+2 \hat{\mathcal{H}})} \check{\mathfrak{B}}^{(q)}(\bar{w}, w ; \mathbb{Z}, \overline{\mathbb{Z}} ; \boldsymbol{\Psi}), \\
& \mathfrak{F}^{(q-1)}\left(\mathrm{x}^{(0)}, \bar{w}, w ; \mathbb{Z}, \overline{\mathbb{Z}} ; \boldsymbol{\Psi}\right)=e^{i \mathbf{x}^{(0)}(m+2 \hat{\mathcal{H}})} \check{\mathfrak{F}}^{(q-1)}(\bar{w}, w ; \mathbb{Z}, \overline{\mathbb{Z}} ; \boldsymbol{\Psi}), \tag{6.48}
\end{align*}
$$

but its usefulness is restricted: an explicit solution of the Schrödinger equation would carry much more information on the system.

### 6.3 Solutions with BPS-type configurations of the SYM sector

Let us consider the generic case $N>1$ but impose on the state vector superfield the following set of conditions

$$
\begin{align*}
& \hat{\tilde{\nu}} \Xi=0  \tag{6.49}\\
& \hat{\tilde{\nu}} \Xi=0  \tag{6.50}\\
& \hat{\tilde{\mathcal{H}}} \Xi=0, \tag{6.51}
\end{align*}
$$

where $\hat{\tilde{\nu}}, \hat{\tilde{\nu}}, \hat{\tilde{\mathcal{H}}}$ are given in (5.10), (5.11) and (5.12). Then Eqs. (5.15)-(5.19) reduce to (6.2)-(6.6) but imposed on the state vector superfield depending on matrix coordinates, (5.22).

Furthermore, in this case the center of mass part of the equations of motion is separated from the relative motion equations the set of which is given now by (6.49)-(6.51) and (5.20).

Hence we can search for a solution in the form with factorized center of mass motion, i.e. in the form of sum of products

$$
\begin{equation*}
\Xi^{q}=\sum q^{\prime} \Xi_{0}^{q-q^{\prime}}\left(\mathrm{x}^{(0)}, \bar{w}, w ; \theta^{\bar{w}}, \bar{\theta}^{w}\right) \Xi^{q^{\prime}}\left(Z^{I}, \bar{Z}^{I}, \Psi^{I}\right) \tag{6.52}
\end{equation*}
$$

of functions of center of energy variables $\Xi_{0}^{q-q^{\prime}}$ obeying (6.2), (6.3)-(6.5) and

$$
\begin{equation*}
\left(\mathbb{D}^{(0)}-\bar{\theta}^{w} \partial_{\bar{\theta}^{w}}+\theta^{\bar{w}} \partial_{\theta^{\bar{w}}}-\left(q-q^{\prime}\right)\right) \Xi_{0}^{q-q^{\prime}}=0 \tag{6.53}
\end{equation*}
$$

and of functions of relative motion variables $\Xi^{q^{\prime}}\left(Z^{I}, \bar{Z}^{I}, \Psi^{I}\right)$ obeying (6.49)-(6.51), (5.20) and

$$
\begin{equation*}
\left(\hat{\tilde{\mathcal{B}}}-\frac{i}{2} q^{\prime}\right) \Xi^{q^{\prime}}\left(Z^{I}, \bar{Z}^{I}, \Psi^{I}\right)=0 \tag{6.54}
\end{equation*}
$$

with operators defined in (5.36)-(5.39).
The set of Eqs. (5.38)-(5.40) and (5.20) (with (5.36)) coincides with the equations for supersymmetric vacua of 1d reduction of 3D SYM model in the Schrödinger representation (see [65] for study of 3D YM in this representation). The related studies of the ground state of YM, SYM, and BFSS Matrix model were carried out in [59, 62, 63] and in refs. therein.

The solutions of the equations for $\Xi_{0}^{q-q^{\prime}}$ are the solution of the equations for single D0-brane and we have already discussed these in the previous (sub)section. Here we consider Eqs. (5.40), (5.38), (5.39) and (5.20) for the simplest case of $N=2$.

### 6.3.1 $N=2$ case: field theory of simplest nontrivial 3D counterpart of mD0 system

Let us search for a solution of mD 0 equations which obey the additional conditions (6.49) for the case of $N=2$, i.e. for the system of two D0-branes and strings ending on the same and on different D0-branes.

In this case the decomposition of $\underline{\Xi}^{q^{\prime}}\left(Z^{I}, \bar{Z}^{I}, \Psi^{I}\right)$ superfield on the fermionic coordinates $\Psi^{I}=\left(\Psi^{1}, \Psi^{2}, \Psi^{3}\right)$ reads

$$
\begin{equation*}
\Xi^{q^{\prime}}\left(Z^{I}, \bar{Z}^{I}, \Psi^{I}\right)=\mathfrak{f}^{\left(q^{\prime}\right)}(Z, \bar{Z})+\Psi^{I} \mathfrak{f}_{I}^{\left(q^{\prime}-1\right)}(Z, \bar{Z})+\frac{1}{2} \Psi^{I} \Psi^{J} \mathfrak{f}_{I J} q^{\left(q^{\prime}-2\right)}(Z, \bar{Z})+\Psi^{\wedge 3} \mathfrak{f}^{\left(q^{\prime}-3\right)}(Z, \bar{Z}) \tag{6.55}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi^{\wedge 3}:=\frac{1}{3!} \epsilon_{I J K} \Psi^{I} \Psi^{J} \Psi^{K}=\Psi^{1} \Psi^{2} \Psi^{3} \tag{6.56}
\end{equation*}
$$

is the basic monomial of maximal power constructed from three fermionic variables.
Let us substitute this decomposition in Eqs. (6.54), (6.51), (6.49), (6.50) and (5.20) with (5.36).
First of all, Eq. (6.54) clearly implies that the coefficient functions in the decomposition (6.54) are the eigenfunctions of the operator

$$
\begin{equation*}
-2 i \hat{\mathfrak{B}}_{0}=2\left(\bar{Z}^{I} \frac{\partial}{\partial \bar{Z}^{I}}-Z^{I} \frac{\partial}{\partial Z^{I}}\right), \tag{6.57}
\end{equation*}
$$

with eigenvalues (having the meaning of $\mathrm{U}(1)$ charges) written as superindices of these component fields.
Now, let us observe that the anticommutators of the operators in (6.49) and (6.50) are expressed in terms of the operators (6.51) and (5.20), so that it is sufficient to solve two former equations.

Substituting (6.55) into Eq. (6.49) (and re-denoting $q^{\prime}$ by $q$ ) we find that this superfield equation implies the following set of four equations for the component functions

$$
\begin{array}{r}
\epsilon_{I J K} Z^{J} \bar{Z}^{K} \mathfrak{f}_{I}^{(q-1)}=0, \\
\bar{\partial}_{I} \mathfrak{f}^{(q)}=4 \sqrt{2} \epsilon_{J K L} Z^{J} \bar{Z}^{K} \mathfrak{f}_{L I}^{(q-2)}, \\
\bar{\partial}_{\left[I f_{J]}\right.}^{(q-1)}=4 \sqrt{2} Z^{[I} \bar{Z}^{J]} \mathfrak{f}^{(q-3)}, \\
\bar{\partial}_{\left[I f_{J K]}\right.}{ }^{(q-2)}=0, \tag{6.61}
\end{array}
$$

where (and below)

$$
\begin{equation*}
\bar{\partial}_{I}:=\frac{\partial}{\partial \bar{Z}^{I}}, \quad \partial_{I}:=\frac{\partial}{\partial Z^{I}} . \tag{6.62}
\end{equation*}
$$

By Poincaré lema, Eq. (6.61) is solved by

$$
\begin{equation*}
\mathfrak{f}_{I J}^{(q-2)}=\bar{\partial}_{[I} \mathfrak{f}_{J]}{ }^{(q)} \tag{6.63}
\end{equation*}
$$

so that (6.59) acquires the form
$\bar{\partial}_{I} f^{(q)}=4 \sqrt{2} \epsilon_{J K L} Z^{J} \bar{Z}^{K} \bar{\partial}_{[L} \mathfrak{f}_{I]}{ }^{(q)} \quad \Leftrightarrow \quad \bar{\partial}_{I}\left(\mathfrak{f}^{(q)}+2 \sqrt{2} \epsilon_{J K L} Z^{J} \bar{Z}^{K} \mathfrak{f}_{L}{ }^{(q)}\right)=2 \sqrt{2} \epsilon_{J K L} Z^{J} \bar{Z}^{K} \bar{\partial}_{L} \mathfrak{f}_{I}{ }^{(q)}$.

Similarly one can find that Eq. (6.50) for superfield (6.55) with (6.63) implies the following three equations (since the superfield equation (6.50) has the highest component identically equal to zero)

$$
\begin{gather*}
\mu^{6} \partial_{I} f_{I}^{(q-1)}=0,  \tag{6.65}\\
\mu^{6} \partial_{J} \bar{\partial}_{[I} f_{J]}^{(q)}=-\frac{1}{2 \sqrt{2} \mu^{6}} \epsilon_{I J K} Z^{J} \bar{Z}^{K} f^{(q)},  \tag{6.66}\\
\mu^{6} \partial_{I} f^{(q-3)}=-\frac{1}{\sqrt{2} \mu^{6}} Z^{[I} \bar{Z}^{J} \mathfrak{f}_{J}^{(q-1)} . \tag{6.67}
\end{gather*}
$$

In appendix D we discuss the Born-Oppenheimer-like method to search for asymptotic form of the solution of these system of equations in the line of [59] (see also [62]).

## 7 Conclusion and outlook

In this paper we have begun the program of construction of relativistic invariant (super)field theory of multiple D0-brane ( mD 0 ) system by studying the quantization of its simplest 3D counterpart which we roughly call 3 D mD 0 . The dynamical variables of this system is split on the relative motion and center of mass sectors. The former is described by traceless $N \times N$ matrix fields of 3 -dimensional $\mathcal{N}=2$ supersymmetric $\mathrm{SU}(N)$ Yang-Mills model dimensionally reduced to $\mathrm{d}=1$ : bosonic $\mathbb{Z}(\tau)=(\overline{\mathbb{Z}}(\tau))^{\dagger}$ and fermionic $\mathbf{\Psi}(\tau)=$ $(\overline{\mathbf{\Psi}}(\tau))^{\dagger}$, as well as auxiliary momenta $\mathbb{P}(\tau)=(\overline{\mathbb{P}}(\tau))^{\dagger}$ and 1-form gauge field $\mathbb{A}=\mathrm{d} \tau \mathbb{A}_{\tau}(\tau)$. The center of mass sector contains bosonic and fermionic coordinate functions $x^{\mu}(\tau), \theta^{\alpha}(\tau), \bar{\theta}^{\alpha}(\tau)$, describing the embedding of the center of mass of the system in $\mathcal{N}=23 \mathrm{D}$ flat superspace, as well as spinor moving frame variables, bosonic spinors $w_{\alpha}$ and $\bar{w}_{\alpha}$ constrained by $\bar{w}^{\alpha} w_{\alpha}=i$ and parametrizing $\operatorname{SL}(2, \mathbb{R}) / \mathrm{U}(1)$ coset. Although these latter are auxiliary, they are essential to couple the center of mass sector to the relative motion one. In particular, the matrix fields of the latter are charged with respect to $U(1)$ symmetry which is a defining symmetry of the spinor moving frame sector. As a result, their time derivative in the action are completed to the covariant time derivatives containing, besides the $1 \mathrm{~d} \mathrm{SU}(N)$ gauge fields, also $\mathrm{U}(1)$ connection composed from spinor frame variables.

We have constructed Hamiltonian mechanics of this model, one of the subtleties of which is the presence of manifestly constrained spinor frame variables which we treat using the method of Cartan forms and introducing the so-called covariant momenta conjugate to this Cartan forms. We discussed in detail the Hamiltonian approach to complex matrix fermionic fields $\boldsymbol{\Psi}$ and $\overline{\boldsymbol{\Psi}}$ and the Dirac brackets which allows to treat $\overline{\boldsymbol{\Psi}}$ as momentum for $\boldsymbol{\Psi}$. The calculation of canonical momenta for center of mass variables (including covariant momenta for spinor frame variables) and for the $\mathrm{SU}(N)$ gauge field result in the primary constraints. The $\mathrm{SU}(N)$ gauge field does not carry physical degrees of freedom, but generate the non-Abelian counterpart of the Gauss law constraint which appears as the only secondary constraint in our system. The canonical Hamiltonian vanishes in the weak sense, i.e. when constraints are taken into account. This reflects the reparametrization invariance of our dynamical system.

We have separated constraints on the first class, generating gauge symmetries on Poisson brackets, and on the second class ones, the set of which can be split on canonically conjugate pairs. The Poisson brackets of these first and second class constraints represent a quite nontrivial algebra which makes the application of the procedure of the abelization of the second class constraints quite difficult and thus hampered the way to Hamiltonian BRST quantization by Batalin-Fradkin-Fradkina method [84]. As the Gupta-Bleuler method also failed in the sector of bosonic second class constraints (quite non-expectingly, at least for us, and also in $N=1$ case; see Appendix B), the original Dirac brackets method seemed to be the only way to quantization of our simplest 3D mD0 system.

We however, simplified the quantization by passing to the so-called analytical coordinate basis of the center of mass superspace, in which the bosonic second class constraints appeared to be resolved and thus the corresponding "unphysical" coordinates can be removed from the phase space without passing to the Dirac brackets. The fermionic second class constraints allowed to apply the Gupta-Bleuler or, better to say, generalized conversion method. In such a way we arrive at a system of effective first class constraints which, upon quantization, can be imposed on the state vector.

We used the (generalized) coordinate representation in which the momenta are represented by differential operators over the configuration (super)space coordinates. Some subtleties appears in the spinor moving frame sector, where one should deal with covariant momenta and a kind of covariant derivatives, as well as in the case of two Hermitian conjugate fermionic matrix fields, where we have used the so-called holonomic representation in which $\hat{\bar{\Psi}}$ operator becomes derivative with respect to $\boldsymbol{\Psi}$. Imposing the quantum constraints thus represented on the state vector $\Xi$ we obtained equations of the field theory of simplest 3D counterpart of mD 0 brane system. This field theory is defined on the superspace with additional matrix coordinates
given by traceless $N \times N$ matrices $\mathbb{Z}=(\overline{\mathbb{Z}})^{\dagger}$ and fermionic $\boldsymbol{\Psi}$ and $\overline{\boldsymbol{\Psi}}$. The superspace also contains the center of mass sector which can be identified with Lorentz harmonic $\mathrm{D}=3 \mathcal{N}=2$ superspace. That is parametrized by spinor moving frame variables and by the coordinate of usual $\mathrm{D}=3 \mathcal{N}=2$ superspace $x^{a}$, $\theta^{\alpha}, \bar{\theta}^{\alpha}$, but taken in the so-called analytical basis, e.g. $\mathrm{x}^{(0)}=x^{a} \bar{w} \gamma_{a} w, \bar{\theta}^{w}=\bar{\theta}^{\alpha} w_{\alpha}$, etc.

Even in the case of $N=1$ corresponding to the simplest 3D counterpart of single D0-brane field theory, such a field theory looks unusual. We discussed this case in detail and show how the equations for the state vector superfield looks like in the central basis of the Lorentz harmonic superspace, in which $\Xi=\Xi\left(x^{a}, \theta, \bar{\theta} ; \bar{w}, w\right)$, as well as how one can pass to the standard 3d field theory equations in spacetime and to their solutions.

For the generic $N>1$ case we have presented the formal solution of the system of the equations specifying dependence of the state vector on fermionic coordinates of the center of mass sector. We have also discussed the solutions with BPS-like configuration of the relative motion sector in which this sector is decoupled from the center of mass one. Such type equations describe also the ground state of the BFSS matrix model [56] at finite $N$ which was the subject of study in [57-63].

For the simplest $N=2$ case with $\mathrm{SU}(2)$ gauge invariance we have obtained the set of field theory equations which describes the ground state for the $\mathrm{D}=3 \mathcal{N}=2 \mathrm{SU}(2)$ SYM theory in Schrödinger-type representation ${ }^{18}$. We have also discussed, following the method of [59], the asymptotic form of the solution of these equations.

One of the natural direction for further study is to search for the solution of our system of (super)field equations with coupled center of mass and relative motion sectors.

The other interesting problem is the construction of Hamiltonian mechanics and quantization of the most general 3D counterpart of the mD 0 system the action of which (2.41) includes an arbitrary positive definite function $\mathcal{M}(\mathcal{H})$ of the SYM Hamiltonian $\mathcal{H}$. The presence of such a function makes the straightforward elaboration of the Hamiltonian formalism quite technically involving. Probably a shortcut passes through first quantizing the 4 D counterpart of multiple M-wave (mM0) system of [38], which was constructed in [45]. Indeed, as the dimensional reduction of this system to $\mathrm{D}=3$ was shown to produce generic 3 D counterpart of the mD 0 system described by the Lagrangian (2.41), it is natural to expect that the dimensional reduction of the field theory of this $4 \mathrm{D} \mathrm{mM0}$ would give the field theory for such a generic 3D mD0 model.

Of course, all these studies, as well as the results of the present paper, will be preparatory steps toward the quantization of the 10D mD0 model proposed in [47]. Such a quantization will result in a field theory in 10D superspace extended by 9 bosonic and 16 fermionic matrix coordinates the study of which might give new insights in the structure of String/M-theory.
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[^13]
## A Useful Poisson bracket relations

Let us begin by presenting the Poisson brackets of the Gauss law constraint $\mathbb{G}$ (3.34) with the matrix variables. It is convenient to encode these in the brackets of the trace of the product of $\mathbb{G}$ with some "reference" traceless matrix $\mathbb{Y}$, i.e. of $\operatorname{tr}(\mathbb{Y} \mathbb{G})=\mathbb{Y}_{i}^{j} \mathbb{G}_{j}^{i}$. In such a way we arrive at simple and transparent expressions

$$
\begin{array}{ll}
{[\operatorname{tr}(\mathbb{Y} \mathbb{G}), \mathbb{Z}]_{\mathrm{PB}}=[\mathbb{Z}, \mathbb{Y}],} & {[\operatorname{tr}(\mathbb{Y} \mathbb{G}), \overline{\mathbb{Z}}]_{\mathrm{PB}}=[\overline{\mathbb{Z}}, \mathbb{Y}],} \\
{[\operatorname{tr}(\mathbb{Y} \mathbb{G}), \mathbb{P}]_{\mathrm{PB}}=[\mathbb{P}, \mathbb{Y}],} & {[\operatorname{tr}(\mathbb{Y} \mathbb{G}), \overline{\mathbb{P}}]_{\mathrm{PB}}=[\overline{\mathbb{P}}, \mathbb{Y}],} \\
{[\operatorname{tr}(\mathbb{Y} \mathbb{G}), \boldsymbol{\Psi}]_{\mathrm{PB}}=[\boldsymbol{\Psi}, \mathbb{Y}],} & {[\operatorname{tr}(\mathbb{Y} \mathbb{G}), \overline{\mathbf{\Psi}}]_{\mathrm{PB}}=[\overline{\mathbf{\Psi}}, \mathbb{Y}]} \tag{A.3}
\end{array}
$$

which clearly represent the infinitesimal $\mathrm{SU}(N)$ transformations.
These relations allow, in particular, to obtain the $\mathfrak{s u}(N)$ algebra (3.39) generated by the Gauss constraints

$$
\begin{equation*}
\left[\operatorname{tr}(\mathbb{Y} \mathbb{G}), \operatorname{tr}\left(\mathbb{Y}^{\prime} \mathbb{G}\right)\right]_{\mathrm{PB}}=\operatorname{tr}\left(\left[\mathbb{Y}, \mathbb{Y}^{\prime}\right] \mathbb{G}\right) . \tag{A.4}
\end{equation*}
$$

It is also easy to check that the Poisson brackets of the Gauss law with different currents that appear in our constraints,

$$
\begin{equation*}
\nu:=\operatorname{tr}(\boldsymbol{\Psi} \mathbb{P}+\bar{\Psi}[\mathbb{Z}, \overline{\mathbb{Z}}]), \quad \bar{\nu}:=\operatorname{tr}(\overline{\mathbf{\Psi}} \overline{\mathbb{P}}+\Psi[\mathbb{Z}, \overline{\mathbb{Z}}]), \quad \mathcal{B}:=\operatorname{tr}\left(\overline{\bar{P} \mathbb{Z}}-\mathbb{P} \overline{\mathbb{Z}}+\frac{i}{8} \Psi \bar{\Psi}\right) \tag{A.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{H}=\operatorname{tr}\left(\mathbb{P P} \overline{\mathbb{P}}+[\mathbb{Z}, \overline{\mathbb{Z}}]^{2}-\frac{i}{2} \mathbb{Z} \Psi \Psi+\frac{i}{2} \overline{\mathbb{Z}} \bar{\Psi} \bar{\Psi}\right), \tag{A.6}
\end{equation*}
$$

vanish,

$$
\begin{equation*}
[\operatorname{tr}(\mathbb{Y} \mathbb{G}), \nu]_{\mathrm{PB}}=0, \quad[\operatorname{tr}(\mathbb{Y} \mathbb{G}), \bar{\nu}]_{\mathrm{PB}}=0, \quad[\operatorname{tr}(\mathbb{Y} \mathbb{G}), \mathcal{B}]_{\mathrm{PB}}=0, \quad[\operatorname{tr}(\mathbb{Y} \mathbb{G}), \mathcal{H}]_{\mathrm{PB}}=0, \tag{A.7}
\end{equation*}
$$

which is just the reflection of $\mathrm{SU}(N)$ invariance of these objects.
The Poisson brackets of the fermionic and bosonic currents (A.5) among themselves and with the relative motion Hamiltonian (A.6) are

$$
\begin{gather*}
\{\nu, \nu\}_{\mathrm{PB}}=-8 i\left(\mu^{6}\right)^{2} \operatorname{tr}(\mathbb{Z} \mathbb{G}), \quad\{\bar{\nu}, \bar{\nu}\}_{\mathrm{PB}}=8 i\left(\mu^{6}\right)^{2} \operatorname{tr}(\overline{\mathbb{Z}} \mathbb{G}), \quad\{\nu, \bar{\nu}\}_{\mathrm{PB}}=-4 i \mu^{6} \mathcal{H}, \\
{[\nu, \mathcal{B}]_{\mathrm{PB}}=\frac{1}{2} \mu^{6} \nu, \quad[\bar{\nu}, \mathcal{B}]_{\mathrm{PB}}=-\frac{1}{2} \mu^{6} \bar{\nu},} \tag{A.8}
\end{gather*}
$$

and

$$
\begin{equation*}
[\nu, \mathcal{H}]_{\mathrm{PB}}=\left(\mu^{6}\right)^{2} \operatorname{tr}(\overline{\mathbf{\Psi}} \mathbb{G}), \quad[\bar{\nu}, \mathcal{H}]_{\mathrm{PB}}=-\left(\mu^{6}\right)^{2} \operatorname{tr}(\boldsymbol{\Psi} \mathbb{G}), \quad[\mathcal{B}, \mathcal{H}]_{\mathrm{PB}}=0 . \tag{A.9}
\end{equation*}
$$

In terms of renormalized currents and matrix fields (4.10), (4.25) and (4.47) the above relation simplify to

$$
\begin{array}{ccc}
\{\tilde{\nu}, \tilde{\nu}\}_{\mathrm{PB}}=-2 i \operatorname{tr}(\mathbb{Z} \tilde{\mathbb{G}}), & \{\tilde{\tilde{\nu}}, \overline{\tilde{\nu}}\}_{\mathrm{PB}}=2 i \operatorname{tr}(\overline{\mathbb{Z}} \tilde{\mathbb{G}}), & \{\tilde{\nu}, \overline{\tilde{\nu}}\}_{\mathrm{PB}}=-i \tilde{\mathcal{H}}, \\
{[\tilde{\nu}, \tilde{\mathcal{B}}]_{\mathrm{PB}}=\frac{1}{2} \tilde{\nu},} & {[\tilde{\tilde{\nu}}, \tilde{\mathcal{B}}]_{\mathrm{PB}}=-\frac{1}{2} \tilde{\tilde{\nu}},} & {[\tilde{\mathcal{B}}, \tilde{\mathcal{B}}]_{\mathrm{PB}} \equiv 0,}  \tag{A.10}\\
{[\tilde{\nu}, \tilde{\mathcal{H}}]_{\mathrm{PB}}=\frac{1}{2} \operatorname{tr}(\tilde{\overline{\mathbf{\Psi}}} \tilde{\mathbb{G}}),} & {[\tilde{\nu}, \tilde{\mathcal{H}}]_{\mathrm{PB}}=-\frac{1}{2} \operatorname{tr}(\tilde{\mathbf{\Psi}} \tilde{\mathbb{G}}),} & {[\tilde{\mathcal{B}}, \tilde{\mathcal{H}}]_{\mathrm{PB}}=0 .}
\end{array}
$$

The above relations were obtained by using the brackets of currents with matrix fields which are

$$
\begin{array}{lll}
{[\nu, \mathbb{Z}]_{\mathrm{PB}}=0,} & {[\nu, \mathbb{P}]_{\mathrm{PB}}=0,} & \{\nu, \boldsymbol{\Psi}\}_{\mathrm{PB}}=-4 i \mu^{6}[\mathbb{Z}, \overline{\mathbb{Z}}], \\
{[\nu, \overline{\mathbb{Z}}]_{\mathrm{PB}}=-\mu^{6} \boldsymbol{\Psi},} & {[\nu, \overline{\mathbb{P}}]_{\mathrm{PB}}=0,} & \{\nu, \overline{\mathbf{\Psi}}\}_{\mathrm{PB}}=-4 i \mu^{6} \mathbb{P}, \\
{[\bar{\nu}, \mathbb{Z}]_{\mathrm{PB}}=-\mu^{6} \overline{\boldsymbol{\Psi}},} & {[\bar{\nu}, \mathbb{P}]_{\mathrm{PB}}=0,} & \{\bar{\nu}, \boldsymbol{\Psi}\}_{\mathrm{PB}}=-4 i \mu^{6} \overline{\mathbb{P}}, \\
{[\bar{\nu}, \overline{\mathbb{Z}}]_{\mathrm{PB}}=0,} & {[\bar{\nu}, \overline{\mathbb{P}}]_{\mathrm{PB}}=0,} & \{\bar{\nu}, \overline{\mathbf{\Psi}}\}_{\mathrm{PB}}=-4 i \mu^{6}[\mathbb{Z}, \overline{\mathbb{Z}}],  \tag{A.11}\\
{[\mathcal{B}, \mathbb{Z}]_{\mathrm{PB}}=-\mu^{6} \mathbb{Z},} & {[\mathcal{B}, \mathbb{P}]_{\mathrm{PB}}=-\mu^{6} \mathbb{P},} & {[\mathcal{B}, \boldsymbol{\Psi}]_{\mathrm{PB}}=\frac{1}{2} \mu^{6} \boldsymbol{\Psi},} \\
{[\mathcal{B}, \overline{\mathbb{Z}}]_{\mathrm{PB}}=\mu^{6} \overline{\mathbb{Z}},} & {[\mathcal{B}, \overline{\mathbb{P}}]_{\mathrm{PB}}=\mu^{6} \overline{\mathbb{P}},} & {[\mathcal{B}, \overline{\mathbf{\Psi}}]_{\mathrm{PB}}=-\frac{1}{2} \mu^{6} \overline{\boldsymbol{\Psi}} .}
\end{array}
$$

## B Problems with Gupta-Bleuler quantization scheme for massive particle in moving frame formulation

Let us consider the system of the first class constraints (3.55), (3.58) and second class constraints (3.59), (3.60) and set to zero all the fermionic and matrix fields. Then such a system of constraints describes, in the frame of Hamiltonian approach, just a massive bosonic particle in its spinor moving frame formulation.

In this appendix we show that, surprisingly, the quantization of such a simple system by the GuptaBleuler method in its canonical form fails ${ }^{19}$.

Imposing the quantum version of the first class constraints (3.55), (3.58) and two of second class constraints (3.59), (3.60) which commute and are not related by Hermitian conjugation among themselves, and choosing coordinate representation for the state vector, $\Xi_{0}=\Xi_{0}\left(x^{a}, \bar{w}, w\right)$, we can arrive at the following system of differential equations

$$
\begin{align*}
\left(i u^{(0) a} \partial_{a}+m\right) \Xi_{0} & =0,  \tag{B.1}\\
\left(\mathbb{D}^{(0)}-q\right) \Xi_{0} & =0,  \tag{B.2}\\
\overline{\mathbb{D}} \Xi_{0} & =0,  \tag{B.3}\\
\bar{u}^{a} \partial_{a} \Xi_{0} & =0 . \tag{B.4}
\end{align*}
$$

The $x^{a}$-dependence of the state vector is fixed by Eqs. (B.1) and (B.4) to be

$$
\begin{equation*}
\Xi_{0}=e^{i m x^{a} u_{a}^{(0)}} \chi_{0}\left(x^{a} \bar{u}_{a}, \bar{w}_{\alpha}, w_{\alpha}\right) \tag{B.5}
\end{equation*}
$$

Using this we find from (B.3) that $\chi_{0}\left(x^{a} \bar{u}_{a}, \bar{w}_{\alpha}, w_{\alpha}\right)$ obeys

[^14]\[

$$
\begin{equation*}
\overline{\mathbb{D}} \chi_{0}\left(x^{a} \bar{u}_{a}, \bar{w}_{\alpha}, w_{\alpha}\right):=\bar{w}_{\alpha} \frac{\partial}{\partial w_{\alpha}} \chi_{0}\left(x^{a} \bar{u}_{a}, \bar{w}_{\alpha}, w_{\alpha}\right)=-i m x^{a} \bar{u}_{a} \chi_{0}\left(x^{a} \bar{u}_{a}, \bar{w}_{\alpha}, w_{\alpha}\right) . \tag{B.6}
\end{equation*}
$$

\]

The second form of the l.h.s. of this equation makes manifest that its nontrivial solution, if existed, would be $\chi_{0}=e^{-i m x^{a} u_{a}^{(0)}} \tilde{\chi}_{0}\left(x^{a} \bar{u}_{a}, \bar{w}_{\alpha}, w_{\alpha}\right)$, but this form contradicts to the fact that in (B.5) $\chi_{0}=\chi_{0}\left(x^{a} \bar{u}_{a}, \bar{w}_{\alpha}, w_{\alpha}\right)$ is independent on $x^{a} u_{a}^{(0)}$.

This example (actually the only presently known to the authors) indicates that the selfconsistency of the Gupta-Bleuler quantization method is not guaranteed and thus its should be used with precaution.

Curiously, if we modify the above procedure by imposing besides (B.1) and (B.2) the complex (Hermitian) conjugate but not canonically conjugate pair of second class constraints (3.59), which commute among themselves, we arrive at the system

$$
\begin{array}{r}
\left(i u^{(0) a} \partial_{a}+m\right) \Xi_{0}=0, \\
\left(\mathbb{D}^{(0)}-q\right) \Xi_{0}=0, \\
u^{a} \partial_{a} \Xi_{0}=0, \\
\bar{u}^{a} \partial_{a} \Xi_{0}=0 \tag{B.10}
\end{array}
$$

which does have a nontrivial solution which is equivalent to the solution of the massive Klein-Gordon equation.

Such a modification clearly does not feet in the standard Gupta-Bleuler prescription. However, as we show in the main text and also in Appendix C, its result is equivalent to the quantization with the method of Dirac brackets, which is further simplified and reduced to the explicit resolution of the constraints in the analytical basis. Such Dirac brackets/anaytical basis quantization gives a consistent field theory with nontrivial solution which, in the simplest case considered in this Appendix, coincides with the result of quantization in the standard formulation of the massive particle.

## C Hamiltonian formalism of the 3D single D0-brane in the so-called analytical basis

The Lagrangian of 3D counterpart of single D0-brane in spinor moving frame formulation reads (cf. (2.6))

$$
\begin{equation*}
\mathcal{L}_{\mathrm{D} 0}=\mathrm{d} \tau L_{\mathrm{D} 0}=m \mathrm{E}^{(0)}+m\left(\mathrm{~d} \theta^{\alpha} \bar{\theta}_{\alpha}-\mathrm{d} \bar{\theta}^{\alpha} \theta_{\alpha}\right) \tag{C.1}
\end{equation*}
$$

where $\mathrm{E}^{(0)}$ is defined in (2.35) with (2.8). The dynamical variables in this Lagrangian 1-form are coordinate functions which define parametrically the embedding of worldline in flat superspace

$$
\begin{equation*}
\mathcal{W}^{1} \subset \Sigma^{(3 \mid 4)}: \quad x^{a}=x^{a}(\tau), \quad \theta^{\alpha}=\theta^{\alpha}(\tau), \quad \bar{\theta}^{\alpha}=\bar{\theta}^{\alpha}(\tau) \tag{C.2}
\end{equation*}
$$

and spinor frame variables (2.15), $w_{\alpha}(\tau)$ and its c.c. $\bar{w}_{\alpha}(\tau)$ obeying (2.16).
In terminology of [71], originating in the seminal papers on Harmonic superspaces [72-75], these latter variables can be called Lorentz harmonics thus reflecting the fact that they parametrize the double covering of 3 D Lorentz group $\mathrm{SL}(2, \mathbb{R})$ and, if the requirement of the invariance under $\mathrm{U}(1)$ gauge transformations acting on $w$ and $\bar{w}$ is imposed, as homogeneous coordinates of the coset $\operatorname{SL}(2, \mathbb{R}) / \mathrm{U}(1)$. Furthermore,
the configuration space of our dynamical system, this is to say the target space of the spinor moving frame formulation of the 3D D0-brane, can be called, following the above terminology, Lorentz harmonic superspace, $\Sigma^{(3+3 \mid 4)}$. This is the superspace with coordinates

$$
\begin{equation*}
\Sigma^{(3+3 \mid 4)}=\left\{\left(x^{a}, \theta^{\alpha}, \bar{\theta}^{\alpha} ; w_{\alpha}, \bar{w}_{\alpha}\right)\right\}=:\left\{\left(Z^{M}, w_{\alpha}, \bar{w}_{\alpha}\right)\right\}, \quad \bar{w}^{\alpha} w_{\alpha}=i \tag{C.3}
\end{equation*}
$$

and in the spinor moving frame approach we are considering D0-brane as a particle moving in this extended and enlarged $\mathrm{D}=3$ superspace. Here "extended" refers on $\mathcal{N}=2$ supersymmetry and "enlarged" reflects the presence of additional bosonic spinor (spinor moving frame or Lorentz harmonic) coordinates.

This perspective is convenient, in particular, because it suggests the possibility to choose an alternative coordinate basis of the Lorentz harmonic superspace, the analytical coordinate basis

$$
\begin{equation*}
\Sigma^{(3+3 \mid 4)}=\left\{\left(\mathrm{x}^{(0)}, \mathrm{x}_{A}, \overline{\mathrm{x}}_{A}, \theta^{w}, \theta^{\bar{w}}, \bar{\theta}^{w}, \bar{\theta}^{\bar{w}} ; w_{\alpha}, \bar{w}_{\alpha}\right)\right\}=:\left\{\left(\mathrm{Z}_{A n}^{(M)}, w_{\alpha}, \bar{w}_{\alpha}\right)\right\}, \quad \bar{w}^{\alpha} w_{\alpha}=i \tag{C.4}
\end{equation*}
$$

defined by (see [71, 74, 75])

$$
\begin{array}{cl}
\mathrm{x}^{(0)}:=x^{a} u_{a}^{(0)}, & \begin{array}{|c}
\mathrm{x}_{A}:=\mathrm{x}-2 i \theta^{w} \bar{\theta}^{w} \\
\overline{\mathrm{x}}_{A}:=\overline{\mathrm{x}}+2 i \theta^{\bar{w}} \bar{\theta}^{\bar{w}} \\
\\
\theta^{w}:=\theta^{a} u_{a}-2 i \theta^{w} \bar{\theta}^{w}, x_{\alpha} \bar{u}_{a}+2 i \theta^{\bar{w}} \bar{\theta}^{\bar{w}} \\
\bar{\theta}^{w}:=\bar{\theta}^{\alpha} w_{\alpha},
\end{array} \\
\theta^{\bar{w}}:=\theta^{\alpha} \bar{w}_{\alpha} \\
& \bar{\theta}^{\bar{w}}:=\bar{\theta}^{\alpha} \bar{w}_{\alpha} \tag{C.7}
\end{array}
$$

The definition of $\mathrm{x}_{A}=\left(\overline{\mathrm{x}}_{A}\right)^{*}$ is designed in such a way that in the analytical basis the Lagrangian form (C.1) simplifies to

$$
\begin{align*}
\mathcal{L}_{\mathrm{D} 0} & =m \mathrm{dx}{ }^{(0)}-i m f \overline{\mathrm{x}}_{A}+i m \bar{f} \mathrm{x}_{A}-4 m a \theta^{\bar{w}} \bar{\theta}^{w}-2 i m\left(\mathrm{~d} \theta^{\bar{w}} \bar{\theta}^{w}+\mathrm{d} \bar{\theta}^{w} \theta^{\bar{w}}\right)=  \tag{C.8}\\
& =m \mathrm{dx}{ }^{(0)}-2 i m\left(\mathrm{~d} \theta^{\bar{w}}-i a \theta^{\bar{w}}\right) \bar{\theta}^{w}-2 i m\left(\mathrm{~d} \bar{\theta}^{w}+i a \bar{\theta}^{w}\right) \theta^{\bar{w}}-i m f \overline{\mathrm{x}}_{A}+i m \bar{f} \mathrm{x}_{A} \tag{C.9}
\end{align*}
$$

In the main text we will need also separate expressions for the kinetic and WZ terms of single 3D D0 action,

$$
\begin{align*}
& \mathrm{E}^{0}=\mathrm{dx}{ }^{(0)}-i\left(\mathrm{~d} \theta^{w}+i a \theta^{w}\right) \bar{\theta}^{\bar{w}}-i\left(\mathrm{~d} \theta^{\bar{w}}-i a \theta^{\bar{w}}\right) \bar{\theta}^{w}-i\left(\mathrm{~d} \bar{\theta}^{w}+i a \bar{\theta}^{w}\right) \theta^{\bar{w}}-i\left(\mathrm{~d} \bar{\theta}^{\bar{w}}-i a \bar{\theta}^{\bar{w}}\right) \theta^{w}+i f \overline{\mathrm{x}}-i \bar{f} \mathrm{x}  \tag{C.10}\\
& \qquad \begin{array}{r}
\mathrm{d} \theta^{\alpha} \bar{\theta}_{\alpha}-\mathrm{d} \bar{\theta}^{\alpha} \theta_{\alpha}=2 f \theta^{\bar{w}} \bar{\theta}^{\bar{w}}+2 \bar{f} \theta^{w} \bar{\theta}^{w}+i\left(\mathrm{~d} \theta^{w}+i a \theta^{w}\right) \bar{\theta}^{\bar{w}}-i\left(\mathrm{~d} \theta^{\bar{w}}-i a \theta^{\bar{w}}\right) \bar{\theta}^{w}- \\
\\
-i\left(\mathrm{~d} \bar{\theta}^{w}+i a \bar{\theta}^{w}\right) \theta^{\bar{w}}+i\left(\mathrm{~d} \bar{\theta}^{\bar{w}}-i a \bar{\theta}^{\bar{w}}\right) \theta^{w}
\end{array}
\end{align*}
$$

The canonical Hamiltonian $H_{0}$ in terms of the coordinates of the analytical basis is defined by

$$
\begin{equation*}
\mathrm{d} \tau H_{0}=\mathrm{dx}{ }^{(0)} p^{(0)}+\mathrm{dx}_{A} \bar{p}+\mathrm{d} \overline{\mathrm{x}}_{A} p+\mathrm{d} \theta^{w} \Pi_{w}^{\theta}+\mathrm{d} \theta^{\bar{w}} \Pi_{\bar{w}}^{\theta}+\mathrm{d} \bar{\theta}^{w} \bar{\Pi}_{w}^{\bar{\theta}}+\mathrm{d} \bar{\theta}^{\bar{w}} \bar{\Pi}_{\bar{w}}^{\bar{\theta}}+i a \tilde{\mathfrak{d}}^{(0)}+i f \overline{\tilde{\mathfrak{d}}}-i \bar{f} \tilde{\mathfrak{d}}-\mathcal{L}_{\mathrm{D} 0} \tag{C.12}
\end{equation*}
$$

where the momenta conjugate to the coordinate functions, i.e. having the nonvanishing Poisson brackets

$$
\begin{equation*}
\left[p^{(0)}, \mathrm{x}^{(0)}\right]_{\mathrm{PB}}=-1, \quad\left[p, \overline{\mathrm{x}}_{A}\right]_{\mathrm{PB}}=-1, \quad\left[\bar{p}, \mathrm{x}_{A}\right]_{\mathrm{PB}}=-1 \tag{C.13}
\end{equation*}
$$

are defined by (4.13),

$$
\begin{equation*}
p^{(0)}:=u^{a(0)} p_{a}, \quad p:=-\frac{1}{2} u^{a} p_{a}, \quad \bar{p}:=-\frac{1}{2} \bar{u}^{a} p_{a} \tag{C.14}
\end{equation*}
$$

Similarly, the momenta conjugate to the fermionic coordinate functions of the analytical basis, i.e. obeying

$$
\begin{equation*}
\left\{\Pi_{w}^{\theta}, \theta^{w}\right\}_{\mathrm{PB}}=-1, \quad\left\{\Pi_{\bar{w}}^{\theta}, \theta^{\bar{w}}\right\}_{\mathrm{PB}}=-1, \quad\left\{\bar{\Pi}_{w}^{\bar{\theta}}, \bar{\theta}^{w}\right\}_{\mathrm{PB}}=-1, \quad\left\{\bar{\Pi}_{\bar{w}}^{\bar{\theta}}, \bar{\theta}^{\bar{w}}\right\}_{\mathrm{PB}}=-1 \tag{C.15}
\end{equation*}
$$

are related to the ones of the central basis by (4.16)

$$
\begin{array}{ll}
\Pi_{w}^{\theta}:=-i \bar{w}^{\alpha} \Pi_{\alpha}+2 i \bar{\theta}^{w} \bar{p}, & \Pi_{\bar{w}}^{\theta}:=i w^{\alpha} \Pi_{\alpha}-2 i \bar{\theta}^{\bar{w}} p \\
\bar{\Pi}_{w}^{\bar{\theta}}:=-i \bar{w}^{\alpha} \bar{\Pi}_{\alpha}-2 i \theta^{w} \bar{p}, & \bar{\Pi}_{\bar{w}}^{\bar{\theta}}:=i w^{\alpha} \bar{\Pi}_{\alpha}+2 i \theta^{\bar{w}} p \tag{C.16}
\end{array}
$$

The covariant momenta of the analytical basis are related to these of the central basis by

$$
\begin{align*}
& \mathfrak{d}:=\tilde{\mathfrak{d}}+\left(\mathrm{x}_{A}+2 i \theta^{w} \bar{\theta}^{\bar{w}}\right) p^{(0)}+2\left(\mathrm{x}^{(0)}+i \theta^{w} \bar{\theta}^{\bar{w}}+i \theta^{\bar{w}} \bar{\theta}^{w}\right) p+\theta^{w} \Pi_{\bar{w}}^{\theta}+\bar{\theta}^{w} \bar{\Pi}_{\bar{w}}^{\bar{\theta}}, \\
& \overline{\mathfrak{d}}:=\overline{\tilde{\mathfrak{d}}}+\left(\overline{\mathrm{x}}_{A}-2 i \theta^{\bar{w}} \bar{\theta}^{\bar{w}}\right) p^{(0)}+2\left(\mathrm{x}^{(0)}-i \theta^{w} \bar{\theta}^{\bar{w}}-i \theta^{\bar{w}} \bar{\theta}^{w}\right) \bar{p}+\theta^{\bar{w}} \Pi_{w}^{\theta}+\bar{\theta}^{\bar{w}} \bar{\Pi}_{w}^{\bar{\theta}},  \tag{C.17}\\
& \mathfrak{d}^{(0)}:=\tilde{\mathfrak{d}}^{(0)}-2 \mathrm{x}_{A} \bar{p}+2 \overline{\mathrm{x}}_{A} p+\theta^{\bar{w}} \Pi_{\bar{w}}^{\theta}+\bar{\theta}^{\bar{w}} \bar{\Pi}_{\bar{w}}^{\bar{w}}-\theta^{w} \Pi_{w}^{\theta}-\bar{\theta}^{w} \bar{\Pi}_{w}^{\bar{\theta}} .
\end{align*}
$$

This implies that

$$
\begin{equation*}
\left[\tilde{\mathfrak{d}}^{(0)}, \mathrm{Z}_{A n}^{(M)}\right]_{\mathrm{PB}}=0, \quad\left[\tilde{\mathfrak{d}}, \mathrm{Z}_{A n}^{(M)}\right]_{\mathrm{PB}}=0, \quad\left[\tilde{\mathfrak{d}}, \mathrm{Z}_{A n}^{(M)}\right]_{\mathrm{PB}}=0 \tag{C.18}
\end{equation*}
$$

while

$$
\begin{equation*}
\left[\mathfrak{d}^{(0)}, Z^{M}\right]_{\mathrm{PB}}=0, \quad\left[\mathfrak{d}, Z^{M}\right]_{\mathrm{PB}}=0, \quad\left[\overline{\mathfrak{d}}, Z^{M}\right]_{\mathrm{PB}}=0 \tag{C.19}
\end{equation*}
$$

The calculation of all the canonical and covariant momenta result in the (primary) constraints

$$
\begin{array}{rcc}
\Phi^{(0)}:=p^{(0)}-m \approx 0, & \bar{\Phi}:=\bar{p} \approx 0, & \Phi:=p \approx 0, \\
\tilde{\mathfrak{d}}^{(0)}-4 i m \theta^{\bar{w}} \bar{\theta}^{w} \approx 0, & \tilde{\mathfrak{d}}+m \mathrm{x}_{A} \approx 0, & \tilde{\tilde{\mathfrak{d}}}+m \overline{\mathrm{x}}_{A} \approx 0, \\
d_{w}:=\Pi_{w}^{\theta} \approx 0, & d_{\bar{w}}:=\Pi_{\bar{w}}^{\theta}+2 i m \bar{\theta}^{w} \approx 0, & \\
\bar{d}_{\bar{w}}:=\bar{\Pi}_{\bar{w}}^{\bar{\theta}} \approx 0, & \bar{d}_{w}:=\bar{\Pi}_{w}^{\bar{\theta}}+2 i m \theta^{\bar{w}} \approx 0 . & \tag{C.23}
\end{array}
$$

We have written these in three column in such a way that the lines correspond to different sectors of dynamical variables, from the second and third columns one can read the pairs of conjugate second class constraints, which in the case of bosonic constraints are explicitly solved, while the first column contains a prototypes of the first class constraints.

The canonical Hamiltonian vanishes on the surface of primary constraints, this is to say

$$
\begin{equation*}
H_{0} \approx 0 \tag{C.24}
\end{equation*}
$$

The true first class constraints,

$$
\begin{equation*}
\Phi^{(0)} \approx 0, \quad d_{w}, \approx 0, \quad \bar{d}_{\bar{w}} \approx 0, \quad \text { and } \quad \tilde{\tilde{U}}^{(0)} \approx 0, \tag{C.25}
\end{equation*}
$$

are given by the first equations in (C.20), (C.22), (C.23) and by the sum of the first equation in (C.21) with certain linear combination of the second class constraints,

$$
\begin{align*}
& \tilde{\tilde{U}}^{(0)}=\tilde{\mathfrak{d}}^{(0)}-4 i m \theta^{\bar{w}^{\bar{\theta}}} \bar{w}^{w}-2 \mathrm{x}_{A} \bar{p}+2 \overline{\mathrm{x}}_{A} p-\bar{\theta}^{w} \bar{d}_{w}+\theta^{\bar{w}} d_{\bar{w}}= \\
&=\tilde{\mathfrak{d}}^{(0)}-2 \mathrm{x}_{A} \bar{p}+2 \overline{\mathrm{x}}_{A} p-\bar{\theta}^{w} \bar{\Pi}_{w}^{\bar{\theta}}+\theta^{\bar{w}} \Pi_{\bar{w}}^{\theta} \approx 0 . \tag{C.26}
\end{align*}
$$

Also the set of second class constraints, to put in the canonical form their algebra, should be redefined a bit and written as

$$
\text { 2nd class : } \quad\left\{\begin{array}{l}
\bar{\Phi}=\bar{p} \approx 0  \tag{C.27}\\
\tilde{\mathfrak{d}} \approx 0
\end{array}, \quad\left\{\begin{array}{l}
\Phi=p \approx 0 \\
\overline{\tilde{\mathfrak{d}}} \approx 0
\end{array}, \quad\left\{\begin{array}{l}
d_{\bar{w}} \approx 0 \\
\bar{d}_{w} \approx 0
\end{array}\right.\right.\right.
$$

where

$$
\begin{equation*}
\tilde{\tilde{\mathfrak{d}}}:=\tilde{\mathfrak{d}}+m \mathrm{x}_{A}+2 i \theta^{\bar{w}} \bar{\theta}^{w} p, \quad \overline{\tilde{\tilde{d}}}:=\overline{\tilde{\mathfrak{d}}}+m \overline{\mathrm{x}}_{A}-2 i \theta^{\bar{w}} \bar{\theta}^{w} \bar{p} . \tag{C.28}
\end{equation*}
$$

The algebra of the first class constraints (C.25) is Abelian (this is to say all the Poisson brackets of the first class constraints vanish). The only nonvanishing brackets of the first class constraints with the second class constraints appear when the first class constraint is given by the $\mathrm{U}(1)$ generator (C.26),

$$
\left[\tilde{\tilde{U}}^{(0)},\left(\begin{array}{c}
\bar{p}  \tag{C.29}\\
\tilde{\mathfrak{d}} \\
p \\
\overline{\tilde{\tilde{d}}} \\
d_{\bar{w}} \\
\bar{d}_{w}
\end{array}\right)\right]_{\mathrm{PB}}=\left(\begin{array}{c}
-2 \bar{p} \\
2 \tilde{\tilde{\mathfrak{d}}} \\
2 p \\
-2 \overline{\tilde{\tilde{d}}} \\
d_{\bar{w}} \\
-\bar{d}_{w}
\end{array}\right) .
$$

The coefficients in the r.h.s. represent the charges of second class constraints with respect to $\mathrm{U}(1)$ gauge symmetry.

Finally, the nonvanishing brackets of the second class constraints are

$$
\begin{equation*}
[\bar{p}, \tilde{\tilde{\mathfrak{d}}}]_{\mathrm{PB}}=m, \quad[p, \overline{\tilde{\tilde{d}}}]_{\mathrm{PB}}=m, \quad\left\{d_{\bar{w}}, \bar{d}_{w}\right\}_{\mathrm{PB}}=4 i m \tag{C.30}
\end{equation*}
$$

reflecting their second class nature, and weakly vanishing

$$
\begin{align*}
& {\left[\tilde{\tilde{\mathfrak{d}}}, \overline{\tilde{\tilde{d}}]_{\mathrm{PB}}=\tilde{\tilde{U}}^{(0)}+2 \mathrm{x}_{A} \bar{p}-2 \overline{\mathbf{x}}_{A} p+\bar{\theta}^{w} \bar{d}_{w}-\theta^{\bar{w}} d_{\bar{w}} \approx 0,}\right.}  \tag{C.31}\\
& {\left[\tilde{\tilde{\mathfrak{j}}}, d_{\bar{w}}\right]_{\mathrm{PB}}=2 i \bar{\theta}^{w} p \approx 0, \quad\left[\tilde{\tilde{\mathfrak{p}}}, d_{\bar{w}}\right]_{\mathrm{PB}}=-2 i \theta^{\bar{w}} p \approx 0,}  \tag{C.32}\\
& {\left[\overline{\tilde{\tilde{d}}}, d_{\bar{w}}\right]_{\mathrm{PB}}=-2 i \bar{\theta}^{w} \bar{p} \approx 0, \quad\left[\overline{\tilde{\mathfrak{j}}}, d_{\bar{w}}\right]_{\mathrm{PB}}=2 i \theta^{\bar{w}} \bar{p} \approx 0 .} \tag{C.33}
\end{align*}
$$

Resuming, the algebra of the constraints is represented in the following Table 3
Now the bosonic second class constraints in (C.27) are explicitly resolved with respect to $\mathrm{x}_{A}, \overline{\mathrm{x}}_{A}$ and their conjugate momenta. Thus a consistent way is to use these to reduce the phase space of our dynamical

| $[\ldots, \ldots\}_{\mathrm{PB}}$ | $\Phi^{(0)}$ | $\tilde{\tilde{U}}^{(0)}$ | $d_{w}$ | $\bar{d}_{\bar{w}}$ | $\bar{p}$ | $\tilde{\tilde{\mathfrak{d}}}$ | $p$ | $\tilde{\tilde{\mathfrak{d}}}$ | $d_{\bar{w}}$ | $\bar{d}_{w}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Phi^{(0)}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\tilde{\tilde{U}}^{(0)}$ | 0 | 0 | 0 | 0 | $-2 \bar{p}$ | $2 \tilde{\tilde{\mathfrak{d}}}$ | $2 p$ | $-2 \overline{\tilde{\tilde{d}}}$ | $d_{\bar{w}}$ | $-\bar{d}_{w}$ |
| $d_{w}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\bar{d}_{\bar{w}}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\bar{p}$ | 0 | $2 \bar{p}$ | 0 | 0 | 0 | $m$ | 0 | 0 | 0 | 0 |
| $\tilde{\tilde{\mathfrak{d}}}$ | 0 | $-2 \tilde{\tilde{\mathfrak{d}}}$ | 0 | 0 | -m | 0 | 0 | $\begin{gathered} \overline{\tilde{U}}(0)+\bar{\theta}^{w} \bar{d}_{w}-\theta^{\bar{w}} d_{\bar{w}}+ \\ +2 \mathrm{x}_{A} p-2 \overline{\mathrm{x}}_{A} p \end{gathered}$ | $2 i \bar{\theta}^{w} \bar{p}$ | $-2 i \theta^{\bar{w}} p$ |
| $p$ | 0 | $-2 p$ | 0 | 0 | 0 | 0 | 0 | m | 0 | 0 |
| $\overline{\tilde{\tilde{d}}}$ | 0 | $2 \overline{\tilde{\tilde{d}}}$ | 0 | 0 | 0 | $-\tilde{\tilde{U}}^{(0)}-\bar{\theta}^{w} \bar{d}_{w}+\theta^{\bar{w}} d_{\bar{w}-}$ $-2 \mathrm{x}_{A} \bar{p}+2 \overline{\mathrm{x}}_{A} p$ | -m | 0 | $-2 i \bar{\theta}^{w} \bar{p}$ | $2 i \theta^{\bar{w}} \bar{p}$ |
| $d_{\bar{w}}$ | 0 | $-d_{\bar{w}}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -4im |
| $\bar{d}_{w}$ | 0 | $\bar{d}_{w}$ | 0 | 0 | 0 | 0 | 0 | 0 | -4im | 0 |

Table 3. Closed algebra of the first and second class constraints of single D0-brane system.
system before quantization. An equivalent way is provided by (the classical counterpart of) the generalized/deformed Gupta-Bleuler procedure which implies that we impose on quantum system only half of the second class constraints $p \approx 0$ and $\bar{p} \approx 0$. At the classical level this implies that we omit the conjugate constraints $\overline{\tilde{\tilde{d}}} \approx 0$ and $\tilde{\tilde{\mathfrak{d}}} \approx 0$ from the consideration thus converting their conjugate $p \approx 0$ and $\bar{p} \approx 0$ into the first class constraints ${ }^{20}$.

We prefer this later treatment of the bosonic second class constraints because it will be in consonance with the (canonical) Gupta-Bleuler treatment of the fermionic second class constraints in (C.27). These are complex conjugate and after quantization we will impose on the state vector the quantum counterpart of only one of two fermionic second class constraint $\bar{d}_{w} \approx 0$. This is tantamount of omitting, at the classical level, the conjugate $d_{\bar{w}} \approx 0$ constraints, the stage which converts $\bar{d}_{w} \approx 0$ into the first class constraints. The resulting algebra of the effective first class constraints appearing as a result of the implementation of the above classical counterpart of the generalized/deformed Gupta-Bleuler procedure is presented in Table 4.

| $[\ldots, \ldots\}_{\mathrm{PB}}$ | $\Phi^{(0)}$ | $\tilde{\tilde{U}}^{(0)}$ | $d_{w}$ | $\bar{d}_{\bar{w}}$ | $\bar{p}$ | $p$ | $\bar{d}_{w}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Phi^{(0)}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\tilde{U}^{(0)}$ | 0 | 0 | 0 | 0 | $-2 \bar{p}$ | $2 p$ | $-\bar{d}_{w}$ |
| $d_{w}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\bar{d}_{\bar{w}}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\bar{p}$ | 0 | $2 \bar{p}$ | 0 | 0 | 0 | 0 | 0 |
| $p$ | 0 | $-2 p$ | 0 | 0 | 0 | 0 | 0 |
| $\bar{d}_{w}$ | 0 | $\bar{d}_{w}$ | 0 | 0 | 0 | 0 | 0 |

Table 4. Closed algebra of the effective first class constraints of single D0-brane system.
To quantize our dynamical system in the supercoordinate representation we represent our effective first class constraints by differential operators,

[^15]\[

$$
\begin{array}{r}
\hat{\Phi}^{(0)}=-i \partial_{\mathrm{x}^{(0)}}-m, \\
\hat{\bar{\Phi}}=-i \partial_{\mathrm{x}_{A}}, \quad \hat{\Phi}=-i \bar{\partial}_{\overline{\mathrm{x}}_{A}}, \\
\hat{\tilde{U}}^{(0)}=-i\left(\mathbb{D}^{(0)}+4 m \theta^{\bar{w}} \bar{\theta}^{w}-2 \mathrm{x}_{A} \partial_{\mathrm{x}_{A}}+2 \overline{\mathrm{x}}_{A} \partial_{\overline{\mathrm{x}}_{A}}-\bar{\theta}^{w} \bar{d}_{w}+\theta^{\bar{w}} d_{\bar{w}}-q\right)= \\
=-i\left(\mathbb{D}^{(0)}-2 \mathrm{x}_{A} \partial_{\mathrm{x}_{A}}+2 \overline{\mathrm{x}}_{A} \partial_{\overline{\mathrm{x}}_{A}}-\bar{\theta}^{w} \partial_{\bar{\theta}^{w}}+\theta^{\bar{w}} \partial_{\theta^{\bar{w}}}-q\right), \\
\hat{d}_{w}=-i \partial_{\theta^{w}}, \\
\hat{\bar{d}}_{\bar{w}}=-i \bar{\partial}_{\bar{\theta}_{\bar{w}}}, \\
\hat{\bar{d}}_{w}=-i\left(\bar{\partial}_{\bar{\theta}^{w}}-2 m \theta^{\bar{w}}\right) \tag{C.39}
\end{array}
$$
\]

and impose them on the state vector. In (C.34)-(C.39) the derivatives and covariant derivatives are defined as follows

$$
\begin{align*}
& \partial_{\mathbf{x}^{(0)}}=\frac{\partial}{\partial \mathbf{x}^{(0)}}, \partial_{\mathbf{x}_{A}}=\frac{\partial}{\partial \mathrm{x}_{A}},  \tag{C.40}\\
& \partial_{\overline{\mathrm{x}}_{A}}=\frac{\partial}{\partial \overline{\mathrm{x}}_{A}},  \tag{C.41}\\
& \mathbb{D}^{(0)}=\bar{w}_{\alpha} \frac{\partial}{\partial \bar{w}_{\alpha}}-w_{\alpha} \frac{\partial}{\partial w_{\alpha}}, \mathbb{D}=w_{\alpha} \frac{\partial}{\partial \bar{w}_{\alpha}},
\end{align*} \overline{\mathbb{D}}=\bar{w}_{\alpha} \frac{\partial}{\partial w_{\alpha}} .
$$

Notice the appearance of the ordering constant in the homogeneous differential operator (C.36).
To understand the structure of the fermionic constraint (C.39) it is useful to keep in mind the relation of the derivatives and covariant derivatives in the central and analytical basis which can be obtained from the identity

$$
\begin{align*}
\mathrm{d} & =\mathrm{d} x^{a} \partial_{a}+\mathrm{d} \theta^{\alpha} \partial_{\alpha}+\mathrm{d} \bar{\theta}^{\alpha} \bar{\partial}_{\alpha}+i a \mathbb{D}^{(0)}+i f \overline{\mathbb{D}}-i \bar{f} \mathbb{D}=\Pi^{a} \partial_{a}+\mathrm{d} \theta^{\alpha} \mathrm{D}_{\alpha}+\mathrm{d} \bar{\theta}^{\alpha} \overline{\mathrm{D}}_{\alpha}+i a \mathbb{D}^{(0)}+i f \overline{\mathbb{D}}-i \bar{f} \mathbb{D}= \\
& =\mathrm{dx}{ }^{(0)} \partial_{\mathrm{x}^{0}}+\mathrm{dx} \mathrm{~d}_{A} \partial_{\mathrm{x}_{A}}+\mathrm{d} \overline{\mathrm{x}}_{A} \partial_{\overline{\mathrm{x}}_{A}}+\mathrm{d} \theta^{w} \partial_{\theta^{w}}+\mathrm{d} \theta^{\bar{w}} \partial_{\theta^{\bar{w}}}+\mathrm{d} \bar{\theta}^{w} \partial_{\bar{\theta}^{w}}+\mathrm{d} \bar{\theta}^{\bar{w}} \partial_{\bar{\theta}^{\bar{w}}}+i a \tilde{\mathbb{D}}^{(0)}+i f \tilde{\mathbb{D}}-i \bar{f} \tilde{\mathbb{D}} . \tag{C.42}
\end{align*}
$$

It implies, in particular,

$$
\begin{gather*}
\partial_{a}=u_{a}^{(0)} \partial_{\mathbf{x}^{(0)}}+u_{a} \partial_{\mathrm{x}_{A}}+\bar{u}_{a} \partial_{\overline{\mathrm{x}}_{A}}  \tag{C.43}\\
\mathrm{D}_{\alpha}=\partial_{\alpha}+i\left(\gamma^{a} \bar{\theta}\right)_{\alpha}=w_{\alpha}\left(\partial_{\theta^{w}}+i \bar{\theta}^{\bar{w}} \partial_{\mathbf{x}^{(0)}}\right)+\bar{w}_{\alpha}\left(\partial_{\theta^{\bar{w}}}+4 i \bar{\theta}^{\bar{w}} \partial_{\overline{\mathrm{x}}_{A}}+i \bar{\theta}^{w} \partial_{\mathbf{x}^{(0)}}\right)  \tag{C.44}\\
\overline{\mathrm{D}}_{\alpha}=\bar{\partial}_{\alpha}+i\left(\gamma^{a} \theta\right)_{\alpha}=w_{\alpha}\left(\bar{\partial}_{\bar{\theta}^{w}}+4 i \theta^{w} \partial_{\mathbf{x}_{A}}+i \theta^{\bar{w}} \partial_{\mathbf{x}^{(0)}}\right)+\bar{w}_{\alpha}\left(\bar{\partial}_{\bar{\theta}^{\bar{w}}}+i \theta^{w} \partial_{\mathbf{x}^{(0)}}\right) \tag{C.45}
\end{gather*}
$$

The last equation can be used to write (C.39) in the form

$$
\begin{equation*}
\hat{\overline{d_{w}}}=-\bar{w} \overline{\mathrm{D}}+i m \theta^{\bar{w}}-4 i \theta^{w} \hat{\Phi}-i \theta^{\bar{w}} \hat{\Phi}^{(0)} . \tag{C.46}
\end{equation*}
$$

## D Born-Oppenheimer-like approach to asymptotic form of a solution for $N=23 \mathrm{D}$ mD0 system

Following [59] we can search for an asymptotic form of the solution of Eqs. (6.58)-(6.67) using the so-called tabular or endpoint coordinates (see [59] for references)

$$
\begin{equation*}
Z^{I}=X^{I} e^{i \beta}+|X|^{-1 / 2} z^{I}, \quad \bar{Z}^{I}=X^{I} e^{-i \beta}+|X|^{-1 / 2} \bar{z}^{I}, \tag{D.1}
\end{equation*}
$$

in the neighborhood of the classical vacuum configuration $Z^{I}=X^{I} e^{i \beta}, \bar{Z}^{I}=X^{I} e^{-i \beta}$, i.e. of the general solution of the conditions of vanishing of the YM potential which reduces to $\epsilon_{I J K} Z^{J} \bar{Z}^{K}=0$.

In (D.4) $X^{I}$ is real, $X^{I}=\left(X^{I}\right)^{*},|X|=\sqrt{X^{I} X^{I}}$, complex $z^{I}=\left(\bar{z}^{I}\right)^{*}$ are orthogonal to $X^{I}$, and, besides, can be restricted by 2 conditions which we can choose to be $\Re \mathrm{e}\left(z^{I} e^{-i \beta}\right)=0$,

$$
\begin{equation*}
X^{I} z^{I}=0=X^{I} \bar{z}^{I}, \quad z^{I} e^{-i \beta}+\bar{z}^{I} e^{i \beta}=0 . \tag{D.2}
\end{equation*}
$$

The asymptotic regime corresponds to large value of $|X|$, formally

$$
\begin{equation*}
r=|X|=\sqrt{X^{I} X^{I}} \mapsto \infty, \tag{D.3}
\end{equation*}
$$

with $z^{I} \bar{z}^{I}$ kept to be finite.
In our case it is convenient to resolve (D.2) by $z^{I}=i y^{I} e^{i \beta}$ in terms of real vector $y^{I}$, so that $\bar{z}^{I}=$ $-i y^{I} e^{-i \beta}$ and the above coordinate system is finally described by

$$
\begin{array}{r}
Z^{I}=\left(r n^{I}+i r^{-1 / 2} y^{I}\right) e^{i \beta}, \quad \bar{Z}^{I}=\left(r n^{I}-i r^{-1 / 2} y^{I}\right) e^{-i \beta}, \\
r:=|X|=\sqrt{X^{I} X^{I}}, \quad n^{I}=X^{I} / r=X^{I} /|X| \quad \Rightarrow \quad n^{I} n^{I}=1, \\
y^{I}=\left(y^{I}\right)^{*}, \quad n^{I} y^{I}=0 . \tag{D.6}
\end{array}
$$

To proceed, it is convenient to introduce also the complex null-vectors which complete the unit vector $n^{I}$ till complete $\mathrm{SO}(3)$ frame, i.e. which obey

$$
\begin{equation*}
n^{I} U^{I}=0, \quad n^{I} \bar{U}^{I}=0, \quad U^{I} U^{I}=0, \quad \bar{U}^{I} \bar{U}^{I}=0, \quad U^{I} \bar{U}^{I}=1 \tag{D.7}
\end{equation*}
$$

Then

$$
\begin{equation*}
\delta^{I J}=n^{I} n^{J}+U^{I} \bar{U}^{J}+\bar{U}^{I} U^{J} \tag{D.8}
\end{equation*}
$$

and the constraint (D.6) can be resolved by

$$
\begin{equation*}
y^{I}=y_{U} \bar{U}^{I}+y_{\bar{U}} U^{I}, \quad \text { so that } \quad y^{I} y^{I}=\left|y_{U}\right|^{2} . \tag{D.9}
\end{equation*}
$$

The orientation of our $\mathrm{SO}(3)$ frame is fixed by setting $\epsilon_{I J K} \bar{U}^{I} U^{J} n^{K}=i$ which implies

$$
\begin{equation*}
\epsilon_{I J K} \bar{U}^{J} n^{K}=-i \bar{U}^{I}, \quad \epsilon_{I J K} U^{J} n^{K}=i U^{I} . \tag{D.10}
\end{equation*}
$$

Using these relations, we find

$$
\begin{equation*}
\epsilon_{I J K} Z^{J} \bar{Z}^{K}=2 \sqrt{r}\left(y_{U} \bar{U}^{I}-y_{\bar{U}} U^{I}\right)=2 i \sqrt{r} \epsilon_{I J K} y^{J} n^{K} . \tag{D.11}
\end{equation*}
$$

The derivatives of the constrained vectors can be expressed in terms of three Cartan forms

$$
\begin{equation*}
\Omega_{1}=U^{I} \mathrm{~d} n^{I}, \quad \bar{\Omega}_{1}=\bar{U}^{I} \mathrm{~d} n^{I} \quad \text { and } \quad \Omega_{1}^{(0)}=\bar{U}^{I} \mathrm{~d} U^{I} \tag{D.12}
\end{equation*}
$$

by

$$
\begin{equation*}
\mathrm{d} n^{I}=U^{I} \bar{\Omega}_{1}+\bar{U}^{I} \Omega_{1}, \quad \mathrm{~d} U^{I}=U^{I} \Omega_{1}^{(0)}-n^{I} \Omega_{1}, \quad \mathrm{~d} \bar{U}^{I}=-\bar{U}^{I} \Omega_{1}^{(0)}-n^{I} \bar{\Omega}_{1} \tag{D.13}
\end{equation*}
$$

These can be used to express the derivative of the $y^{I}$ coordinates as

$$
\begin{equation*}
\mathrm{d} y^{I}=\left(\mathrm{d} y_{U}-y_{U} \Omega_{1}^{(0)}\right) \bar{U}^{I}+\left(\mathrm{d} y_{\bar{U}}+y_{\bar{U}} \Omega_{1}^{(0)}\right) U^{I}-n^{I}\left(y_{U} \bar{\Omega}_{1}+y_{\bar{U}} \Omega_{1}\right) \tag{D.14}
\end{equation*}
$$

Now, using (D.4), (D.9), (D.13), (D.14) we can calculate $\mathrm{d} Z^{I}$ and $\mathrm{d} \bar{Z}^{I}$ and then decompose differential in the space of our bosonic coordinates written in two ways

$$
\begin{equation*}
\mathrm{d}=\mathrm{d} Z^{I} \partial_{I}+\mathrm{d} \bar{Z}^{I} \bar{\partial}_{I}=\mathrm{d} r \partial_{r}+\mathrm{d} \beta \partial_{(\beta)}+\mathrm{d} y^{I} \partial_{I}^{y}+\mathrm{d} n^{I} \partial_{n^{I}} \tag{D.15}
\end{equation*}
$$

on the basis of 6 independent 1 -forms $\mathrm{d} r, \mathrm{~d} \beta, \mathrm{~d} y_{U}, \mathrm{~d} y_{\bar{U}}, \Omega_{1}, \bar{\Omega}_{1}{ }^{21}$. In such a way we find the following expression for the derivative with respect to the tabular coordinates

$$
\begin{array}{r}
\partial_{r}=n^{I}\left(e^{i \beta} \partial_{I}+e^{-i \beta} \bar{\partial}_{I}\right)-\frac{i}{2} \frac{1}{r^{3 / 2}}\left(y_{U} \bar{U}^{I}+y_{\bar{U}} U^{I}\right)\left(e^{i \beta} \partial_{I}-e^{-i \beta} \bar{\partial}_{I}\right), \\
\partial_{(\beta)}=i r n^{I}\left(e^{i \beta} \partial_{I}-e^{-i \beta} \bar{\partial}_{I}\right)-\frac{1}{r^{1 / 2}}\left(y_{U} \bar{U}^{I}+y_{\bar{U}} U^{I}\right)\left(e^{i \beta} \partial_{I}+e^{-i \beta} \bar{\partial}_{I}\right), \\
\bar{U}^{I}\left(\partial_{I}^{y}-\frac{i}{r^{1 / 2}}\left(e^{i \beta} \partial_{I}-e^{-i \beta} \bar{\partial}_{I}\right)\right)=0, \\
U^{I}\left(\partial_{I}^{y}-\frac{i}{r^{1 / 2}}\left(e^{i \beta} \partial_{I}-e^{-i \beta} \bar{\partial}_{I}\right)\right)=0, \\
\bar{U}^{I}\left(\partial_{n^{I}}-r\left(e^{i \beta} \partial_{I}+e^{-i \beta} \bar{\partial}_{I}\right)\right)-y_{\bar{U}} n^{I}\left(\partial_{I}^{y}-\frac{i}{r^{1 / 2}}\left(e^{i \beta} \partial_{I}-e^{-i \beta} \bar{\partial}_{I}\right)\right)=0 \\
U^{I}\left(\partial_{n^{I}}-r\left(e^{i \beta} \partial_{I}+e^{-i \beta} \bar{\partial}_{I}\right)\right)-y_{U} n^{I}\left(\partial_{I}^{y}-\frac{i}{r^{1 / 2}}\left(e^{i \beta} \partial_{I}-e^{-i \beta} \bar{\partial}_{I}\right)\right)=0 . \tag{D.21}
\end{array}
$$

These relations are exact. But to solve them for $\partial_{I}$ and $\bar{\partial}_{I}$ we need to use the conditions of the asymptotic regime $r \mapsto \infty$. To this end let us first write Eqs. (D.16)-(D.21) in the form convenient for perturbative solution of the system for

$$
\begin{equation*}
\partial_{I}^{ \pm}=e^{i \beta} \partial_{I} \pm e^{-i \beta} \bar{\partial}_{I} \tag{D.22}
\end{equation*}
$$

Firstly we find from (D.17), (D.18) and (D.19)

$$
\begin{gather*}
n^{I} \partial_{I}^{-}=-\frac{i}{r} \partial_{(\beta)}-\frac{i}{r \sqrt{r}}\left(y_{U} \bar{U}^{I}+y_{\bar{U}} U^{I}\right) \partial_{I}^{+},  \tag{D.23}\\
\bar{U}^{I} \partial_{I}^{-}=-i \sqrt{r} \bar{U}^{I} \partial_{I}^{y}, \quad U^{I} \partial_{I}^{-}=-i \sqrt{r} U^{I} \partial_{I}^{y}, \tag{D.24}
\end{gather*}
$$

[^16]which, using (D.8), can be unified in one equation
\[

$$
\begin{equation*}
\partial_{I}^{-}=-i \sqrt{r}\left(\delta^{I J}-n^{I} n^{J}\right) \partial_{J}^{y}-\frac{i}{r} n^{I} \partial_{(\beta)}-\frac{i}{r \sqrt{r}} n^{I}\left(y_{U} \bar{U}^{J}+y_{\bar{U}} U^{J}\right) \partial_{J}^{+} . \tag{D.25}
\end{equation*}
$$

\]

Now, using these equations, one can resolve formally Eqs. (D.16), (D.20) and (D.21) with respect to projections of $\partial_{I}^{+}$:

$$
\begin{array}{r}
n^{I} \partial_{I}^{+}=\partial_{r}+\frac{1}{2 r}\left(y_{U} \bar{U}^{J}+y_{\bar{U}} U^{J}\right) \partial_{J}^{y} \\
\bar{U}^{I} \partial_{I}^{+}=\frac{1}{r} \bar{U}^{I} \partial_{n^{I}}-\frac{1}{r} y_{\bar{U}} n^{I} \partial_{I}^{y}+\frac{1}{r^{2} \sqrt{r}} y_{\bar{U}} \partial_{(\beta)}+\frac{1}{r^{3}} y_{\bar{U}}\left(y_{U} \bar{U}^{J}+y_{\bar{U}} U^{J}\right) \partial_{J}^{+} \\
U^{I} \partial_{I}^{+}=\frac{1}{r} U^{I} \partial_{n^{I}}-\frac{1}{r} y_{U} n^{I} \partial_{I}^{y}++\frac{1}{r^{2} \sqrt{r}} y_{U} \partial_{(\beta)}+\frac{1}{r^{3}} y_{U}\left(y_{U} \bar{U}^{J}+y_{\bar{U}} U^{J}\right) \partial_{J}^{+} \tag{D.28}
\end{array}
$$

Now notice that, according to (D.27) and (D.28), $\left(y_{U} \bar{U}^{J}+y_{\bar{U}} U^{J}\right) \partial_{J}^{+} \propto \frac{1}{r}$ and that the only place where $\partial_{r}$ appears in the above equations (D.23)-(D.28) is the first term in the r.h.s. of (D.26). With this in mind and using (D.8) (several times) we arrive at the following approximate solution

$$
\begin{array}{r}
\partial_{I}^{+}=\frac{1}{r}\left[n^{I}\left(r \partial_{r}+\frac{1}{2} y^{J} \partial_{J}^{y}\right)+\left(\delta^{I J}-n^{I} n^{J}\right) \partial_{n^{J}}+y^{I} n^{J} \partial_{J}^{y}\right]+\mathcal{O}\left(r^{-5 / 2}\right) \\
\partial_{I}^{-}=-i \sqrt{r}\left(\delta^{I J}-n^{I} n^{J}\right) \partial_{J}^{y}-\frac{i}{r} n^{I} \partial_{(\beta)}+\mathcal{O}\left(r^{-5 / 2}\right) \tag{D.30}
\end{array}
$$

in which $\mathcal{O}\left(r^{-5 / 2}\right)$ terms do not involve $\partial_{r}$ derivative.
Now from (D.22) we easily find

$$
\begin{gather*}
\partial_{I}=\frac{1}{2} e^{-i \beta}\left[-i \sqrt{r}\left(\delta^{I J}-n^{I} n^{J}\right) \partial_{J}^{y}+\frac{1}{r}\left(n^{I}\left(r \partial_{r}-i \partial_{(\beta)}+\frac{1}{2} y^{J} \partial_{J}^{y}\right)+\right.\right. \\
\left.\left.+\left(\delta^{I J}-n^{I} n^{J}\right) \partial_{n^{J}}+y^{I} n^{J} \partial_{J}^{y}\right)\right]+\mathcal{O}\left(r^{-5 / 2}\right)  \tag{D.31}\\
\bar{\partial}_{I}=\frac{1}{2} e^{i \beta}\left[+i \sqrt{r}\left(\delta^{I J}-n^{I} n^{J}\right) \partial_{J}^{y}+\frac{1}{r}\left(n^{I}\left(r \partial_{r}+i \partial_{(\beta)}+\frac{1}{2} y^{J} \partial_{J}^{y}\right)+\right.\right. \\
\left.\left.+\left(\delta^{I J}-n^{I} n^{J}\right) \partial_{n^{J}}+y^{I} n^{J} \partial_{J}^{y}\right)\right]+\mathcal{O}\left(r^{-5 / 2}\right) \tag{D.32}
\end{gather*}
$$

Notice that in the asymptotic region (D.3), $r \mapsto \infty$, the leading order in the above decomposition of the derivatives is $\propto \sqrt{r}$,

$$
\begin{gather*}
\partial_{I}=-\frac{i}{2} e^{-i \beta} \sqrt{r}\left(\delta^{I J}-n^{I} n^{J}\right) \partial_{J}^{y}+\mathcal{O}\left(r^{-1}\right)  \tag{D.33}\\
\bar{\partial}_{I}=\frac{i}{2} e^{i \beta} \sqrt{r}\left(\delta^{I J}-n^{I} n^{J}\right) \partial_{J}^{y}+\mathcal{O}\left(r^{-1}\right) \tag{D.34}
\end{gather*}
$$

so that

$$
\begin{align*}
& n^{I} \partial_{I}=0+\mathcal{O}\left(r^{-1}\right),  \tag{D.35}\\
& n^{I} \bar{\partial}_{I}=0+\mathcal{O}\left(r^{-1}\right) . \tag{D.36}
\end{align*}
$$

According to (D.11) the multiplier $\sqrt{r}$ is also present in all the nonvanishing r.h.s.'s of equations (6.58)-(6.63) and (6.65)-(6.67) which can be written in the form

$$
\begin{align*}
& 2 i \sqrt{r} \epsilon_{I J K} y^{J} n^{K} \mathfrak{f}_{I}^{(q-1)}=0 \quad \Leftrightarrow \quad y_{U} \bar{U}^{I} \mathfrak{f}_{I}^{(q-1)}=y_{\bar{U}} U^{I} \mathfrak{f}_{I}^{(q-1)},  \tag{D.37}\\
& \bar{\partial}_{I} \mathfrak{f}^{(q)}=8 i \sqrt{2} \sqrt{r} \epsilon_{J K L} y^{J} n^{K} \bar{\partial}_{\left[L \mathfrak{f}_{I]}\right.}^{(q)},  \tag{D.38}\\
& \bar{\partial}_{\left[I f_{J]}\right.}{ }^{(q-1)}=8 i \sqrt{2} \sqrt{r} y^{[I} n^{J J]} \mathfrak{f}^{(q-3)} \tag{D.39}
\end{align*}
$$

and

$$
\begin{align*}
& \partial_{I} \mathfrak{f}_{I}^{(q-1)}=0,  \tag{D.40}\\
& \partial_{J} \bar{\partial}_{[I f} f_{J]}^{(q)}=-\frac{i}{\sqrt{2} \mu^{12}} \sqrt{r} \epsilon_{I J K} y^{J} n^{K} f^{(q)}  \tag{D.41}\\
& \partial_{I} \mathfrak{f}^{(q-3)}=-\frac{i \sqrt{2}}{\mu^{12}} \sqrt{r} y^{\left[I n^{J}\right]_{J}^{J} f_{J}^{(q-1)}} . \tag{D.42}
\end{align*}
$$

The algebraic equation (D.37) can be easily solved by

$$
\begin{equation*}
\mathfrak{f}_{I}^{(q-1)}=n^{I} \mathfrak{f}_{(n)}^{(q-1)}+y^{I} \mathfrak{f}_{(y)}^{(q-1)} . \tag{D.43}
\end{equation*}
$$

Now we can decompose our "wavefunctions" in the inverse powers of $r \sqrt{r}$ and try to solve the equation order by order. To be consistent we set

$$
\begin{equation*}
\mathfrak{f}_{\ldots}^{(q \ldots)}=r^{-k}\left(\mathfrak{f}_{\ldots[0]}^{(q \ldots)}+\frac{1}{r \sqrt{r}} f_{\ldots[1]}^{(q \ldots)}+\frac{1}{r^{3}} \mathfrak{f}_{\ldots[2]}^{(q \ldots)}+\ldots\right), \tag{D.44}
\end{equation*}
$$

with some $k$ to be determined, for all but the leading components of the state vector superfield while for this we assume

$$
\begin{equation*}
\mathfrak{f}^{(q)}=\sqrt{r} \mathfrak{f}_{[0]}^{(q)}+\frac{1}{r} \mathfrak{f}_{[1]}^{(q)}+\frac{1}{r^{2}} \mathfrak{f}_{[2]}^{(q)}+\ldots . \tag{D.45}
\end{equation*}
$$

Here we restrict our discussion by zero-th order in which we find (following the terms $\propto \sqrt{r}$ ) the equations

$$
\begin{align*}
& \left(\delta^{I J}-n^{I} n^{J}\right) \partial_{J}^{y} \mathfrak{f}_{[0]}^{(q)}=8 i \sqrt{2} \epsilon_{J K L} y^{J} n^{K}\left(\delta^{[L \mid P}-n^{[L} n^{P}\right) \partial_{P}^{y} \mathfrak{f}_{I][0]}^{(q)}  \tag{D.46}\\
& \left(\delta^{[I \mid K}-n^{[I \mid} n^{K}\right) \partial_{K}^{y} \mathfrak{f}_{J][0]}^{(q-1)}=16 \sqrt{2} e^{-i \beta} y^{[I} n^{J]} \mathfrak{f}_{[0]}^{(q-3)},  \tag{D.47}\\
& \left(\delta^{I J}-n^{I} n^{J}\right) \partial_{J}^{y} f_{I[0]}^{(q-1)}=0,  \tag{D.48}\\
& \left(\delta^{J K}-n^{J} n^{K}\right) \partial_{K}^{y}\left(\delta^{[I \mid L}-n^{[I \mid} n^{L}\right) \partial_{L}^{y} \mathfrak{f}_{\mid J][0]}^{(q)}=-\frac{2 \sqrt{2} i}{\left(\mu^{6}\right)^{2}} \epsilon_{I J K} y^{J} n^{K} f_{[0]}^{(q)},  \tag{D.49}\\
& \left(\delta^{I J}-n^{I} n^{J}\right) \partial_{J}^{y} \mathfrak{f}_{[0]}^{(q-3)}=\frac{2 \sqrt{2}}{\left(\mu^{6}\right)^{2}} e^{i \beta} y^{\left[I n^{J} f_{J[0]}^{(q-1)}\right.} . \tag{D.50}
\end{align*}
$$

Notice that this system of equations contains derivatives with respect to variables $y^{I}$ only. With this in mind one easily finds that (D.46) implies

$$
\begin{equation*}
\epsilon_{J K L} y^{J} n^{K}\left(\delta^{[L \mid P}-n^{[L} n^{P}\right) \partial_{P}^{y}\left(n^{I} \mathfrak{f}_{I[0]}^{(q)}\right)=0, \tag{D.51}
\end{equation*}
$$

which indicates that $n^{I} \mathfrak{f}_{[00]}^{(q)}$ depends on $y^{J}$ only through its square $|y|^{2}=y^{J} y^{J}$.
Eq. (D.48) with leading order term of (D.43)

$$
\begin{equation*}
\mathfrak{f}_{I[0]}^{(q-1)}=n^{I} \mathfrak{f}_{(n)[0]}^{(q-1)}+y^{I} \mathfrak{f}_{(y)[0]}^{(q-1)} \tag{D.52}
\end{equation*}
$$

does not impose any condition of $\mathfrak{f}_{(n)[0]}^{q-1)}$ but requires $\mathfrak{f}_{(y)[0]}^{(q-1)}$ to obey $\left(y^{I} \partial_{I}^{y}+2\right) \mathfrak{f}_{(y)[0]}^{(q-1)}=0$. Nevertheless, as we will see in a moment, we have to choose the trivial solution of this equation.

Indeed, using (D.52) in (D.50), we find

$$
\begin{equation*}
\left(\delta^{I J}-n^{I} n^{J}\right) \partial_{J}^{y} \mathfrak{f}_{[0]}^{(q-3)}=\frac{\sqrt{2}}{\left(\mu^{6}\right)^{2}} e^{i \beta}\left(y^{I} \mathfrak{f}_{(n)[0]}^{(q-1)}-n^{I}\left(y^{J} y^{J}\right) \mathfrak{f}_{y[0]}^{(q-1)}\right) . \tag{D.53}
\end{equation*}
$$

As both l.h.s. and the first term in the r.h.s. of this equation vanish when contracted with $n^{I}$, the last term should vanish by itself,

$$
\begin{equation*}
\mathfrak{f}_{y[0]}^{(q-1)}=0 \quad \Rightarrow \quad \mathfrak{f}_{I[0]}^{(q-1)}=n^{I} \mathfrak{f}_{(n)[0]}^{(q-1)} . \tag{D.54}
\end{equation*}
$$

Then (D.53) reduces to

$$
\begin{equation*}
\left(\delta^{I J}-n^{I} n^{J}\right) \partial_{J}^{y} f_{[0]}^{(q-3)}=\frac{\sqrt{2}}{\left(\mu^{6}\right)^{2}} e^{i \beta} y^{I} \mathfrak{f}_{(n)[0]}^{(q-1)} . \tag{D.55}
\end{equation*}
$$

This equation implies that both $\mathfrak{f}_{[0]}^{(q-3)}$ and $\mathfrak{f}_{(n)[0]}^{(q-1)}$ depend on $y^{I}$ vector coordinate only through its length $|y|=\sqrt{y^{I} y^{I}}$ and that

$$
\begin{equation*}
\partial_{\left|\left|| |^{2} f_{[0]}^{(q-3)}\right.\right.}^{(q-1}=\frac{1}{\left(\mu^{6}\right)^{2} \sqrt{2}} e^{i \beta} \mathfrak{f}_{(n)[0]}^{(q-1)} . \tag{D.56}
\end{equation*}
$$

On the other hand, with the above conclusion on dependence on $y^{I}$ vector only through its length $|y|=\sqrt{y^{I} y^{I}}$, Eq. (D.39) reduces to $\partial_{\left.|y|\right|^{2}} \mathfrak{f}_{(n)[0]}^{(q-1)}=8 \sqrt{2} e^{-i \beta} \mathfrak{f}_{[0]}^{(q-3)}$. Using this and (D.56), we find a simple equation

$$
\begin{equation*}
\frac{\partial}{\partial|y|^{2}} \frac{\partial}{\partial|y|^{2}} \mathfrak{f}_{(n)[0]}^{(q-1)}=\frac{8}{\left(\mu^{6}\right)^{2}} \mathfrak{f}_{(n)[0]}^{(q-1)} \tag{D.57}
\end{equation*}
$$

which is solved by

$$
\begin{equation*}
\mathfrak{f}_{(n)[0]}^{(q-1)}=\mathfrak{h}^{(q-1)}(r, \beta, \vec{n}) \exp \left(-2 \sqrt{2} \frac{|y|^{2}}{\mu^{6}}\right) \tag{D.58}
\end{equation*}
$$

with some function $\mathfrak{h}^{(q-1)}(r, \beta, \vec{n})$ depending on the remaining coordinates.
Similarly one can study the case of other components of the state vector superfield, the statistics of which (bosonic if the superfield is bosonic) is opposite to the above discussed components (fermionic if the superfield is bosonic) which obey Eqs. (D.46) and (D.49). As the study of this case is a bit more involving then above, we will simplify it a bit by choosing a special frame in which $n^{I}=(0,0,1)=\delta_{3}^{I}$ and hence $y^{I}=\left(y^{1}, y^{2}, 0\right)=\delta_{r}^{I} y^{r}$.

In this $\mathrm{SO}(3)$ frame the solution of (D.51) can be written in the form $\mathfrak{f}_{3[0]}{ }^{(q)}\left(y^{J}\right)=\mathfrak{f}_{3[0]}{ }^{(q)}\left(|y|^{2}\right)$ and the remaining components of (D.46) and (D.49) acquire the following simple form

$$
\begin{align*}
& \partial_{r}^{y} \mathfrak{f}_{[0]}^{(q)}=8 i \sqrt{2} \epsilon_{s t} y^{t} \partial_{[s}^{y} \mathfrak{f}_{r][0]}^{(q)},  \tag{D.59}\\
& \partial_{s}^{y} \partial_{[r}^{y} \mathfrak{f}_{s][0]}^{(q)}=-\frac{i 2 \sqrt{2}}{\left(\mu^{6}\right)^{2}} \epsilon_{r s} y^{s} \mathfrak{f}_{[0]}^{(q)} . \tag{D.60}
\end{align*}
$$

Furthermore, as $r, s, t=1,2, \partial_{[s}^{y} \mathfrak{f}_{r][0]}^{(q)}=\epsilon_{s r} \tilde{\mathfrak{f}}_{[0]}^{(q)}\left(\right.$ with $\left.\tilde{\mathfrak{f}}_{[0]}^{(q)}=\frac{1}{2} \epsilon_{s r} \partial_{[s}^{y} \mathfrak{f}_{r][0]}^{(q)}\right)$ and the above equations further simplifies to

$$
\begin{equation*}
\partial_{r}^{y} \mathfrak{f}_{[0]}^{(q)}=8 i \sqrt{2} y^{r} \tilde{\mathfrak{f}}_{[0]}^{(q)}, \quad \partial_{s}^{y} \tilde{\mathfrak{f}}_{[0]}^{(q)}=-\frac{2 \sqrt{2} i}{\left(\mu^{6}\right)^{2}} y^{s} \mathfrak{f}_{[0]}^{(q)} \tag{D.61}
\end{equation*}
$$

Then it is easy to conclude that both $\mathfrak{f}_{[0]}^{(q)}$ and $\tilde{\mathfrak{f}}_{[0]}^{(q)}$ depend on $y^{I}$ through its square $|y|^{2}=y^{I} y^{I}$ and obey the second order linear differential equation in $|y|^{2}$, in particular

$$
\begin{equation*}
\partial_{|y|^{2}} \partial_{|y|^{2}} \mathfrak{f}_{[0]}^{(q)}=\frac{8}{\left(\mu^{6}\right)^{2}} \mathfrak{f}_{[0]}^{(q)} \tag{D.62}
\end{equation*}
$$

which is solved by

$$
\begin{equation*}
\mathfrak{f}_{[0]}^{(q)}=\mathfrak{h}_{[0]}^{(q)}(r, \beta, \vec{n}) \exp \left(-\frac{2 \sqrt{2}}{\mu^{6}}|y|^{2}\right) \tag{D.63}
\end{equation*}
$$

The sign of the expressions in the exponents of (D.58) and (D.63) is chosen to be such that the wavefunction is convergent in $y^{I}$. We will not consider higher orders of the Born-Oppenheimer-like approximation, as this goes beyond the score of this paper, but refer to [59] for such a study. Notice that there, besides the case of Matrix model obtained by dimensional reduction of $\mathrm{D}=3 \mathrm{SYM}$ model to $\mathrm{d}=1$ also the Matrix models proceeding from reduction of higher D SYM were studied and the exceptional properties of $\mathrm{D}=10$ case were noticed. This will appear in a setup similar to (6.49)-(6.51) from the field theory of our 10D mD0 model which we plan to quantize in the near future.
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[^0]:    ${ }^{1}$ In [46] and [47], for shortness, we allowed ourselves to call it "relative motion Hamiltonian", but in the context of present study such a name may be confusing and we avoid to use it.

[^1]:    ${ }^{2}$ BFSS is for Banks, Fischler, Shenker and Susskind, the authors of [56].

[^2]:    ${ }^{3}$ This constraint implies that $2 \times 2$ matrix $\left(v_{\alpha}^{1}, v_{\alpha}^{2}\right)$ belongs to double covering $\mathrm{SL}(2, \mathbb{R})$ of the 3 D Lorentz group $\mathrm{SO}(1,2)$. Hence the second name of Lorentz harmonics; see below, in particular footnote 13 , for more details and references.
    ${ }^{4}$ These are related with real Cartan forms $f^{p q}=v^{\alpha p} \mathrm{~d} v_{\alpha}^{q}$ used in [45] by

    $$
    f=\frac{1}{2}\left(f^{11}-f^{22}\right)-i f^{12}, \quad \bar{f}=\frac{1}{2}\left(f^{11}-f^{22}\right)+i f^{12}, \quad a=\frac{1}{2}\left(f^{11}+f^{22}\right)=\frac{1}{2} f^{q q}
    $$

[^3]:    ${ }^{5}$ To see this we can take the constant "vacuum" value of the spinors $v_{\alpha}^{q}=\delta_{\alpha}^{q}$ in (2.15) and find that with our representation for 3 D gamma-matrices (see p. 5 of [45]) the vectors are $u_{a}^{(0)}=\delta_{a}^{0}, u_{a}=-\delta_{a}^{0}+i \delta_{a}^{1}, \bar{u}_{a}=-\delta_{a}^{0}-i \delta_{a}^{1}$ and obey (2.26).

[^4]:    ${ }^{6}$ The Poisson brackets are defined essentially by relations (3.2) and Leibniz rules $[f g, h\}_{\mathrm{PB}}=f[g, h\}_{\mathrm{PB}}+(-)^{\varepsilon(f) \varepsilon(h)}[f, h\}_{\mathrm{PB}} g$, where $f, g$ and $h$ are arbitrary functions of coordinates $q^{A}$ and momenta $p_{A}$. One can also deduce an explicit expression $[f, g\}_{\mathrm{PB}}=(-)^{\varepsilon(A) \varepsilon(f)}\left(\frac{\partial f}{\partial q^{A}} \frac{\partial g}{\partial p_{A}}-(-)^{\varepsilon(A)} \frac{\partial f}{\partial p_{A}} \frac{\partial g}{\partial q^{A}}\right)$.
    ${ }^{7}$ We simplify a bit the definition of the Legendre transform as this cannot produce problems in our context. See e.g. sec. 3 of $[77]$ and references therein for more exact definition and examples of dynamical system where its use is essential.

[^5]:    ${ }^{8}$ Here and below $\approx$ implies a weak equality in the sense of [68], i.e. the relations between coordinates and momenta which can be used only after all Poisson brackets are calculated.

[^6]:    ${ }^{9}$ Notice that the last contributions on the r.h.s.'s of Eqs. (3.17), $-\frac{1}{N} \delta_{i}^{j} \delta_{k}^{l}$, yield their consistency with tracelessness of matrices, (2.1).

[^7]:    ${ }^{10}$ More precisely, one can understand this reduction of the phase space as fixing the gauge $\mathbb{A}_{\tau}=0$ by the symmetry generated by the constraint $\mathbb{P}_{\mathbb{A}}$ and then treating the constraint (3.29) as strong equality.
    ${ }^{11}$ Notice that a reincarnation of the pure gauge 1d gauge field $\mathbb{A}_{\tau}$, which we removed from consideration using the gauge symmetry generated by (3.29), in the Lagrange multiplier $\mathbb{Y}$ for the Gauss constraints (3.35).

[^8]:    ${ }^{12}$ Generically this procedure might result in appearance of further secondary constraints, but this does not happen in our case, where it produces a set of equations on the Lagrange multipliers.

[^9]:    ${ }^{13}$ Here "extended" refers to $\mathcal{N}=2$ supersymmetry and "enlarged" reflects the presence of additional bosonic spinor (spinor moving frame or Lorentz harmonic) coordinates. The terminology goes back to [71] which developed the line of seminal papers on Harmonic superspaces [72-75]. See Appendix C for more discussion.

[^10]:    ${ }^{14}$ To be precise, we should also say that $\Xi$ depends on the 1 d gauge field $\mathbb{A}_{\tau}$, but then we should subject it to the quantum constraint (3.29) which reads $\frac{\partial}{\partial \dot{\mathbb{A}}_{\tau}} \Xi=0$ and implies just independence on $\mathbb{A}_{\tau}$. We allowed ourselves to "straighten" the presentation by omitting this stage.

[^11]:    ${ }^{15}$ Actually they are sections of a fiber bundle $\pi: \mathrm{SU}(2) \mapsto \mathrm{SU}(2) / \mathrm{U}(1)$ with structure group $\mathrm{U}(1)$, which can be identified with Hopf fibration of $\mathbb{S}^{3}=S U(2)$ over $\mathbb{S}^{2}=S U(2) / \mathrm{U}(1)$ with fiber $\mathbb{S}^{1}=\mathrm{U}(1)$. However, such mathematical subtleties are beyond the score of this paper.
    ${ }^{16}$ Notice that in 3D the set of possible statistics is not exhausted by the Bose-Einstein and Fermi-Dirac options and includes also anyons [78-80], in particular quartions [81], which can be collected in exotic supermultiplets [82]. We will not address these possibilities in the present paper.

[^12]:    ${ }^{17}$ The fermionic operator in the l.h.s. of $(6.20)$ is the result of the dimensional reduction of the 4 d fermionic covariant derivative $\overline{\mathrm{D}}_{\dot{\alpha}}=\bar{\partial}_{\dot{\alpha}}+i\left(\theta \sigma^{\underline{a}}\right)_{\dot{\alpha}} \partial_{\underline{a}}$ if the dimensional reduction implies $\partial_{x^{\perp}}:=\partial_{x^{2}}=i m$.

[^13]:    ${ }^{18}$ See [65] and refs. therein for studies of 3D YM model in Schrödinger representation.

[^14]:    ${ }^{19}$ Of course, the quantization of the same system in the frame of standard formulation, with the action given by the bosonic limit of (2.6), can be easily performed and gives an expected result: theory of free scalar field obeying the Klein-Gordon equation. We however are interested in quantization of this simple system in its moving frame formulation as this arises as a pure bosonic limit of our 3D mD0 system when we set to zero all the matrix fields.

[^15]:    ${ }^{20}$ Notice that this is a deformed version of Gupta-Bleuler quantization. As we have already written in the main text and shown in Appendix B, the canonical Gupta-Bleuler approach to the bosonic second class constraints of our system fails to produce the correct result equivalent to the Dirac bracket quantization.

[^16]:    ${ }^{21} \Omega^{(0)}$ will be also present in the expression, but coefficient for it will not produce independent equations. This fact reflects the $U(1)$ gauge symmetry of our construction.

