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#### Abstract

The quantum Yang-Baxter equation is a braiding condition on vector spaces which is of high relevance in several fields of mathematics, such as knot theory and quantum group theory. Their combinatorial counterpart are set-theoretic solutions to the Yang-Baxter equation, whose investigation is strongly driven by the study of algebraic objects called (skew) braces. In this article, we focus on indecomposable involutive non-degenerate set-theoretic solutions to the Yang-Baxter equation. More specifically, through a thorough analysis of their associated braces, we give a full classification of those which are of size $p^{2}$, for $p$ a prime.


## Introduction

The quantum Yang-Baxter equation, named after the physicists Chen-Ning Yang and Rodney James Baxter, first appeared in the context of statistical mechanics and integrable systems $[3,22]$. Given a (typically complex) vector space $V$, call a linear operator $R: V^{\otimes 2} \rightarrow V^{\otimes 2}$ a solution to the Yang-Baxter equation if $R$ is bijective and satisfies the following equation within $\operatorname{End}\left(V^{\otimes 3}\right)$ :
(YBE)

$$
\left(R \otimes \operatorname{id}_{V}\right)\left(\operatorname{id}_{V} \otimes R\right)\left(R \otimes \operatorname{id}_{V}\right)=\left(\operatorname{id}_{V} \otimes R\right)\left(R \otimes \operatorname{id}_{V}\right)\left(\mathrm{id}_{V} \otimes R\right)
$$

Outside of physics, solutions to this equation have been recognized to be of importance in low-dimensional topology, as results of Turaev [21] show that each Yang-Baxter operator gives rise to an associated knot invariant. While these operators are therefore of high importance in knot theory, they are very difficult to construct; initially, the only source of solutions was the theory of quantum groups. However, Drinfeld [8] observed that a particular class of solutions provides a handier way to obtain classes of solutions by demanding that $R$ permutes the tensors $v_{i} \otimes v_{j}$ where $\left(v_{i}\right)_{i \in I}$ is a basis of $V$. By doing so, one gets a discretized version of the Yang-Baxter equation, the set-theoretic Yang-Baxter equation, which consists of a set $X$ and a bijection $r: X^{2} \rightarrow X^{2}$ that satisfies the following equation in $\operatorname{Sym}_{X^{3}}$, the symmetric group on the set $X^{3}$ :

$$
\begin{equation*}
\left(r \times \operatorname{id}_{X}\right)\left(\mathrm{id}_{X} \times r\right)\left(r \times \mathrm{id}_{X}\right)=\left(\mathrm{id}_{X} \times r\right)\left(r \times \mathrm{id}_{X}\right)\left(\mathrm{id}_{X} \times r\right) . \tag{SYBE}
\end{equation*}
$$

Besides the simpler, combinatorial flavour of this equation, Drinfeld's intention was to submit these solutions to a deformation process from which novel linear solutions can be obtained.

Indeed, set-theoretic solutions admit an analysis via algebraic methods, the first steps being made by Etingof, Schedler and Soloviev [9] and Gateva-Ivanova and Van den Bergh [11].

A homomorphism of cycle sets $f:(X, r) \rightarrow(Y, s)$ is a map $f: X \rightarrow Y$ such that $(f \times f) r=s(f \times f)$. An isomorphism of cycle sets is a bijective homomorphism.

Writing a set-theoretic solution $(X, r)$ as $r(x, y)=\left(\lambda_{x}(y), \rho_{y}(x)\right)$ we call it
(1) non-degenerate if the mappings $\lambda_{x}, \rho_{x}$ are bijective for all $x \in X$,
(2) involutive if $r^{2}=\mathrm{id}_{X^{2}}$.

By the size of a set-theoretic solution, we mean the size of $X$. From now on, when talking about set-theoretic solutions to the Yang-Baxter equation that are finite, involutive and non-degenerate we will most of the time simply write set-theoretic solutions or solutions.

Rump has shown in [17] that the binary operation $x \cdot y=\lambda_{x}^{-1}(y)$ turns a solution $X$ into a particularly easy algebraic structure; a (non-degenerate) cycle set, which is defined as a set $X$ with a binary operation $(x, y) \mapsto x \cdot y$ such that the following axioms are satisfied:

$$
\begin{equation*}
(x \cdot y) \cdot(x \cdot z)=(y \cdot x) \cdot(y \cdot z) \quad \forall x, y, z \in X \tag{C1}
\end{equation*}
$$

the map $\quad y \mapsto \sigma_{x}(y)=x \cdot y$ is bijective for all $x \in X$,
the square map $\quad x \mapsto \operatorname{Sq}(x)=x \cdot x \quad$ is bijective.
The cycle sets considered in this work will always be assumed to be of finite size and will be referred to as cycle sets, without the predicate non-degenerate. Cycle sets are in bijective correspondence with set-theoretic solutions to the Yang-Baxter equation. More precisely, given a cycle set $(X, \cdot)$ then $\left(X, r_{X}\right)$ is a set-theoretic solution to the YBE, where $r_{X}: X^{2} \rightarrow X^{2}$ is given by

$$
r_{X}(x, y)=\left(\sigma_{x}^{-1}(y), \sigma_{x}^{-1}(y) \cdot x\right)
$$

Homomorphisms of cycle sets are defined in the obvious way. Consequently, this holds for all derived notions, such as isomorphisms. Note that isomorphisms of cycle sets translate to isomorphisms of set-theoretic solutions under the correspondence described above. As usual, if there is no danger of confusion, a cycle set $(X, \cdot)$ is simply referred to by its underlying set $X$.

Of particular importance for understanding general cycle sets is the class of indecomposable cycle sets. A cycle set $X$ is called indecomposable if there are no subsets $X_{1}, X_{2} \neq \emptyset$ closed under the cycle set operation such that $X=X_{1} \cup$ $X_{2}$. In a sense, they are elementary building blocks for cycle sets and turn out to be significantly more well-behaved. This can be seen from computations of Akgün, Mereb and Vendramin [1] that imply that the number of cycle sets of given cardinality grows in an aggressive manner, while the number of indecomposable cycle sets stays quite small. This indicates that there are strong obstructions for a cycle set to be indecomposable. Note that a cycle set $(X, \cdot)$ is indecomposable if and only if the corresponding set-theoretic solution $(X, r)$ is indecomposable in the sense that there is no partition $X=A \sqcup B(A, B \neq \emptyset)$ such that $r\left(A^{2}\right)=A^{2}$ and $r\left(B^{2}\right)=B^{2}$.

Indeed, up to isomorphism, there is only one indecomposable cycle set of size $p$, $p$ a prime number, that is given by $X=\mathbb{Z}_{p}$ with the operation $x \cdot y=y+1[9$, Theorem 2.13]. Furthermore, Jedlička and Pilitowska [14] have recently classified all indecomposable cycle sets of multipermutation level 2 by group-theoretic means. In particular, this includes all indecomposable cycle sets of order $p q$ that are of finite multipermutation level, where $p, q$ are (not necessarily distinct) primes. Cedó and Okniński [6, Section 5] have described a class of simple cycle sets of size $p^{2}, p$ a prime. In [7], the same authors have recently proven that all indecomposable cycle sets of squarefree size are of finite multipermutation level.

In this article, we build on these results by providing a full classification of indecomposable cycle sets of size $p^{2}, p$ a prime. Using the correspondence between cycle sets and set-theoretic solutions, our final result, Theorem 5.1, reformulated in terms of set-theoretic solutions, will be as follows:

Theorem. Each non-degenerate, indecomposable, involutive set-theoretic solution $(X, r)$ to the Yang-Baxter equation of size $p^{2}$ for some prime $p$ is isomorphic to one of the following solutions:
(1) $X=\mathbb{Z}_{p^{2}}$, with $r(x, y)=(y+1, x-1)$.
(2) $X=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$, with

$$
r\binom{(a, x)}{(b, y)}=\binom{\left(b-1, y-\chi_{0}(b-1) S-\Phi(b-1-a)\right)}{\left(a+1, x+\chi_{0}(a) S+\Phi(a-b+1)\right)}
$$

where $\Phi: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ is a non-constant map with $\Phi(0)=0, S \in \mathbb{Z}_{p}$ and $\chi_{0}: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ with

$$
\chi_{0}(x)= \begin{cases}1 & x=0 \\ 0 & x \neq 0\end{cases}
$$

The parameters $S, \Phi$ and $S^{\prime}, \Phi^{\prime}$ define isomorphic solutions if and only if $S=S^{\prime}$ and $\alpha \Phi=\Phi^{\prime}$ for some $\alpha \in \mathbb{Z}_{p}^{*}$.
(3) $X=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$, with

$$
r\binom{(a, x)}{(b, y)}=\binom{\left(\alpha^{-1} b-x, \alpha^{-1} y-\Phi\left(\alpha^{-1} b-x-a\right)\right)}{(\alpha a+y-\Phi(b-\alpha x-\alpha a), \alpha x+\Phi(\alpha a-\alpha x-b))}
$$

where $\Phi: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ is a non-constant map with $\Phi(x)=\Phi(-x)$ and $\alpha \in \mathbb{Z}_{p}^{*}$ is such that $\Phi(\alpha x)=\alpha \Phi(x)$.

The parameters $\alpha, \Phi$ and $\alpha^{\prime}, \Phi^{\prime}$ define isomorphic solutions if and only if $\alpha=\alpha^{\prime}$ and there is a $\beta \in \mathbb{Z}_{p}^{*}$ such that $\beta^{-1} \Phi(\beta x)=\Phi^{\prime}(x)$ for all $x \in \mathbb{Z}_{p}$.
Note that the classification of indecomposable retractable solutions of size $p^{2}$ follows from the theoretical classification of indecomposable solutions of multipermutation level 2 by Jedlička and Pilitowska in [14]. In Section 2, we merely give them in a more explicit form building further upon their results, which also gives a more uniform presentation compared to the irretractable case.

The strategy to tackle the irretractable case is to first restrict to the case when the permutation group of a solution is a $p$-group (Section 3) and then construct all irretractable solutions by an extension procedure (Section 4).

We conclude this article by comparing the found solutions with a family of solutions that have recently been constructed by Cedó and Okniński [6], thus answering [6, Question 7.4] affirmatively. Furthermore, we give an enumeration of the irretractable solutions.

## 1. Preliminaries

Recall that a brace is a triple $(A,+, \circ)$, where $(A,+)$ is an abelian group and $(A, \circ)$ is a group such that for all $a, b, c \in A$ a skew left distributivity holds

$$
a \circ(b+c)=a \circ b-a+a \circ c,
$$

where $-a$ denotes the inverse of $a$ in $(A,+)$. Similarly, the inverse of an element $a \in A$ with respect to the operation $\circ$ will be denoted by $\bar{a}$.

The group $A^{+}=(A,+)$ is the additive group of $A$ and $A^{\circ}=(A, \circ)$ is the multiplicative group of $A$. We will also denote the conjugation by $a$ in $A^{\circ}$ as ${ }^{a} b=a \circ b \circ \bar{a}$ for all $a, b \in A$. For $n \in \mathbb{Z}, a \in A$, the $n$-th power of $a$ in $A^{+}$is denoted $n a$ and the $n$-th power in $A^{\circ}$ is denoted $a^{\circ n}$.

There is an action by automorphisms of $A^{\circ}$ on $A^{+}$called the $\lambda$-action defined by

$$
\lambda_{a}(b)=-a+a \circ b
$$

for all $a, b \in A$. Related to this, there is also the operation

$$
a * b=\lambda_{a}(b)-b=-a+a \circ b-b,
$$

which is easily verified to be left distributive with respect to the addition. The set of fixed points of the $\lambda$-action is denoted by

$$
\operatorname{Fix}(A)=\{a \in A: b+a=b \circ a \text { for all } b \in A\}=\{a \in A \mid b * a=0 \text { for all } b \in A\} .
$$

A subbrace of $A$ is simply a subset $I$ of $A$ that is a subgroup of both $A^{+}$and $A^{\circ}$.
A left ideal of $A$ is a subset $I$ of $A$ such that $I$ is a subgroup of $A^{+}$, and $\lambda_{a}(I) \subseteq I$ for all $a \in A$. Note that in particular, every characteristic subgroup of $A^{+}$is a left ideal. If additionally, $I$ is a normal subgroup of $A^{\circ}$, one calls $I$ an ideal.

The socle of $A$ is the ideal

$$
\operatorname{Soc}(A)=\operatorname{ker} \lambda=\{a \in A \mid a \circ b=a+b \text { for all } b \in A\}
$$

Lemma 1.1. Let $A$ be a brace, then

$$
\lambda_{a}(b)=-a+{ }^{a} b+\lambda_{a} b(a) \text { for all } a, b \in A .
$$

In particular, if $a \in \operatorname{Fix}(A)$, then $\lambda_{a}(b)={ }^{a} b$ for all $b \in A$ and thus $\lambda_{a}$ is a brace automorphism of $A$.

Proof. Observe that $\lambda_{a}(b)=-a+a \circ b=-a+{ }^{a} b \circ a=-a+{ }^{a} b+\lambda_{a} b(a)$.
Lemma 1.2. Let $A$ be a brace. Then $\operatorname{Fix}(A) \cap Z\left(A^{\circ}\right) \subseteq \operatorname{Soc}(A)$.
Proof. Let $f \in \operatorname{Fix}(A) \cap Z\left(A^{\circ}\right)$, then Lemma 1.1 implies that $\lambda_{f}(a)={ }^{f} a=a$ for all $a \in A$, i.e. $f \in \operatorname{Soc}(A)$.

Theorem 1.3. Let $A$ be a brace and $B$ a subbrace such that $B^{\circ}$ acts trivially on $A^{+} / B^{+}$under the $\lambda$-action. Furthermore, assume that $B^{\circ}$ is normal in $A^{\circ}$. Then $B$ is an ideal of $A$.

Proof. Let $b \in B$. We have to show that $\lambda_{a}(b) \in B$ for all $a \in A$. Note that ${ }^{a} b \in B$ because $B$ is normal in $A^{\circ}$, therefore $\lambda_{a}(a) \in a+B$ as $B^{\circ}$ acts trivially on $A^{+} / B^{+}$. Using Lemma 1.1 and the normality of $B^{+}$, we deduce that

$$
\lambda_{a}(b)=-a+{ }^{a} b+\lambda_{a} b(a) \in-a+B+a+B=B .
$$

Given a prime $p$, we mean by a $p$-brace a finite brace whose size is a power of $p$.
Proposition 1.4. Let $A$ be a p-brace and $B \subseteq A$ a subbrace with $|A|=p|B|$. Then $B$ is an ideal of $A$.

Proof. $A^{+} / B^{+}$is cyclic of order $p$ and therefore is acted upon trivially by $B^{\circ}$. Furthermore, as $\left[A^{\circ}: B^{\circ}\right]=p$ is the smallest prime divisor of $|A|$, the subgroup $B^{\circ}$ is normal in $A^{\circ}$. It follows from Theorem 1.3 that $B$ is an ideal of $A$.

We will not use this consequence but it is worth noting that this line of argumentation proves, more generally, the following statement for skew braces [12]:
Corollary 1.5. Let $A$ be a finite skew brace and $B$ a subbrace such that $p=|A| /|B|$ is equal to the least prime dividing $|A|$. Then $B$ is an ideal of $A$.

Lemma 1.6. If $A$ is a p-brace, then $\operatorname{Fix}(A) \neq 0$. Moreover, if $A^{\circ}$ is abelian, then $\operatorname{Soc}(A) \neq 0$.

Proof. $\operatorname{Fix}(A)$ is the set of fixed points under the action $\lambda: A^{\circ} \rightarrow \operatorname{Aut}\left(A^{+}\right)$. It is well-known that an action of a $p$-group by automorphisms of a $p$-group always has non-trivial fixed points.

If we assume that $A^{\circ}$ is abelian, Lemma 1.2 implies that $\operatorname{Fix}(A) \subseteq \operatorname{Soc}(A)$, hence $\operatorname{Soc}(A) \neq 0$ as well.

If $X$ is a set, we denote by $\operatorname{Sym}_{X}$ the symmetric group consisting of all permutations of $X$. If $n$ is a positive integer, we write $\operatorname{Sym}_{n}=\operatorname{Sym}_{\{1, \ldots, n\}}$.

Let $G$ be a group acting on a set $X$. A system of imprimitivity is a partition $X=\bigsqcup_{i \in I} X_{i}$ that is invariant under the group action in the sense that for any $g \in G, i \in I$, there is a $j \in I$ such that $g \cdot X_{i}=X_{j}$. The subsets $X_{i}$ are called blocks of the system. A system of imprimitivity is trivial if either $|I|=1$ or $\left|X_{i}\right|=1$ for all $i \in I$. Else it is non-trivial.

Recall that if $X$ is finite and $G$ is transitive, then $G$ acts transitively on the blocks of a system of imprimitivity, and $\left|X_{i}\right|=\left|X_{j}\right|$ for all $i, j \in X$. In particular, all $\left|X_{i}\right|$ divide $|X|$.
Lemma 1.7. Let $G$ be a non-abelian p-group with a transitive action on a set $X$ of size $p^{2}$. Then $G$ has at most one non-trivial system of imprimitivity.

Proof. If there is more than one non-trivial system of imprimitivity, a theorem of Lucchini [16, Theorem 1] implies that $G \leqslant \operatorname{Sym}_{p} \times \operatorname{Sym}_{p}$. But if $G$ is a $p$-group, this forces $G$ to be isomorphic to a subgroup of $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ and therefore to be abelian.

Let $G, H$ be groups such that $G$ acts on the set $X$. Then the wreath product is defined as the semidirect product $G \imath_{X} H=G \ltimes H^{X}$ where $G$ acts on $H^{X}$ by $g \cdot\left(h_{x}\right)_{x \in X}=\left(h_{g^{-1} \cdot x}\right)_{x \in X}$. If the action of $G$ on $X$ is clear, we will generally suppress the subscript- $X$ and write $G \imath H$.

If additionally, $H$ acts on a set $Y$ then $G \imath H$ acts on $X \times Y$ by permutations of the form

$$
(x, y) \mapsto\left(g \cdot x, h_{x} \cdot y\right)
$$

where $g \in G$, and $\left(h_{x}\right)_{x \in X}$ is a family of elements in $H$.
Proposition 1.8. Let $G \leqslant \operatorname{Sym}_{\mathbb{Z}_{p} \times \mathbb{Z}_{p}}$ be a transitive solvable group such that the sets $\{a\} \times \mathbb{Z}_{p}, a \in \mathbb{Z}_{p}$, form a system of imprimitivity, then $G$ is conjugate to a subgroup of $\operatorname{AGL}(1, p)$ $\mathrm{AGL}(1, p)$. If moreover $G$ is a $p$-group, then $G$ is conjugate to a subgroup of $\mathbb{Z}_{p} \prec \mathbb{Z}_{p}$.
Proof. Let $G$ be as above. As $G$ respects the given system of imprimitivity, it is well-known that $G \leqslant \operatorname{Sym}_{p} 2 \operatorname{Sym}_{p}$, where the action of the wreath product on $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ is precisely as described above.

As a special case of [13, II, Satz 3.2], we know that every solvable transitive subgroup of $\mathrm{Sym}_{\mathbb{Z}_{p}}$ is conjugate to a subgroup of $\operatorname{AGL}(1, p)$. So we conclude that $G$ is conjugate to a subgroup of $\operatorname{AGL}(1, p)$ 乙 $\operatorname{AGL}(1, p)$. As $\mathbb{Z}_{p}$ Z $\mathbb{Z}_{p}$ is a $p$-Sylow subgroup of $\operatorname{AGL}(1, p)$ ¡ $\operatorname{AGL}(1, p)$ also the last part of the statement follows.

Note that elements of $\mathbb{Z}_{p} \backslash \mathbb{Z}_{p}$ are precisely permutations of the form

$$
(a, x) \mapsto\left(a+\beta, x+\gamma_{a}\right)
$$

with $\beta, \gamma_{1}, \ldots, \gamma_{p} \in \mathbb{Z}_{p}$.
On any brace $A$ we have a canonical cycle set structure $(A, \cdot)$ where $a \cdot b=\lambda_{a}^{-1}(b)$. A subset $X \subseteq A$ is a cycle base of $A$ if it is a sub-cycle set of $(A, \cdot)$ and also $X$ generates the groups $A^{+}$and $A^{\circ}$. A cycle base is called transitive if $X$ forms an orbit under the $\lambda$-action of $A$, or equivalently if $X$ is an indecomposable cycle set.

To a cycle set $(X, \cdot)$ we associate its structure group

$$
\left.(G(X), \circ)=\langle X| x \circ y=\sigma_{x}^{-1}(y) \circ\left(\sigma_{x}^{-1}(y) \cdot x\right) \text { for all } x, y \in X\right\rangle
$$

There is a unique way of defining an addition on $G(X)$ such that $x+y=x \circ \sigma_{x}(y)$ for $x, y \in X$ and $(G(X),+, \circ)$ is a brace, the structure brace of $X$. The canonical map $\iota:(X, \cdot) \rightarrow(G(X), \cdot): x \mapsto x$ is always an injective cycle set homomorphism, so we can identify $X$ with $\iota(X)$. Note that it follows immediately from the definition that $\iota(X)$ is a cycle base of $G(X)$.

To any cycle set $X$ we associate its permutation group, defined as

$$
\mathcal{G}(X)=\left\langle\sigma_{x} \mid x \in X\right\rangle \subseteq \operatorname{Sym}_{X}
$$

Recall that a cycle set $X$ is indecomposable if and only if $\mathcal{G}(X)$ acts transitively on $X$. The above group structure will also be denoted by $\mathcal{G}(X)^{\circ}$ and we obtain, as described in [5], a brace structure $(\mathcal{G}(X),+, \circ)$ by defining $\sigma_{x}^{-1}+\sigma_{y}^{-1}=\sigma_{x}^{-1} \circ \sigma_{\sigma_{x}(y)}^{-1}$ for $x, y \in X$. Note that this means that we obtain a surjective brace homomorphism $G(X) \rightarrow \mathcal{G}(X): x \mapsto \sigma_{x}^{-1}$, where the kernel is precisely $\operatorname{Soc}(G(X))$. As a result, the canonical map

$$
\pi:(X, \cdot) \mapsto(\mathcal{G}(X), \cdot) ; \quad x \mapsto \sigma_{x}^{-1}
$$

becomes a cycle set homomorphism. The image $\pi(X)$ is called the retraction of $X$, denoted $\operatorname{Ret}(X)$. If $\pi$ is injective, hence $(X, \cdot)$ is isomorphic to a sub-cycle set of $(\mathcal{G}(X), \cdot)$, then we say that $X$ is irretractable. When $\pi$ is not injective, $(X, \cdot)$ is retractable. Note that $\pi(x)=\pi(y)$ if and only if $\sigma_{x}=\sigma_{y}$. If moreover, we can obtain a one-element cycle set by iteratively repeating the retraction process on a cycle set $X$, we say that $X$ has finite multipermutation level. More precisely, if $k$ is the smallest value such that $\left|\operatorname{Ret}^{k}(X)\right|=1$, then we say that $X$ has multipermutation level $k$.

By a result of Cedó and Okniński [7, Lemma 3.3] we have:
Proposition 1.9. Let $f: X \rightarrow Y$ be a surjective cycle set homomorphism between finite cycle sets. If $X$ is indecomposable, then $Y$ is also indecomposable and the fibres $f^{-1}(y)$ all have the same cardinality. In particular, $|Y|$ divides $|X|$.

## 2. Indecomposable retractable cycle sets of size $p^{2}$

Let $e_{i}$ be the canonical basis of $\bigoplus_{i \in \mathbb{Z}} \mathbb{Z}$. We define

$$
c_{k}= \begin{cases}\sum_{i=1}^{-k}-e_{1-i} & k<0 \\ 0 & k=0 \\ \sum_{i=1}^{k} e_{i} & k>0\end{cases}
$$

For the reader's convenience, we first recall a special case of the construction of indecomposable cycle sets of multipermutation level 2 by Jedlička and Pilitowska [14, Proposition 5.1, Proposition 5.7].

Theorem 2.1. Let $X$ be an indecomposable cycle set of multipermutation level 2 such that $|\operatorname{Ret}(X)|=m$, then there exist
(1) a subgroup $H \leqslant \bigoplus_{i \in \mathbb{Z}} \mathbb{Z}$ such that $c_{i}-c_{i+m} \in H$ for all $i \in \mathbb{Z}$,
(2) $s \in\left(\bigoplus_{i \in \mathbb{Z}} \mathbb{Z}\right) / H$,
such that $X$ is isomorphic to a cycle set of the form $X=\left(\mathbb{Z} \times \bigoplus_{i \in \mathbb{Z}} \mathbb{Z}\right) / \sim$ where

$$
(a, x) \sim(b, y) \Longleftrightarrow a-b \equiv 0 \quad(\bmod m) \text { and } x-y \equiv \frac{a-b}{m} s \quad(\bmod H)
$$

and

$$
[(a, x)] \cdot[(b, y)]=\left[\left(b-1, y-c_{a-b}+c_{-b}\right)\right]
$$

Moreover, different choices of $H$ and s yield non-isomorphic cycle sets.
We are now able to give a more explicit version of the above result. For an abelian group $(A,+)$ we define $\chi_{0}: A \rightarrow \mathbb{Z}$ as

$$
\chi_{0}(x)= \begin{cases}1 & x=0 \\ 0 & x \neq 0\end{cases}
$$

Theorem 2.2. Let $X$ be an indecomposable cycle set of multipermutation level 2 such that $|\operatorname{Ret}(X)|=m$, then $X$ is isomorphic to a cycle set of the form $X=\mathbb{Z}_{m} \times A$ with the multiplication

$$
(a, x) \cdot(b, y)=\left(b+1, y+\chi_{0}(b) S+\Phi(b-a)\right)
$$

where $(A,+)$ is an abelian group and $\Phi: \mathbb{Z}_{m} \rightarrow A$ is a non-constant map such that $\Phi(0)=0$ and $S \in A$. Two such cycle sets, given by $(A, \Phi, S)$ and $\left(B, \Phi^{\prime}, S^{\prime}\right)$, are isomorphic if and only if there exists a group isomorphism $f: A \rightarrow B$ such that $\Phi^{\prime}=f \Phi$ and $f(S)=S^{\prime}$.

Proof. Note that the elements $\{(a, x) \mid 1 \leqslant a \leqslant m, x \in A\}$ form a system of representatives for the relation $\sim$. We define the map

$$
\psi:\left(\mathbb{Z} \times \bigoplus_{i \in \mathbb{Z}} \mathbb{Z}\right) / \sim \rightarrow \mathbb{Z}_{m} \times\left(\bigoplus_{i \in \mathbb{Z}} \mathbb{Z}\right) / H
$$

as $\psi([(a, x)])=(a, x)$ for $1 \leqslant a \leqslant m$. In particular,

$$
\psi([(0, x)])=\psi([(m, x+s)])=(m, x+s)
$$

Under this identification, we find that the cycle set as given in Theorem 2.1 is isomorphic to the cycle set on $\mathbb{Z}_{m} \times\left(\bigoplus_{i \in \mathbb{Z}} \mathbb{Z}\right) / H$ given by

$$
(a, x) \cdot(b, y)=\left(b-1, y-\chi_{0}(b) s-c_{a-b}+c_{-b}\right)
$$

Now instead of starting from $H \leqslant \bigoplus_{i \in \mathbb{Z}} \mathbb{Z}$ and $s \in \bigoplus_{i \in \mathbb{Z}} \mathbb{Z} / H$ we can also start with an abelian group $A, s \in A$ and a group homomorphism $\phi: \bigoplus_{i \in \mathbb{Z}} \mathbb{Z} \rightarrow A$; we then set $H=\operatorname{ker} \phi$. As the $c_{i}, i \neq 0$, form a basis of $\bigoplus_{i \in \mathbb{Z}} \mathbb{Z}$, we can freely choose the images $\phi\left(c_{i}\right) \in A$ as long as $\phi\left(c_{i}\right)=\phi\left(c_{i+m}\right)$. If we denote $\phi\left(c_{i}\right)=\Phi(i)$ we see that every such $\phi$ uniquely corresponds to a map $\Phi: \mathbb{Z}_{m} \rightarrow A$ such that $\Phi(0)=0$. Using $\phi$ to identify $\bigoplus_{i \in \mathbb{Z}} \mathbb{Z} / H$ and $A$ we find a cycle set structure on $\mathbb{Z}_{m} \times A$ given by

$$
(a, x) \cdot(b, y)=\left(b-1, y-\chi_{0}(b) s-\Phi(a-b)+\Phi(-b)\right)
$$

Recall that different choices of $H$ and $s$ give non-isomorphic cycle sets. It is clear that for two abelian groups $A, B, s \in A, s^{\prime} \in B$, and maps $\Phi: \mathbb{Z}_{m} \rightarrow A$ and $\Phi^{\prime}: \mathbb{Z}_{m} \rightarrow B$, the associated homomorphism $\phi$ and $\phi^{\prime}$ have the same kernel $H$ if and only if there exists a group isomorphism $f: A \rightarrow B$ such that $\phi^{\prime}=f \phi$, or equivalently $\Phi^{\prime}=f \Phi$. Moreover, $s$ and $s^{\prime}$ correspond to the same element in $\bigoplus_{i \in \mathbb{Z}} \mathbb{Z} / H$ precisely if $f(s)=s^{\prime}$.

At last, define $g: \mathbb{Z}_{m} \rightarrow A$ as $g(b)=\sum_{i=0}^{b-1} \Phi(i)$ for $1 \leqslant b \leqslant m$. If $b \neq 0$, then $g(b+1)-g(b)=\Phi(b)$ and if $b=0$ then $g(b+1)-g(b)=-\sum_{i=1}^{m-1} \Phi(i)$. Under the permutation $\theta:(a, x) \mapsto(-a,-x+g(a))$ the cycle set structure now becomes

$$
\begin{aligned}
\theta^{-1}(\theta(a, x) \cdot \theta(b, y)) & =\theta^{-1}((-a,-x+g(a)) \cdot(-b,-y+g(b))) \\
& =\theta^{-1}\left(-b-1,-y+g(b)-\chi_{0}(b) s-\Phi(b-a)+\Phi(b)\right) \\
& =\left(b+1, y-g(b)+\chi_{0}(b) s+\Phi(b-a)-\Phi(b)+g(b+1)\right) \\
& =\left(b+1, y+\chi_{0}(b) S+\Phi(b-a)\right)
\end{aligned}
$$

where $S=s-\sum_{i=0}^{m-1} \Phi(i)$. To conclude the proof, note that if we are given an abelian group $B$, an isomorphism $f: A \rightarrow B$ and we set $\Phi^{\prime}=f \Phi$, then $f(s)=s^{\prime}$ if and only if $f(S)=f\left(s-\sum_{i=0}^{m-1} \Phi(i)\right)=s^{\prime}-\sum_{i=1}^{m-1} \Phi^{\prime}(i)=S^{\prime}$.

Remark 2.3. Note that the solutions of the YBE on $X=\mathbb{Z}_{p} \times A$ corresponding to the cycle sets in Theorem 2.2 are given by

$$
r\binom{(a, x)}{(b, y)}=\binom{\left(b-1, y-\chi_{0}(b-1) S-\Phi(b-1-a)\right)}{\left(a+1, x+\chi_{0}(a) S+\Phi(a-b+1)\right)}
$$

Corollary 2.4. Let $X$ be a retractable indecomposable cycle set of size $p^{2}, p$ a prime, then $X$ has finite multipermutation level and is isomorphic to one of the following.
(1) $X=\mathbb{Z}_{p^{2}}$ with $x \cdot y=y+1$.
(2) $X=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$, with

$$
(a, x) \cdot(b, y)=\left(b+1, y+\chi_{0}(b) S+\Phi(b-a)\right)
$$

where $\Phi: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ is a non-constant map such that $\Phi(0)=0$ and $S \in \mathbb{Z}_{p}$. The parameters $S, \Phi$ and $S^{\prime}, \Phi^{\prime}$ define isomorphic cycle sets if and only if $S^{\prime}=\alpha S$ and $\Phi^{\prime}=\alpha \Phi$ for some $\alpha \in \mathbb{Z}_{p}^{*}$.

Proof. It follows from Proposition 1.9 that $|\operatorname{Ret}(X)| \in\{1, p\}$. If $|\operatorname{Ret}(X)|=1$ then $X$ clearly has finite multipermutation level and is isomorphic to the given cyclic cycle set on $\mathbb{Z}_{p^{2}}$. If $|\operatorname{Ret}(X)|=p$, then we know that $\operatorname{Ret}(X)$ is isomorphic to the cycle set on $\mathbb{Z}_{p}$ with $x \cdot y=y+1$ [9, Theorem 2.13]. In particular, $|\operatorname{Ret}(\operatorname{Ret}(X))|=1$ and thus $X$ has multipermutation level 2 . The statement now follows directly from Theorem 2.2.

## 3. Indecomposable irretractable cycle sets of size $p^{2}$ - The $p$-Group CASE

In this section, we will solve the following problem:
Problem 3.1. Let $p$ be a prime. Find all isomorphism classes of indecomposable irretractable cycle sets $(X, \cdot)$ of size $p^{2}$ such that $\mathcal{G}(X)$ is a $p$-group.

We first construct these solutions in Section 3.1. In Section 3.2 we then study when such solutions are isomorphic and moreover we determine their automorphism groups.

### 3.1. Constructing the solutions. We first observe the following:

Proposition 3.2. Let $X$ be an irretractable cycle set such that $\mathcal{G}(X)$ is a p-brace, then $\operatorname{Soc}(\mathcal{G}(X))=0$ and $\mathcal{G}(X)^{\circ}$ is not abelian.

Proof. As $X$ is irretractable, it follows from [2, Lemma 2.1.] that $\operatorname{Soc}(\mathcal{G}(X))=0$. From Lemma 1.6 we then find that $\mathcal{G}(X)^{\circ}$ is not abelian.

In the remainder of the section, we let $X$ be an indecomposable irretractable cycle set of size $p^{2}$ and assume that $\mathcal{G}=\mathcal{G}(X)$ is a $p$-group. We associate $X$ with its image in $\mathcal{G}$, which is a transitive cycle base of $\mathcal{G}$.

By Lemma 1.7 and Proposition 3.2 we have a unique system of imprimitivity, for $x \in X$ we denote by $\mathcal{B}_{x}$ the block containing $x$. We denote by $\mathcal{A}=\mathcal{G} \cap \mathbb{Z}_{p}^{p}$ the abelian subgroup of $\mathcal{G}^{\circ}$ which fixes the blocks setwise. Note that $\left[\mathcal{G}^{\circ}: \mathcal{A}\right]=p$.

Proposition 3.3. $\operatorname{Fix}(\mathcal{G}) \cap \mathcal{A}=0$.
Proof. Suppose that $0 \neq f \in \operatorname{Fix}(\mathcal{G}) \cap \mathcal{A}$, without loss of generality we may assume that $f^{\circ p}=0$. By Lemma 1.1 and the abelianity of $\mathcal{A}$, we see that $\lambda_{f}(g)={ }^{f} g=$ $g$ for all $g \in \mathcal{A}$. Thus $\lambda_{f}$ fixes all elements in $\mathcal{A}$. Moreover, by Lemma 1.2, $\operatorname{Fix}(\mathcal{G}) \cap Z\left(\mathcal{G}^{\circ}\right) \subseteq \operatorname{Soc}\left(\mathcal{G}^{\circ}\right)=0$, so $f \notin Z\left(\mathcal{G}^{\circ}\right)$. Hence, knowing also that $|\mathcal{G}| /|\mathcal{A}|=p$, we see that $\mathcal{A}=\left\{\left.g \in \mathcal{G}\right|^{f} g=g\right\}$. As $\lambda_{f}$ is an automorphism, $\mathcal{A}$ is a subbrace of index $p$ in $\mathcal{G}$. By Proposition 1.4, $\mathcal{A}$ is an ideal of $\mathcal{G}$.

As $\mathcal{G} / \mathcal{A}$ is a brace of order $p$, it must be trivial and the canonical map $\mathcal{G} \rightarrow \mathcal{G} / \mathcal{A}$ maps the transitive cycle base $X$ to a single element. Hence there exists some $g \in \mathcal{G}$ such that for all $x \in X$ there exists some $a_{x} \in \mathcal{A}$ such that $x=g+a_{x}$. In
particular, if we set $\gamma=f * g \in \mathcal{A}$, we find that also $f * x=f * g+f * a_{x}=\gamma$. Hence inductively for all $n \in \mathbb{N}$ we find $f^{\circ n} * x=n \gamma$ since

$$
\begin{aligned}
f^{\circ n} * x & =\lambda_{f \circ n}(x)-x=\lambda_{f}\left(\lambda_{f \circ n-1}(x)\right)-\lambda_{f}(x)+\lambda_{f}(x)-x \\
& =\lambda_{f}\left(f^{\circ n-1} * x\right)+f * x=\lambda_{f}((n-1) \gamma)+\gamma=n \gamma .
\end{aligned}
$$

In particular, this implies that $p \gamma=0$. If $\gamma=0$, then $\lambda_{f}(x)=x$ for all $x \in X$ and therefore $\lambda_{f}=\operatorname{id}_{\mathcal{G}}$, which would imply that $f \in \operatorname{Soc}(\mathcal{G})$. It therefore follows that $\gamma \neq 0$, which in turn implies that $\lambda_{f}$ has no fixed points on $X$. In particular, for each $a \in \mathcal{A}$ and $x \in X$, there exists some $n \in \mathbb{N}$ such that $\lambda_{a}(x)=\lambda_{f}^{n}(x)$, hence $a * x=f^{\circ n} * x=n \gamma$.

Now consider $I$ be the subgroup of $\mathcal{G}^{+}$generated by $\{a * g \mid a \in \mathcal{A}, g \in \mathcal{G}\}$, which is an ideal by [18, Corollary after Proposition 6]. Because $X$ generates $\mathcal{G}^{+}$and * is left distributive, $I$ is the subgroup of $\mathcal{G}^{+}$generated by $\{a * x \mid a \in \mathcal{A}, x \in X\}$. By the previous discussion, $I=\{0, \gamma, \ldots,(p-1) \gamma\}$. As $|I|=p$, we find that $I \subseteq \operatorname{Fix}(\mathcal{G})$. Since $I$ is a minimal normal subgroup of the nilpotent group $\mathcal{G}^{\circ}$, we also find that $I \subseteq Z\left(\mathcal{G}^{\circ}\right)$, hence Lemma 1.2 yields a contradiction with the assumption that $\operatorname{Soc}(\mathcal{G})=0$.

Now that we know that $\operatorname{Fix}(\mathcal{G}) \cap \mathcal{A}=0$, it follows from Lemma 1.6 that $|\operatorname{Fix}(\mathcal{G})|=p$. Also, we have a semidirect product $\mathcal{G}^{\circ}=\mathcal{A} \rtimes \operatorname{Fix}(\mathcal{G})^{\circ}$. We use this for the following construction: for all $g \in \mathcal{G}$, we have an equality $g \circ \operatorname{Fix}(\mathcal{G})=$ $g+\lambda_{g}(\operatorname{Fix}(\mathcal{G}))=g+\operatorname{Fix}(\mathcal{G})$. Therefore, $\mathcal{A}$ forms a system of representatives for $\mathcal{G}^{\circ} / \operatorname{Fix}(\mathcal{G})^{\circ}$ and $\mathcal{G}^{+} / \operatorname{Fix}(\mathcal{G})^{+}$. We keep the multiplication on $\mathcal{A}$ as it is, but as $\mathcal{A}$ is not necessarily closed under + , we define $g \oplus h$ as the unique element in $\mathcal{A} \cap(g+h+\operatorname{Fix}(\mathcal{G}))$.
Proposition 3.4. $\mathcal{A}$ is a brace under $\circ$ and $\oplus$.
Proof. For $a, b, c \in \mathcal{A}$, we calculate

$$
\begin{aligned}
\{a \circ b \ominus a \oplus a \circ c\} & =\mathcal{A} \cap(a \circ b-a+a \circ c+\operatorname{Fix}(\mathcal{G}))=\mathcal{A} \cap(a \circ(b+c)+\operatorname{Fix}(\mathcal{G})) \\
& =\mathcal{A} \cap((a+\operatorname{Fix}(\mathcal{G})) \circ(b+c+\operatorname{Fix}(\mathcal{G}))) \\
& =(\mathcal{A} \cap(a+\operatorname{Fix}(\mathcal{G})) \circ(\mathcal{A} \cap(b+c+\operatorname{Fix}(\mathcal{G})) \\
& =(\mathcal{A} \cap(a+\operatorname{Fix}(\mathcal{G})) \circ\{b \oplus c\}=\{a \circ(b \oplus c)\} .
\end{aligned}
$$

Hence $a \circ(b \oplus c)=a \circ b \ominus a \oplus a \circ c$.
Denote by $\tilde{\mathcal{A}}$ the thus constructed brace on $\mathcal{A}$. We define the transition map

$$
\begin{aligned}
\tau: \mathcal{G} & \rightarrow \tilde{\mathcal{A}} \\
g & \mapsto[g], \text { where }\{[g]\}=\mathcal{A} \cap(g \circ \operatorname{Fix}(\mathcal{G})) .
\end{aligned}
$$

Note that $\tau$ is a group homomorphism $\mathcal{G}^{+} \rightarrow \tilde{\mathcal{A}}^{\oplus}$ but this is not necessarily true for $\mathcal{G}^{\circ} \rightarrow \tilde{\mathcal{A}}^{\circ}$. With this notation, we also see that $g \oplus h=[g+h]$. Furthermore, on $\tilde{\mathcal{A}}$, the $\lambda$-action changes to $\tilde{\lambda}_{g}(h)=\left[\lambda_{g}(h)\right]$ which implies that the image $[X] \subseteq \tilde{\mathcal{A}}$ is invariant under its $\tilde{\lambda}$-action (which is not necessarily transitive). Therefore, it is again a cycle set under the operation $[x] \sim[y]=\tilde{\lambda}_{[x]}^{-1}([y])$. Denote this cycle set by $\tilde{X}$.
Proposition 3.5. $|\tilde{X}|=p$.
Proof. Note that $\mathcal{G}^{\circ}$ still acts transitively on $\tilde{X}$ by $\lambda_{g}([x])=\left[\lambda_{g}(x)\right]$ and that $\tau^{-1}([x])=(x+\operatorname{Fix}(\mathcal{G})) \cap X$. In particular, $\left|\tau^{-1}([x])\right| \leqslant p$ and thus $|\tilde{X}| \in\left\{p, p^{2}\right\}$.

Suppose that $\tau: X \rightarrow \tilde{X}$ is injective, then $\mathcal{G}(\tilde{X})^{\circ}$ is isomorphic to $\mathcal{A}$ and each element of $\tilde{X}$ acts differently on $\tilde{X}$ by the $\tilde{\lambda}$-action, so $\tilde{X}$ is irretractable. Hence, this contradicts Proposition 3.2. Therefore, $|\tilde{X}|=p$.

Proposition 3.6. For all $x \in X$, we have the equality $\mathcal{B}_{x}=x+\operatorname{Fix}(\mathcal{G})=x \circ \operatorname{Fix}(\mathcal{G})$. In particular, each block intersects $\mathcal{A}$ in precisely one element.
Proof. By Proposition 3.5, for all $x \in X$, we have $x+\operatorname{Fix}(\mathcal{G}) \subseteq X$. As $\mathcal{G}^{\circ}$ leaves $\operatorname{Fix}(\mathcal{G})$ invariant under the $\lambda$-action, we deduce that the cosets $x+\operatorname{Fix}(\mathcal{G})$ form a non-trivial system of imprimitivity for the $\lambda$-action of $\mathcal{G}^{\circ}$ on $X$. The uniqueness of such a system (Lemma 1.7) implies that $\mathcal{B}_{x}=x+\operatorname{Fix}(\mathcal{G})$.

Moreover, it was observed earlier that $\mathcal{A} \cap(g+\operatorname{Fix}(\mathcal{G}))$ is a singleton for each $g \in \mathcal{G}$. Together with the first part of this proposition, this gives the last part of the statement.

Proposition 3.7. Let $x \in X$, then $X=\operatorname{Fix}(\mathcal{G}) \circ x \circ \operatorname{Fix}(\mathcal{G})$.
Proof. Let $0 \neq f \in \operatorname{Fix}(\mathcal{G})$. Then ${ }^{f} \mathcal{B}_{x}=\lambda_{f}\left(\mathcal{B}_{x}\right) \neq \mathcal{B}_{x}$ as $f \notin \mathcal{A}$. Therefore, $\operatorname{Fix}(\mathcal{G})$ acts transitively on the system of blocks by conjugation. Furthermore, by Proposition 3.6, $\operatorname{Fix}(\mathcal{G})$ acts transitively on every single block by right-multiplication. Therefore, each $y \in X$ is of the form $y={ }^{f} x \circ f^{\prime}$ for some $f, f^{\prime} \in \operatorname{Fix}(\mathcal{G})$, which can be rewritten as $y=f \circ x \circ f^{\prime} \circ \bar{f}$.

From Proposition 3.7 it therefore follows that we can coordinatize the elements of $X$ in the following way: by Proposition 3.6 we can choose an element $\alpha_{0,0} \in X \cap \mathcal{A}$ and some $0 \neq f \in \operatorname{Fix}(\mathcal{G})$. For $(a, x) \in \mathbb{Z}_{p} \times \mathbb{Z}_{p}$, we then set $\alpha_{a, x}=\left(\bar{f}^{\circ a} \alpha_{0,0}\right) \circ f^{\circ x}$. By Proposition 3.7, this gives a unique coordinatization of the elements in $X$.
$\lambda_{\alpha_{0,0}}$ leaves all blocks invariant, therefore we can write $\lambda_{\alpha_{0,0}}\left(\alpha_{b, 0}\right)=\alpha_{b,-\Phi(b)}$ for some map $\Phi: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$. We can now calculate:

$$
\begin{aligned}
\alpha_{0,0} \cdot \alpha_{b, y} & =\lambda_{\alpha_{0,0}}^{-1}\left(\alpha_{b,-\Phi(b)}+(y+\Phi(b)) f\right) \\
& =\alpha_{b, 0}+(y+\Phi(b)) f \\
& =\alpha_{b, y+\Phi(b)}
\end{aligned}
$$

Also, we need to determine

$$
f^{\circ a} \cdot \alpha_{b, y}=\lambda_{\bar{f} \circ a}\left(\bar{f}^{\circ b} \alpha_{0,0} \circ f^{\circ y}\right)=\bar{f}^{\circ(a+b)} \alpha_{0,0} \circ f^{\circ y}=\alpha_{a+b, y} .
$$

We write $\alpha_{a, x}=\bar{f}^{\circ a} \circ \alpha_{0,0} \circ f^{\circ(a+x)}$ and calculate:

$$
\begin{aligned}
\alpha_{a, x} \cdot \alpha_{b, y} & =f^{\circ(a+x)} \cdot\left(\alpha_{0,0} \cdot\left(\bar{f}^{\circ a} \cdot \alpha_{b, y}\right)\right) \\
& =f^{\circ(a+x)} \cdot\left(\alpha_{0,0} \cdot \alpha_{b-a, y}\right) \\
& =f^{\circ(a+x)} \cdot \alpha_{b-a, y+\Phi(b-a)} \\
& =\alpha_{b+x, y+\Phi(b-a)}
\end{aligned}
$$

Theorem 3.8. Let $X$ be an indecomposable, irretractable cycle set of size $p^{2}$ with $\mathcal{G}(X)$ a p-group, then $X$ is isomorphic to a cycle set of the form $X=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ with the multiplication

$$
(a, x) \cdot(b, y)=(b+x, y+\Phi(b-a))
$$

where $\Phi: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ is a non-constant map with $\Phi(A)=\Phi(-A)$ for all $A \in \mathbb{Z}_{p}$. Vice versa, this construction always results in an indecomposable, irretractable cycle set with $\mathcal{G}(X)$ a p-group.

Proof. In the preceding calculations, we have already established that the given multiplication rule is necessary. We now determine

$$
\begin{aligned}
((a, x) \cdot(b, y)) \cdot((a, x) \cdot(c, z)) & =(b+x, y+\Phi(b-a)) \cdot(c+x, z+\Phi(c-a)) \\
& =(c+x+y+\Phi(b-a), z+\Phi(c-a)+\Phi(c-b)) .
\end{aligned}
$$

Similarly,

$$
((b, y) \cdot(a, x)) \cdot((b, y) \cdot(c, z))=(c+y+x+\Phi(a-b), z+\Phi(c-b)+\Phi(c-a))
$$

A comparison shows that in order for $X$ to satisfy Eq. (C1), $\Phi(b-a)=\Phi(a-b)$ must hold for all $a, b \in \mathbb{Z}_{p}$ which amounts to saying that $\Phi(A)=\Phi(-A)$ for all $A \in \mathbb{Z}_{p}$. By the same calculation, one sees that this obstruction to $\Phi$ is sufficient for $X$ to satisfy Eq. (C1). By construction, all maps $\sigma_{(a, x)}$ are bijective. Furthermore, the square map

$$
\mathrm{Sq}(a, x)=(a, x) \cdot(a, x)=(a+x, x+\Phi(0))
$$

is also quickly seen to be bijective. Finally, irretractability is the same as saying that for any $a, a^{\prime} \in \mathbb{Z}_{p}$, there is at least one $b \in \mathbb{Z}_{p}$ such that $\Phi(b-a)=\Phi\left(b-a^{\prime}\right)$. But this is clearly equivalent to $\Phi$ not being constant.

Finally, note that $\mathcal{G}(X)$ clearly acts transitively on the system of blocks $\{a\} \times \mathbb{Z}_{p}$. For $b \in \mathbb{Z}_{p}$ with $\Phi(b) \neq 0$, we see that $(0,0) \cdot(b, y)=(b, y+\Phi(b)) \neq(b, y)$ which shows that the $\mathcal{G}(X)$-orbit of $(b, y)$ contains at least the block $\{b\} \times \mathbb{Z}_{p}$. This implies that $\mathcal{G}(X)$ acts transitively on $X$, hence $X$ is indecomposable. Also note that $\mathcal{G}(X)$ is contained in $\mathbb{Z}_{p} \imath \mathbb{Z}_{p} \leqslant \operatorname{Sym}_{\mathbb{Z}_{p} \times \mathbb{Z}_{p}}$, hence $\mathcal{G}(X)$ is a $p$-group.

We note the following corollary, which will be useful later in Section 4:
Corollary 3.9. The elements in $X \cap \mathcal{A}$ generate the whole cycle set.
Proof. Note that, using the explicit form in Theorem 3.8, we are considering the set $X \cap \mathcal{A}=\left\{(a, 0) \mid a \in \mathbb{Z}_{p}\right\}$. As $\Phi$ is non-constant, we easily see that these elements generate the whole cycle set $X$.
3.2. Getting rid of redundancy and determining automorphisms. The aim of this subsection is to determine unique representatives for the irretractable cycle sets determined in Section 3.1 and moreover, describe their automorphism groups.

Let $\mathcal{F}_{p}$ be the set of all non-constant functions $\Phi: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ with the property that $\Phi(A)=\Phi(-A)$ for all $A \in \mathbb{Z}_{p}$. $\mathcal{F}_{p}$ is acted upon by $\mathbb{Z}_{p}^{*}$ via $\left({ }^{\alpha} \Phi\right)(A)=$ $\alpha^{-1} \Phi(\alpha A)$. From now on, let $\mathcal{R}_{p}$ be a fixed system of representatives for this action.

Recall from Theorem 3.8 that the cycle sets in the considered case are described as $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ with the operation

$$
(a, x) \cdot(b, y)=(b+x, y+\Phi(b-a))
$$

where $\Phi \in \mathcal{F}_{p}$.
By Proposition 3.2, $\mathcal{G}(X)^{\circ}$ is non-abelian and, by Lemma 1.7, has a unique non-trivial system of imprimitivity that consists of the blocks $\{a\} \times \mathbb{Z}_{p}$. Assume that $X=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ comes with two cycle set operations $\cdot .!^{\prime}$ that are given by the parameters $\Phi, \Phi^{\prime} \in \mathcal{F}_{p}$ and that $\phi:(X, \cdot) \rightarrow\left(X, \cdot^{\prime}\right)$ is an isomorphism. Then $\phi \mathcal{G}(X, \cdot) \phi^{-1}=\mathcal{G}\left(X, \cdot^{\prime}\right)$ so in particular $\phi$ must normalize the cyclic permutation action on the blocks and thus be of the form $\phi(a, x)=\left(\alpha a+\beta, \pi_{a}(x)\right)$ for some $\pi_{a} \in \operatorname{Sym}_{\mathbb{Z}_{p}}, \alpha \in \mathbb{Z}_{p}^{*}, \beta \in \mathbb{Z}_{p}$. We now calculate

$$
\begin{aligned}
& \phi((a, x) \cdot(b, y))=\left(\alpha(b+x)+\beta, \pi_{b+x}(y+\Phi(b-a))\right), \\
& \phi(a, x) \cdot^{\prime} \phi(b, y)=\left(\alpha b+\beta+\pi_{a}(x), \pi_{b}(y)+\Phi^{\prime}(\alpha(b-a)) .\right.
\end{aligned}
$$

Equating these terms results in $\pi_{a}(x)=\alpha x$, considering the first coordinate. Taking this into account when considering the second coordinate leaves us with the equation

$$
\alpha(y+\Phi(b-a))=\alpha y+\Phi^{\prime}(\alpha(b-a)) \Leftrightarrow \Phi(b-a)=\alpha^{-1} \Phi^{\prime}(\alpha(b-a)) .
$$

This shows that $\Phi, \Phi^{\prime}$ define isomorphic cycle sets if and only if there is an $\alpha \in \mathbb{Z}_{p}^{*}$ such that $\Phi={ }^{\alpha} \Phi^{\prime}$. Putting $\Phi=\Phi^{\prime}$, the same considerations prove that $\phi$ provides
an automorphism of a solution with parameter $\Phi$ if and only if $\phi(a, x)=(\alpha x+\beta, \alpha x)$ for $\alpha \in \mathbb{Z}_{p}^{*}, \beta \in \mathbb{Z}_{p}$ with ${ }^{\alpha} \Phi=\Phi$.

We conclude:
Theorem 3.10. Let $X$ be an indecomposable irretractable cycle set of size $p^{2}$ where $p$ is a prime.
(1) If $\mathcal{G}(X)$ is a p-group, then there is a unique $\Phi \in \mathcal{R}_{p}$ such that $X$ is isomorphic to the cycle set on $X=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ with multiplication

$$
(a, x) \cdot(b, y)=(b+x, y+\Phi(b-a))
$$

(2) Let $X, \Phi$ be as in the previous item. Then any automorphism of $X$ is of the form $(a, x) \mapsto(\alpha a+\beta, \alpha x)$ for some $\alpha \in \mathbb{Z}_{p}^{*}, \beta \in \mathbb{Z}_{p}$ with ${ }^{\alpha} \Phi=\Phi$.

## 4. Indecomposable irretractable cycle sets of size $p^{2}$ - The general CASE

In this section we will now obtain a solution to the general problem:
Problem 4.1. Let $p$ be a prime. Find all indecomposable irretractable cycle sets $X$ of size $p^{2}$.

Before restricting to this specific case, we prove a useful lemma. Given a brace $A$ and a subset $S \subseteq A$ we define

$$
\operatorname{Fix}_{A}(S)=\left\{a \in A \mid \lambda_{s}(a)=a \text { for all } s \in S\right\}
$$

In fact, it follows from Lemma 1.1 that $\lambda_{\bar{a}}\left({ }^{(\bar{a}} s\right)=-a+s+\lambda_{s}(a)$, so $\lambda_{s}(a)=a$ if and only if $\lambda_{a}\left({ }^{\bar{a}} s\right)=s$, which is equivalent to $\lambda_{\bar{a}}(s)={ }^{\bar{a}} s$. So alternatively

$$
\operatorname{Fix}_{A}(S)=\left\{a \in A \mid \lambda_{\bar{a}}(s)={ }^{\bar{a}} s \text { for all } s \in S\right\} .
$$

Lemma 4.2. Let $A$ be a finite brace, $L$ a left ideal of $A$ and $G$ a normal subgroup of $A^{\circ}$, then $\operatorname{Fix}_{A}(L \cap G)$ is a subbrace of $A$ contained in the normaliser of $L \cap G$ in $A^{\circ}$

Proof. From the original definition of $\operatorname{Fix}_{A}(L \cap G)$ we see that $\operatorname{Fix}_{A}(L \cap G)^{+}$is a group. Let $a \in \operatorname{Fix}_{A}(L \cap G)$ and $b \in L \cap G$. Then $\lambda_{\bar{a}}(b) \in L$, but as $\lambda_{\bar{a}}(b)={ }^{\bar{a}} b$, also $\lambda_{\bar{a}}(b) \in G$. We conclude that $\lambda_{\bar{a}}(b) \in L \cap G$. Using the alternative description of $\operatorname{Fix}_{A}(L \cap G)$ we now see that $\operatorname{Fix}_{A}(L \cap G)$ is closed under the o-operation and non-empty. As $A$ is finite, we conclude that $\operatorname{Fix}_{A}(L \cap G)^{\circ}$ is a subgroup of $A^{\circ}$. Therefore $\operatorname{Fix}_{A}(L \cap G)$ is a subbrace. As ${ }^{\bar{a}} b \in L \cap G$ for all $a \in \operatorname{Fix}_{A}(L \cap G)$, $b \in L \cap G$ we find indeed that $\operatorname{Fix}_{A}(L \cap G)$ is contained in the normaliser of $L \cap G$ in $A^{\circ}$.

In the remainder of the section, we let $X$ be an indecomposable irretractable cycle set of size $p^{2}$ and $\mathcal{G}=\mathcal{G}(X)$. As we already covered the case where $\mathcal{G}$ is a $p$-group in Section 3, we can assume that $\mathcal{G}$ is not a $p$-group, but recall that $\mathcal{G}$ is solvable by [9, Theorem 2.14]. We associate $X$ with its image in $\mathcal{G}$, which is a transitive cycle base. As $X$ is irretractable, it follows from [2, Lemma 2.1.] that $\operatorname{Soc}(\mathcal{G})=0$.

Let $\mathcal{G}_{p}$ be the Sylow $p$-subgroup of $\mathcal{G}^{+}$and let $\mathcal{G}_{p^{\prime}}$ be the Hall $p^{\prime}$-subgroup of $\mathcal{G}^{+}$, both are characteristic in $\mathcal{G}^{+}$hence they are left ideals of $\mathcal{G}$. We denote $X=\left\{x_{1}, \ldots, x_{p^{2}}\right\}$ and for $1 \leqslant i \leqslant p^{2}$ we define $y_{i} \in \mathcal{G}_{p}$ and $z_{i} \in \mathcal{G}_{p^{\prime}}$ such that $x_{i}=y_{i}+z_{i}$. As the $\lambda$-action of $\mathcal{G}_{p}^{\circ}$ is transitive on $X$, and therefore also on $Y=\left\{y_{i} \mid 1 \leqslant i \leqslant p^{2}\right\}$, we find that $Y$ is a transitive cycle base of the brace $\mathcal{G}_{p}$. In particular, this implies that $|Y| \in\left\{1, p, p^{2}\right\}$.

Let $q \neq p$ be prime and $\mathcal{G}_{q}$ the $q$-Sylow subgroup of $\mathcal{G}^{+}$which is a left ideal by the same argument as above. $\operatorname{Fix}_{\mathcal{G}}\left(\mathcal{G}_{q}\right)$ is a brace by Lemma 4.2 and $Y \cap \operatorname{Fix}_{\mathcal{G}}\left(\mathcal{G}_{q}\right)$ is
a sub-cycle set of $Y$. Now if $Y$ has finite multipermutation level, then $Y \cap \operatorname{Fix}_{\mathcal{G}}\left(\mathcal{G}_{q}\right)$ is either empty or equal to $Y$ by [4, Theorem 5.1]. As $|Y|$ is a $p$-power, $\mathcal{G}_{q}$ fixes at least one point in $Y$ under the $\lambda$-action. This means that $Y \cap \operatorname{Fix}_{\mathcal{G}}\left(\mathcal{G}_{q}\right)=Y$ and thus $\mathcal{G}_{p} \subseteq \operatorname{Fix}_{\mathcal{G}}\left(\mathcal{G}_{q}\right)$. It follows that $\mathcal{G}_{p}^{\circ}$ normalizes $\mathcal{G}_{q}^{\circ}$ but as $\mathcal{G}_{p}$ acts faithful and transitive on a set of size $p^{2}$, this implies that $\mathcal{G}_{q}=0$ and hence, $\mathcal{G}_{p^{\prime}}=0$ but this contradicts the assumption that $\mathcal{G}$ is not a $p$-group. We therefore deduce that $Y$ is not of finite multipermutation level. Together with the earlier observation that $|Y| \in\left\{1, p, p^{2}\right\}$, we conclude that $Y$ is irretractable of size $p^{2}$ and therefore as described in Theorem 3.8. In particular, we find that $\mathcal{G}_{p}^{\circ}$ is not abelian.

From now on we consider the unique block system of $X$ under the action of $\mathcal{G}$, and recall that the uniqueness is guaranteed by Lemma 1.7. As before we denote this by $\left\{\mathcal{B}_{x} \mid x \in X\right\}$. We denote the subgroup of $\mathcal{G}^{\circ}$ that fixes the blocks setwise by $\mathcal{A}$. Also, we define $\mathcal{A}_{p}=\mathcal{A} \cap \mathcal{G}_{p}$ and $\mathcal{A}_{p^{\prime}}=\mathcal{A} \cap \mathcal{G}_{p^{\prime}}$. Note that $\mathcal{A}_{p}$ is a $p$-Sylow subgroup of $\mathcal{A}$ and $\mathcal{A}_{p^{\prime}}$ is a Hall $p^{\prime}$-subgroup of $\mathcal{A}$. In particular, $\mathcal{A}_{p}$ is normal in $\mathcal{G}^{\circ}$ by Proposition 1.8.

Let $a \in \mathcal{A}_{p}$ and $g \in \mathcal{G}_{p^{\prime}}$, then Lemma 1.1 yields $\lambda_{g}\left({ }^{\bar{g}} a\right)=-g+a+\lambda_{a}(g)$ hence $-a+\lambda_{g}\left({ }^{\bar{g}} a\right)=-g+\lambda_{a}(g)$. As $-a+\lambda_{g}\left({ }^{\bar{g}} a\right)$ is contained in $\mathcal{G}_{p}$ and $-g+\lambda_{a}(g)$ is contained in $\mathcal{G}_{p^{\prime}}$, we find that $\lambda_{a}(g)=g$. By Lemma 1.1 this implies that ${ }^{g} a=\lambda_{g}(a)$, so the $\lambda$-action of $\mathcal{G}_{p^{\prime}}$ restricts to $\mathcal{A}_{p}$, so also to $Y \cap \mathcal{A}_{p}$.

By Proposition 3.6 we know that $\mathcal{A}_{p}$ contains a unique representative of each block in the block system of $Y$ under the action of $\mathcal{G}_{p^{\prime}}^{\circ}$, hence also under the action of $\mathcal{G}^{\circ}$. This means that $\mathcal{A}_{p^{\prime}}$ acts trivially on the set $Y \cap \mathcal{A}_{p}$ and thus $Y \cap \mathcal{A}_{p} \subseteq$ $\operatorname{Fix}_{\mathcal{G}}\left(\mathcal{A}_{p^{\prime}}\right)$. From Lemma 4.2 we know that $\operatorname{Fix}_{\mathcal{G}}\left(\mathcal{A}_{p^{\prime}}\right)$ is a subbrace, since $\mathcal{A}_{p^{\prime}}=$ $\mathcal{A} \cap \mathcal{G}_{p^{\prime}}$. In particular, $\operatorname{Fix}_{\mathcal{G}}\left(\mathcal{A}_{p^{\prime}}\right) \cap Y$ is a sub-cycle set of $Y$ which contains $Y \cap \mathcal{A}_{p}$, but from Corollary 3.9 it then follows that $\operatorname{Fix}_{\mathcal{G}}\left(\mathcal{A}_{p^{\prime}}\right) \cap Y=Y$. However, as the $\lambda$-action of $\mathcal{G}$ on $Y$ is faithful, this implies that $\mathcal{A}_{p^{\prime}}=0$.

By Proposition 1.8 we find that $\left|\mathcal{G}_{p^{\prime}}\right|<p$ and thus the $\lambda$-action of $\mathcal{G}_{p}$ on $\mathcal{G}_{p^{\prime}}$ is trivial. As this same action is transitive on $Z$ we find $|Z|=1$. Let $z \in Z$, then $\lambda_{z}$ is a brace automorphism of $\mathcal{G}_{p}$ by Lemma 1.1 and therefore also its restriction to $Y$ yields a cycle set automorphism. For any $x_{i}, x_{j} \in X$ we find

$$
x_{i} \cdot x_{j}=\left(y_{i}+z\right) \cdot\left(y_{j}+z\right)=\lambda_{y_{i}+z}^{-1}\left(y_{j}+z\right)=\lambda_{z}^{-1}\left(y_{i} \cdot y_{j}\right)+z
$$

We find that the cycle set structure on $X$ is obtained by deforming the cycle set structure on $Y$ by an automorphism of $Y$. Lemma 4.5 shows that such a deformation is always possible.

Remark 4.3. We remark that the idea of starting from a finite cycle set $X$ and then considering its projection $Y$ onto the $p$-Sylow subgroup $\mathcal{G}_{p}$, is strongly related to the notion of cabling, see [10,15]. Recall that for $k \in \mathbb{Z}$, the $k$-cabled cycle set is defined as $\left(X,{ }_{k}\right)$ with $x \cdot{ }_{k} y=\left(k \sigma_{x}\right)(y)$, where $k \sigma_{x} \in \mathcal{G}(X)$ is the $k$-th power of $\sigma_{x}$ in $(\mathcal{G}(X),+)$.

In particular, $\mathcal{G}\left(X,{ }^{*}\right)$ is a subgroup of $\mathcal{G}(X, \cdot)^{\circ}$. We now claim that it is even a subbrace. If we denote the $\sigma$-maps of $\left(X,{ }^{*}\right)$ by $\sigma_{x}^{\prime}$, then we find that the addition $+_{k}$ in $\mathcal{G}\left(X,{ }_{k}\right)$ is given by

$$
\begin{aligned}
\sigma_{x}^{\prime}+{ }_{k} \sigma_{y}^{\prime} & =\sigma_{x}^{\prime} \circ \sigma_{x \cdot k y}^{\prime} \\
& =\left(k \sigma_{x}\right) \circ\left(k \sigma_{\left(k \sigma_{x}\right)(y)}\right) \\
& =\left(k \sigma_{x}\right)+\lambda_{k \sigma_{x}}\left(k \sigma_{\left(k \sigma_{x}\right)(y)}\right) \\
& =\left(k \sigma_{x}\right)+k \lambda_{k \sigma_{x}}\left(\sigma_{\left(k \sigma_{x}\right)(y)}\right) \\
& =\left(k \sigma_{x}\right)+\left(k \sigma_{y}\right)=\sigma_{x}^{\prime}+\sigma_{y}^{\prime},
\end{aligned}
$$

where + denotes the addition in $\mathcal{G}(X, \cdot)$.

Let $|\mathcal{G}(X, \cdot)|=p^{r} m$ where $(p, m)=1$. As the additive $p$-Sylow subgroup is $\mathcal{G}(X, \cdot)_{p}=\{k g \mid g \in \mathcal{G}\}$ for any non-zero multiple $k$ of $m$, we find that $\mathcal{G}(X, \cdot)_{p}=$ $\mathcal{G}\left(X,{ }_{k}\right)$. In particular, $\operatorname{Ret}\left(X, \cdot{ }_{k}\right)$ isomorphic to the cycle set $\left\{k \sigma_{x} \mid x \in X\right\} \subseteq$ $\mathcal{G}(X, \cdot)$ where the equivalence class of $x$ is mapped to $k \sigma_{x}$. If we let $k$ be such that $k \equiv 1\left(\bmod p^{r}\right)$ then we find that the $k \sigma_{x}$ is precisely the projection of $\sigma_{x}$ onto $\mathcal{G}(X, \cdot)_{p}$, hence in this case we find that $Y \cong \operatorname{Ret}\left(X, \cdot{ }_{k}\right)$, with $Y$ as before.

Proposition 4.4. Let $(X, \cdot)$ be an indecomposable cycle set of order $p^{n}$, with $p$ a prime. Let $k$ be the largest divisor of $|\mathcal{G}(X, \cdot)|$ coprime to $p$. If $(X, \cdot k)$ has finite multipermutation level, then $\mathcal{G}(X, \cdot)$ is a $p$-group and thus $k=1$.

Proof. The proof is essentially the same as how we proved earlier in this section that $Y$ is not of finite multipermutation level.

First of all, as $\mathcal{G}\left(X,{ }_{k}\right)^{\circ}$ is a $p$-Sylow subgroup, $\left(X,{ }_{k}\right)$ is still an indecomposable cycle set. Now let $Y=\left\{k \sigma_{x} \mid x \in X\right\} \cong \operatorname{Ret}\left(X, \cdot{ }_{k}\right)$. As $\left(X,{ }_{k}\right)$ has finite multipermutation level, so does $Y$.

Let $q \neq p$ be a prime and let $\mathcal{G}(X, \cdot)_{q}$ be the $q$-Sylow subgroup of $\mathcal{G}(X, \cdot)^{+}$. If we consider the $\lambda$-action of $\mathcal{G}(X, \cdot)_{q}$ on $Y$ we find that it has fixed points. By Lemma 4.2 we find that $\operatorname{Fix}\left(\mathcal{G}(X, \cdot)_{q}\right)$ is a brace thus $\operatorname{Fix}\left(\mathcal{G}(X, \cdot)_{q}\right) \cap Y$ is a sub-cycle set. As this sub-cycle set is non-empty, [4, Theorem 5.1] implies that $Y \subseteq \operatorname{Fix}\left(\mathcal{G}(X, \cdot)_{q}\right)$ and hence $\mathcal{G}(X, \cdot)_{p} \subseteq \operatorname{Fix}\left(\mathcal{G}(X, \cdot)_{q}\right.$. As a result, $\mathcal{G}(X, \cdot)_{q}$ is a normal subgroup of $\mathcal{G}(X, \cdot)^{\circ}$, but this is impossible as $\mathcal{G}(X, \cdot)^{\circ}$ acts transitively and faithfully on a set of $p$-power order. We conclude that $\mathcal{G}(X, \cdot)$ is a $p$-group and therefore $k=1$.

Lemma 4.5. Let $(X, \cdot)$ be a cycle set and $\phi$ be an automorphism of $(X, \cdot)$. Then the following statements hold:
(1) $X$ is a cycle set for the operation

$$
x \cdot{ }_{\phi} y=\phi(x \cdot y)
$$

(2) If $(X, \cdot)$ is irretractable, then so is $\left(X,{ }_{\phi}\right)$.

Proof. One can verify directly that $\left(X, \cdot{ }_{\phi}\right)$ satisfies (C1)-(C3). However, as this is useful in the proof of Lemma 4.6 we construct $\left(X,{ }_{\phi}\right)$ as the sub-cycle set of a cycle set coming from a brace.

By the functoriality of $G(X, r)$ we get an induced automorphism $\phi^{\prime}$ of $G(X, r)$ which restricts to $\phi$ on the generating set $X \subseteq G(X, \cdot)$. We let $\mathbb{Z}$ denote the trivial brace on $\mathbb{Z}$ and we let $\mathbb{Z}^{\circ}$ act on $G(X, \cdot)$ by $1 \cdot g=\left(\phi^{\prime}\right)^{-1}(g)$ for $g \in G(X, \cdot)$. Hence we can construct the semi-direct product $G(X, \cdot) \rtimes \mathbb{Z}$ in the sense of [20, Corollary 3.37]. The set $X+1 \subseteq G(X, \cdot) \rtimes \mathbb{Z}$ is closed under the $\lambda$-action. Hence it is a subcycle set which is precisely the cycle set in the statement under the correspondence $x \mapsto x+1$.

If $(X, \cdot)$ is irretractable, then also $(X, \cdot \phi)$ is irretractable as it follows directly that $x \cdot z=y \cdot z$ if and only if $x \cdot{ }_{\phi} z=y \cdot{ }_{\phi} z$ for $x, y, z \in X$.
Lemma 4.6. Let $(X, \cdot)$ be a finite cycle set and $\phi$ an automorphism of $(X, \cdot)$ of order $m$ coprime to $|\mathcal{G}(X)|$ such that $\phi$ has a fixed point. Then $\mathcal{G}\left(X,{ }_{\phi}\right)^{\circ}=$ $\mathcal{G}(X, \cdot)^{\circ} \rtimes\langle\phi\rangle$ as subgroups of $\operatorname{Sym}_{X}$ and $\mathcal{G}\left(X, \cdot_{\phi}\right) \cong \mathcal{G}(X, \cdot) \rtimes \mathbb{Z}_{m}$ as braces where $\mathbb{Z}_{m}$ is given the trivial brace structure and acts on $\mathcal{G}(X, \cdot)$ by $\phi$.

In particular, if $(X, \cdot)$ is indecomposable then so is $\left(X, \cdot{ }_{\phi}\right)$ and $(X, \cdot)=\left(X,\left(\cdot{ }_{\phi}\right)_{k}\right)$ for any $k \in \mathbb{Z}$ such that $k \equiv 0(\bmod m)$ and $k \equiv 1(\bmod |\mathcal{G}(X)|)$.

Proof. Let $G(X, \cdot) \rtimes \mathbb{Z}$ be as described in the proof of Lemma 4.5. The universal property of $G\left(X, \cdot{ }_{\phi}\right)$ provides a brace homomorphism $f: G\left(X,{ }_{\phi}\right) \rightarrow G(X, \cdot) \rtimes \mathbb{Z}$ mapping $x \rightarrow x+1$. The canonical map $g:(G(X, \cdot) \rtimes \mathbb{Z})^{\circ} \rightarrow$ Sym $_{X}$ sending $x \mapsto \sigma_{x}^{-1}$ and $1 \mapsto \phi^{-1}$ is a group homomorphism. Clearly ker $g f=\operatorname{Soc}\left(G\left(X, \cdot{ }_{\phi}\right)\right)$ and the image is precisely $\mathcal{G}\left(X, \cdot{ }_{\phi}\right)$. As $\mathcal{G}(X, \cdot) \cap\langle\phi\rangle=\{\mathrm{id}\}$ we find that $\mathcal{G}\left(X, \cdot{ }_{\phi}\right)^{\circ}=$
$\mathcal{G}(X, \cdot)^{\circ} \rtimes\langle\phi\rangle$. Also, as $\operatorname{ker} g=\operatorname{Soc}(G(X, \cdot)) \times m \mathbb{Z}$, we find that $\mathcal{G}\left(X, \cdot{ }_{\phi}\right) \cong \mathcal{G}(X, \cdot) \rtimes$ $\mathbb{Z}_{m}$ as braces.

It follows directly that if $\mathcal{G}(X, \cdot)$ acts transitively on $X$ then so does $\mathcal{G}\left(X, \cdot{ }_{\phi}\right)$.
As $\mathcal{G}(X, \cdot)$ is a Hall-subgroup of $\mathcal{G}\left(X, \cdot{ }_{\phi}\right)^{+}$, the last part of the statement follows from Remark 4.3.

For an element $g$ of a finite group $G$, we denote its order by $o(g)$.
Lemma 4.7. Let $(X, \cdot),\left(X, \cdot^{\prime}\right)$ be finite cycle sets and $\phi \in \operatorname{Aut}(X, \cdot), \psi \in \operatorname{Aut}\left(X, \cdot^{\prime}\right)$ such that $\operatorname{gcd}\left(|\mathcal{G}(X, \cdot)|\left|\mathcal{G}\left(X, .^{\prime}\right)\right|, o(\phi) o(\psi)\right)=1$. Then $f:(X, \cdot \phi) \rightarrow\left(X,{ }^{\prime}\right)$ is an isomorphism if and only if $f:(X, \cdot) \rightarrow\left(X,,^{\prime}\right)$ is an isomorphism and $\psi=f \phi f^{-1}$. In particular, $\operatorname{Aut}\left(X, \cdot{ }_{\phi}\right)$ is precisely the centraliser of $\phi$ in $\operatorname{Aut}(X, \cdot)$.

Proof. Assume that $f:\left(X,{ }_{\phi}\right) \rightarrow\left(X,{ }_{\psi}^{\prime}\right)$ is an isomorphism. From Lemma 4.6 and the assumptions we find the existence of some $k \in \mathbb{Z}$ such that $\left(X,\left({ }_{\phi}\right)_{k}\right)=(X, \cdot)$ and $\left(X,\left(\cdot{ }_{\psi}^{\prime}\right)_{k}\right)=\left(X, \cdot^{\prime}\right)$. The functoriality of cabling now yields that $f$ induces an isomorphism $f:(X, \cdot) \rightarrow\left(X, \cdot^{\prime}\right)$. For any $x, y \in X$ we find $f\left(x \cdot{ }_{\phi} y\right)=f \phi(x \cdot y)$ and $f(x) \cdot{ }_{\psi} f(y)=\psi f(x \cdot y)$, hence $f\left(x \cdot_{\phi} y\right)=f(x) \cdot \psi f(y)$ if and only if $\psi=f \phi f^{-1}$. This proves one implication of the statement.

Assume that $f:(X, \cdot) \rightarrow\left(X, \cdot^{\prime}\right)$ is an isomorphism and $\psi=f \phi f^{-1}$. Then

$$
f\left(x \cdot{ }_{\phi} y\right)=f \phi(x \cdot y)=\psi(f(x \cdot y))=\psi\left(f(x) \cdot{ }^{\prime} f(y)\right)=f(x) \cdot_{\psi}^{\prime} f(y)
$$

for all $x, y \in X$.
Theorem 4.8. Let $X$ be an irretractable cycle set of size $p^{2}$ where $p$ is a prime. Then there exists a unique $\Phi \in \mathcal{R}_{p}$ and $\alpha \in \mathbb{Z}_{p}^{*}$ satisfying ${ }^{\alpha} \Phi=\Phi$ such that $X$ is isomorphic to the cycle set on $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ with multiplication

$$
(a, x) \cdot(b, y)=(\alpha b+\alpha x, \alpha y+\alpha \Phi(b-a))
$$

If $\alpha=1$, then the cycle sets are the ones that appear in Theorem 3.10. If $\alpha \neq 1$, then any automorphism of $(X, \cdot)$ is of the form $(a, x) \mapsto(\gamma a, \gamma x)$ for some $\gamma \in \mathbb{Z}_{p}^{*}$ with ${ }^{\gamma} \Phi=\Phi$.

Proof. From the discussion preceding Lemma 4.5 we know that $(X, \cdot)$ can be obtained by starting from a cycle set structure on $X$ whose permutation group is a $p$-group and deforming such cycle set by an automorphism of order coprime to $p$, in the sense of Lemma 4.5. From Theorem 3.10 it follows that, up to a cycle set isomorphism, $X=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ and

$$
(a, x) \cdot(b, y)=(\alpha b+\alpha x+\beta, \alpha y+\alpha \Phi(b-a))
$$

for some $\Phi \in \mathcal{R}_{p}, \alpha \in \mathbb{Z}_{p}^{*}$ and $\beta \in \mathbb{Z}_{p}$, satisfying ${ }^{\alpha} \Phi=\Phi$. By Lemma 4.7 we may even assume $\beta=0$. We therefore get that up to isomorphism the multiplication on $X$ is precisely as in the statement.

Conversely, it follows directly from Lemma 4.5 and Lemma 4.6 that $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ with the given multiplication always yields an indecomposable irretractable cycle set. As a consequence of Lemma 4.7 we find that different choices of $\alpha$ and $\Phi$ yield non-isomorphic solutions and also that the automorphisms are the ones described in the statement.

Remark 4.9. Observe that if $\alpha \neq 1$, then $\pi(\mathcal{G}(X)) \neq \pi(X)$. Hence the permutation braces of these solutions are all examples of singular brace as defined in [19].

## 5. Summary

We summarize our classification result in the following theorem.
Theorem 5.1. Let $X$ be an indecomposable cycle set of size $p^{2}$. Then $X$ is isomorphic to a cycle set of one of the following forms:
(1) $X=\mathbb{Z}_{p^{2}}, x \cdot y=y+1$,
(2) $X=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$,

$$
(a, x) \cdot(b, y)=\left(b+1, y+\chi_{0}(b) S+\Phi(b-a)\right)
$$

where $\Phi: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ is a non-constant map with $\Phi(0)=0, S \in \mathbb{Z}_{p}$ and $\chi_{0}: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ with

$$
\chi_{0}(x)=\left\{\begin{array}{ll}
1 & x=0 \\
0 & x \neq 0
\end{array} .\right.
$$

The parameters $S, \Phi$ and $S^{\prime}, \Phi^{\prime}$ define isomorphic cycle sets if and only if $S=S^{\prime}$ and $\alpha \Phi=\Phi^{\prime}$ for some $\alpha \in \mathbb{Z}_{p}^{*}$.
(3) $X=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$,

$$
(a, x) \cdot(b, y)=(\alpha b+\alpha x, \alpha y+\alpha \Phi(b-a))
$$

where $\Phi: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ is a non-constant map with $\Phi(x)=\Phi(-x)$ and $\alpha \in \mathbb{Z}_{p}^{*}$ is such that $\Phi(\alpha x)=\alpha \Phi(x)$.

The parameters $\alpha, \Phi$ and $\alpha^{\prime}, \Phi^{\prime}$ define isomorphic cycle sets if and only if $\alpha=\alpha^{\prime}$ and there is a $\beta \in \mathbb{Z}_{p}^{*}$ such that $\beta^{-1} \Phi(\beta x)=\Phi^{\prime}(x)$ for all $x \in \mathbb{Z}_{p}$.
These three cases are mutually exclusive.
Proof. Corollary 2.4 tells us that the indecomposable cycle sets of size $p^{2}$ that have finite multipermutation level 1 and 2, are exactly the ones described in (1) resp. (2). On the other hand, the irretractable cycle sets are classified, up to isomorphism in Theorem 4.8 and make up case (3).
5.1. Indecomposable set-theoretic solutions of size $p^{2}$. Recall that given a cycle set on $X$, the associated solution is given by

$$
r_{X}(x, y)=\left(\sigma_{x}^{-1}(y), \sigma_{x}^{-1}(y) \cdot x\right)
$$

Therefore we can obtain all indecomposable solutions of size $p^{2}$ simply translating the cycle sets obtained in Theorem 5.1 to set-theoretical solutions. In case (1) we obtain solutions of the form $r(x, y)=(y-1, x+1)$, as $\sigma_{x}: y \mapsto y+1$, thus $\lambda_{x}=\sigma_{x}^{-1}: y \mapsto y-1$ and $\rho_{y}: x \mapsto \sigma_{x}^{-1}(y) \cdot x=(y-1) \cdot x=x+1$.

In case (2) we have that $\sigma_{(a, x)}:(b, y) \mapsto\left(b+1, y+S \chi_{0}(b)+\Phi(b-a)\right)$, hence

$$
\lambda_{(a, x)}(b, y)=\sigma_{(a, x)}^{-1}(b, y)=\left(b-1, y-S \chi_{0}(b-1)-\Phi(b-1-a)\right)
$$

and

$$
\begin{aligned}
\rho_{(b, y)}(a, x) & =\sigma_{(a, x)}^{-1}(b, y) \cdot(a, x)=\left(b-1, y-S \chi_{0}(b-1)-\Phi(b-1-a)\right) \cdot(a, x) \\
& =\left(a+1, x+S \chi_{0}(a)+\Phi(a-b+1)\right)
\end{aligned}
$$

Thus the associated solution is

$$
r\binom{(a, x)}{(b, y)}=\binom{\left(b-1, y-S \chi_{0}(b-1)-\Phi(b-1-a)\right)}{\left(a+1, x+S \chi_{0}(a)+\Phi(a-b+1)\right)}
$$

Finally in case (3) we have $\sigma_{(a, x)}:(b, y) \mapsto(\alpha b+\alpha x, \alpha y+\alpha \Phi(b-a))$, hence, using that $\Phi(\alpha x)=\alpha \Phi(x)$ for all $x \in \mathbb{Z}_{p}$,

$$
\lambda_{(a, x)}(b, y)=\sigma_{(a, x)}^{-1}(b, y)=\left(\alpha^{-1} b-x, \alpha^{-1} y-\Phi\left(\alpha^{-1} b-x-a\right)\right)
$$

and

$$
\begin{aligned}
\rho_{(b, y)}(a, x) & =\sigma_{(a, x)}^{-1}(b, y) \cdot(a, x)=\left(\alpha^{-1} b-x, \alpha^{-1} y-\Phi\left(\alpha^{-1} b-x-a\right)\right) \cdot(a, x) \\
& =\left(\alpha a+\alpha\left(\alpha^{-1}(y-\Phi(b-\alpha x-\alpha a))\right), \alpha x+\alpha \Phi\left(a-\alpha^{-1}(b-\alpha x)\right)\right) \\
& =(\alpha a+y-\Phi(b-\alpha x-\alpha a), \alpha x+\Phi(\alpha a-b+\alpha x)) .
\end{aligned}
$$

Thus the associated solution is

$$
r\binom{(a, x)}{(b, y)}=\binom{\left.\left(\alpha^{-1} b-x, \alpha^{-1} y-\Phi\left(\alpha^{-1} b-x-a\right)\right)\right)}{(\alpha a+y-\Phi(b-\alpha x-\alpha a), \alpha x+\Phi(\alpha a-\alpha x-b)) .}
$$

In fact, these solutions are isomorphic to those constructed in [6, Theorem 5.1] as we will show in the remainder of this section. In particular, this answers [6, Question 7.4] affirmatively.

Theorem 5.2 ( [6, Theorem 5.1]). Let $p$ be a prime number. Let $t \in \mathbb{Z}_{p}$ be a non-zero element. Let $f: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ be a map such that
(S1) $f(i)=f(-i)$ for all $i \in \mathbb{Z}_{p}$,
(S2) $f\left(t^{s} i\right)=t^{s} f(i)-\left(t^{s}-1\right) f(0)$ for all $i \in \mathbb{Z}_{p}$ and $s \in \mathbb{Z}$,
(S3) $f$ is not a constant map.
Let $X=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ and $r: X^{2} \rightarrow X^{2}$ be the map $r\binom{(i, j)}{(k, l)}=\binom{\lambda_{(i, j)}(k, l)}{\lambda_{\lambda_{(i, j)}(k, l)}^{-1}(i, j)}$, where $\lambda_{(i, j)}(k, l)=(t k+j, t(l-f(t k+j-i)))$. Then $(X, r)$ is a simple solution of the YBE in the following sense: if $(Y, s)$ is a solution and $f:(X, r) \rightarrow(Y, s)$ is a surjective homomorphism, then $|Y| \in\{1,|X|\}$.

We will denote the solution associated with cycle sets of the form (3) in Theorem 5.1 with parameters $\Phi, \alpha$ as $r^{\alpha, \Phi}$ with first component

$$
\left.\lambda_{(a, x)}^{\Phi, \alpha}:(b, y) \mapsto\left(\alpha^{-1} b-x, \alpha^{-1} y-\Phi\left(\alpha^{-1} b-x-a\right)\right)\right) .
$$

Similarly, we will denote the solution constructed in Theorem 5.2 with parameters $f, t$ as $r^{f, t}$ with first component

$$
\ell_{(i, j)}^{f, t}:(k, l) \mapsto(t k+j, t(l-f(t k+j-i)))
$$

With this notation and fixing $X=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$, it is easy to prove that the map $\Psi(i, j)=(i,-j)$ is an isomorphism of solutions $\Psi:\left(X, r^{\Phi, \alpha}\right) \rightarrow\left(X, r^{f_{\Phi, \alpha}, \alpha^{-1}}\right)$, where $f_{\Phi, \alpha}: i \mapsto-\Phi(\alpha i)$, since

$$
\begin{aligned}
\lambda_{\Psi(i, j)}^{\Phi, \alpha}(\Psi(k, l)) & =\lambda_{(i,-j)}^{\Phi, \alpha}((k,-l))=\left(\alpha^{-1}(k+\alpha j), \alpha^{-1}(-l-\Phi(k+\alpha j-\alpha i))\right) \\
& =\left(\alpha^{-1} k+j, \alpha^{-1}\left(-l+f_{\Phi, \alpha}\left(\alpha^{-1} k+j-i\right)\right)\right) \\
& =\Psi\left(\alpha^{-1} k+j, \alpha^{-1}\left(l-f_{\Psi, \alpha}(k+\alpha j-\alpha i)\right)\right. \\
& =\Psi\left(\ell_{(i, j)}^{f_{\Phi, \alpha}, \alpha^{-1}}(k, l)\right) .
\end{aligned}
$$

It remains to show that, with the conditions for $\Phi$ and $\alpha$ given in Theorem 5.1, the parameters $f=f_{\Phi, \alpha}$ and $t=\alpha^{-1}$ satisfy the properties required by Theorem 5.2. Since $\Phi$ satisfies (S1) and (S3), so does $f_{\Phi, \alpha}$. Moreover, since $\Phi(\alpha i)=\alpha \Phi(i)$, we have that $f_{\Phi, \alpha}\left(\alpha^{-s} i\right)=-\Phi\left(\alpha \alpha^{-s} i\right)=-\alpha^{-s} \Phi(\alpha i)=\alpha^{-s} f_{\Phi, \alpha}(i)$. Hence $f_{\Phi, \alpha}$ satisfies (S2) if and only if $\left(\alpha^{-s}-1\right) f_{\Phi, \alpha}(0)=0$ for all $s \in \mathbb{Z}$, which is equivalent to $(\alpha-1) \Phi(0)=0$. But the latter is a consequence of the properties of $\Phi$ and $\alpha$ as $\Phi(0)=\Phi(\alpha 0)=\alpha \Phi(0)$.
5.2. Enumeration of indecomposable, irretractable cycle sets of size $p^{2}$. In this subsection, we will use the following convention: for a group $G$ acting on a set $X$ by an action $(g, x) \mapsto{ }^{g} x$, we denote the set of fixed points by

$$
\operatorname{Fix}_{X}(G)=\left\{x \in X \mid{ }^{g} x=x \text { for all } g \in G\right\}
$$

Recall that $\mathcal{F}_{p}$ has been defined as the set of all non-constant maps $\Phi: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ such that $\Phi(-A)=\Phi(A)$.

By Theorem 5.1, every irretractable cycle sets can be described by a pair ( $\Phi, \alpha$ ) where $\alpha \in \mathbb{Z}_{p}^{*}$ satisfies ${ }^{\alpha} \Phi=\Phi$ for all $A \in \mathbb{Z}_{p}$, where ${ }^{\alpha} \Phi: A \mapsto \alpha^{-1} \Phi(\alpha A)$. Note that this is an action of $\mathbb{Z}_{p}^{*} \cong \mathbb{Z}_{p-1}$ on $\mathcal{F}_{p}$. Furthermore, $(\Phi, \alpha)$ and ( $\left.\Phi^{\prime}, \alpha^{\prime}\right)$ define isomorphic cycle sets, if and only if $\alpha=\alpha^{\prime}$ and $\Phi^{\prime}={ }^{\beta} \Phi$ for some $\beta \in \mathbb{Z}_{p}^{*}$. It follows directly that for $p=2$ we find 2 non-isomorphic indecomposable irretractable cycle sets of size 4.

Assume $p \neq 2$ from now on. For a pair $(\Phi, \alpha)$ with $\Phi(0) \neq 0$, the condition $\Phi(\alpha A)=\alpha \Phi(A)$ forces $\alpha=1$ and $\Phi$ has to be non-constant and even. As $\Phi(0) \neq 0$, there is exactly one $\beta \in \mathbb{Z}_{p}^{*}$ such that ${ }^{\beta} \Phi(0)=1$. Therefore, each cycle set with parameters $(\Phi, \alpha), \Phi(0) \neq 0$, is isomorphic to a unique cycle set with parameters ( $\tilde{\Phi}, 1$ ) where $\tilde{\Phi}(0)=1$, and these parameters define mutually non-isomorphic cycle sets. We therefore find $n_{p}=p^{\frac{p-1}{2}}-1$ such cycle sets.

Now assume $\Phi(0)=0$. The condition $p \neq 2$ excludes $\alpha=-1$, as $\Phi(A)=\Phi(-A)$. More general, $-1 \notin\langle\alpha\rangle \leqslant \mathbb{Z}_{p}^{*}$. Writing $p-1=2^{k} l$, with $2 \nmid l$ we see that

$$
\alpha \in\left\{x \in \mathbb{Z}_{p}^{*}: x^{l}=1\right\}=: \zeta_{l} \cong \mathbb{Z}_{l} .
$$

As $\zeta_{l}$ is cyclic, there are $\varphi(d)$ elements $\alpha \in \zeta_{l}$ with multiplicative order ord $(\alpha)=$ $d$, where $\varphi$ denotes the Euler $\varphi$-function.

In order to count the number of orbits under the action of $\mathbb{Z}_{p}^{*}$, we use Burnside's lemma. Note that only the elements of $\zeta_{l}$ have fixed points in $\mathcal{F}_{p}$, so we can restrict to those. Given $\alpha \in \zeta_{l}$ with $\operatorname{ord}(\alpha)=d$, a function $\Phi \in \mathcal{F}_{p}$ that satisfies ${ }^{\alpha} \Phi=\Phi$, is already defined by its values on coset representatives of $\mathbb{Z}_{p}^{*} /\langle-1, \alpha\rangle$. Under the restriction that $\Phi$ is non-constant and $\Phi(0)=0$, there are $p^{\frac{p-1}{2 d}}-1$ choices for $\Phi$.

As $\langle\alpha\rangle$ leaves each of these options invariant, we only need to count orbits with respect to the induced action of $\mathbb{Z}_{p}^{*} /\langle\alpha\rangle$ on $\operatorname{Fix}_{\mathcal{F}_{p}}(\langle\alpha\rangle)$. Given an element $[\beta] \in$ $\mathbb{Z}_{p}^{*} /\langle\alpha\rangle$, it has fixed points in $\operatorname{Fix}_{\mathcal{F}_{p}}(\langle\alpha\rangle)$ if and only if $\beta \in \zeta_{l}$. Assuming the latter, and letting $c=\operatorname{ord}_{\mathbb{Z}_{p}^{*}}(\beta)$, we get $p^{\frac{p-1}{2 c}}-1$ elements in $\operatorname{Fix}_{\mathcal{F}_{p}}(\langle[\beta]\rangle)$.

Using Burnside's lemma and the fact that there are $\varphi\left(\frac{c}{d}\right)$ elements $[\beta] \in \zeta_{l} /\langle\alpha\rangle$ with $\operatorname{ord}_{\mathbb{Z}_{p}^{*}}(\beta)=c$, we get that there are

$$
\frac{d}{p-1} \sum_{c ; d|c| l} \varphi\left(\frac{c}{d}\right)\left(p^{\frac{p-1}{2 c}}-1\right)
$$

equivalence classes for parameters of the form $(\Phi, \alpha)$ where $\operatorname{ord}(\alpha)=d$. Considering that there are $\varphi(d)$ such $\alpha \in \zeta_{l}$, we get the following number of non-isomorphic cycle sets with parameters $(\Phi, \alpha), \Phi(0) \neq 0$ :
$n_{p}^{\prime}=\frac{1}{p-1} \sum_{c, d ; d|c| l} d \varphi(d) \varphi\left(\frac{c}{d}\right)\left(p^{\frac{p-1}{2 c}}-1\right)=\frac{1}{p-1} \sum_{c, d ; d|c| l} d \varphi(d) \varphi\left(\frac{c}{d}\right)\left(p^{2^{k-1} \frac{l}{c}}-1\right)$.
Note that the function

$$
\psi(n)=\sum_{d \mid n} d \varphi(d) \varphi\left(\frac{n}{d}\right)
$$

is a convolution of multiplicative functions. Here, multiplicative means $\mu(m n)=$ $\mu(m) \mu(n)$ for coprime positive integers $m, n$. So also $\psi$ is a multiplicative function
which evaluates on prime powers $q^{\nu}, \nu \geqslant 1$, as

$$
\begin{aligned}
\psi\left(q^{\nu}\right) & =\sum_{k=0}^{\nu} q^{k} \varphi\left(q^{k}\right) \varphi\left(q^{\nu-k}\right) \\
& =q^{\nu}(q-1) q^{\nu-1}+(q-1) q^{\nu-1}+\sum_{k=1}^{\nu-1}(q-1)^{2} q^{\nu+k-2} \\
& =(q-1)\left(q^{2 \nu-1}+q^{\nu-1}+(q-1) q^{\nu-1} \sum_{k=1}^{\nu-1} q^{k-1}\right) \\
& =(q-1)\left(q^{2 \nu-1}+q^{\nu-1}+q^{\nu-1}\left(q^{\nu-1}-1\right)\right) \\
& =(q-1)\left(q^{2 \nu-1}+q^{2 \nu-2}\right) \\
& =\left(q^{2}-1\right) q^{2 \nu-2}
\end{aligned}
$$

For a number with prime factorization $n=\prod_{i} q_{i}^{\nu_{i}}$, we therefore get

$$
\psi(n)=\prod_{i}\left(q_{i}^{2}-1\right) q_{i}^{2 \nu_{i}-2}
$$

The total number of indecomposable, non-isomorphic, irretractable cycle sets of size $p^{2}$ can therefore be described as:

$$
n_{p}+n_{p}^{\prime}=p^{\frac{p-1}{2}}-1+\sum_{d \mid l} \psi\left(\frac{l}{d}\right) \frac{p^{2^{k-1} d}-1}{p-1}
$$

where $p-1=2^{k} l$ with $2 \nmid l$.
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