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Abstract—Autonomous vehicles (AVs) have the potential to 
prevent accidents caused by drivers’ errors and reduce road traf-
fic risks. Due to the nature of heavy vehicles, whose collisions 
cause more serious crashes, the weights of vehicles need to be 
considered when making driving strategies aimed at reducing the 
potential risks and their consequences in the context of autono-
mous driving. This study develops an autonomous driving strate-
gy based on risk anticipation, considering the weights of sur-
rounding vehicles and using hierarchical deep reinforcement 
learning. A risk indicator integrating surrounding vehicles’ 
weights, based on the risk field theory, is proposed and incorpo-
rated into autonomous driving decisions. A hybrid action space is 
designed to allow for left lane changes, right lane changes and 
car-following, which enables AVs to act more freely and realisti-
cally whenever possible. To solve the above hybrid decision-
making problem, a hierarchical proximal policy optimization 
(HPPO) algorithm with an attention mechanism (AT-HPPO) is 
developed, providing great advantages in maintaining stable per-
formance with high robustness and generalization. An indicator, 
potential collision energy in conflicts (PCEC), is newly proposed 
to evaluate the performance of the developed AV driving strategy 
from the perspective of the consequences of potential accidents. 
The performance evaluation results in simulation and dataset 
demonstrate that our model provides driving strategies that re-
duce both the likelihood and consequences of potential accidents, 
at the same time maintaining driving efficiency. The developed 
method is especially meaningful for AVs driving on highways, 
where heavy vehicles make up a high proportion of the traffic. 

 Index Terms—Autonomous vehicles, Decision making, Driving 
risk, Driving safety, Reinforcement learning. 
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I. INTRODUCTION 
CCORDING to a report from the US National 
Highway Traffic Safety Administration (NHTSA), 
approximately 40,990 individuals lost their lives in 
motor vehicle accidents in 2023 [1]. Human errors 

are the leading cause of traffic accidents [2]. Autonomous 
vehicles (AVs) have the potential to significantly reduce the 
occurrence of traffic accidents by preventing those caused by 
human error [3]. During the fourth quarter, Tesla [4] recorded 
an average of one collision per 5.39 million miles driven by 
users of its Autopilot system, an automated driver assistance 
system, while non-Autopilot users experienced one crash per 1 
million miles driven. Recent data from the NHTSA since 2023 
indicated that a vehicle crash occurs in the U.S. approximately 
every 0.81 million miles traveled [1]. Although advancements 
in automotive technology hold promise for enhancing safety, 
they cannot eliminate accidents. Therefore, it is imperative to 
devise decision-making strategies for autonomous vehicles 
that enable them to perceive and respond to risks in complex 
traffic scenarios, thereby fostering safer road environments [5]. 

This challenge requires a thorough understanding of car-
following and lane-changing (LC) behaviors [6]. LCs are cat-
egorized into mandatory lane changes (MLC) and discretion-
ary lane changes (DLC). MLCs are executed due to external 
factors or regulations, such as lane merging or drops, while 
DLCs are optional and typically aim to improve driving condi-
tions, such as seeking higher speeds or better visibility. DLC 
poses greater challenges than MLC, occurring at any location 
and involving inherent complexity and uncertainty [7, 8]. 
DLCs significantly contribute to road accidents on highways 
[9], and inappropriate DLCs can have detrimental effects on 
highway safety and efficiency, leading to traffic breakdowns, 
oscillations, or upstream queue propagation [6, 10, 11]. There-
fore, investigating DLCs is imperative. Various studies on 
lane changing on highways have addressed this issue. Yu, et al. 
[12] optimize a multi-player dynamic game model by consid-
ering the states of surrounding vehicles to ensure the accurate 
execution of lane-changing decisions of AVs. Xiao, et al. [13] 
proposes a LC trajectory prediction model based on an encod-
er-decoder architecture to gain insight into the underlying mo-
tivations behind LC behavior. However, decision-making 
solely based on lane-changing behaviors does not fully meet 
the practical requirements of driving. What’s more, Atzmon, 
et al. [14] observed that learning algorithms tend to overfit by 
placing undue emphasis on relatively minor factors. In con-
trast, human drivers excel at extracting essential information 
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from complex environments, where the volume of critical data 
is often manageable. Consequently, attention mechanisms 
serve as effective tools for isolating vital information in deci-
sion making [15]

> <

. 
In an attempt to reduce potential safety risks, risk-

anticipation-based driving strategies are increasingly being 
studied and proposed. Komol, et al. [16] present an early pre-
diction framework for classifying drivers’ intended intersec-
tion movements, considering vehicle position, speed, accelera-
tion, and yaw rate. Noh [17] proposed a decision-making 
framework for AVs at road intersections and utilized the time 
to enter (TTE) in combination with Bayesian networks to 
evaluate the potential threats. Chib and Singh [18] compiled 
the common safety indicators used for the safety assessment of 
driving systems, including Time to Collision (TTC), Worst 
Time to Collision (WTTC), Time to React (TTR), Time 
Headway (THW), Deceleration to Safe Time (DST), Stopping 
Distance (SD), Crash Potential Index (CPI) and Conflict Index 
(CI). In existing studies on autonomous driving decisions, 
vehicle safety typically considers factors such as distance, 
speed, acceleration [6], and collision probability to estimate 
the likelihood of collisions, while often overlooking crash se-
verity in decision-making and strategy evaluation processes. 
Yan, et al. [19] use velocity change as a metric for simulated 
collision severity. Vehicles of various types and weights result 
in different consequences in accidents [20, 21], with heavy 
vehicles particularly causing more severe outcomes. Newton's 
second law of motion, concerning the conservation of momen-
tum, suggests that mitigating injuries in collisions involving 
heavy vehicles is significantly more challenging than in colli-
sions with other passenger cars [22, 23]. Lyman and Braver 
[24] reported an annual average of 4,000 passenger deaths in 
large truck collisions in the US, with the trend showing a 
slight increase. As Zou, et al. [25] suggested, vehicle weight 
characteristics should be considered an essential factor in traf-
fic safety risk assessment to enhance safety on roads with 
mixed traffic flow. Considering vehicle types and weights 
when designing driving strategies for AVs could help mitigate 
potentially serious accidents involving heavy vehicles. How-
ever, to our best knowledge, the influence of vehicle weights 
on AV decision-making has not yet been considered. Addi-
tionally, artificial potential fields can consolidate discrete 
events into a unified risk assessment field, providing superior 
spatial expressiveness compared to non-integrated risk indica-
tors [26].  

This study addresses the challenge of enabling AVs to navi-
gate highways safely and efficiently in mixed traffic flows, 
with particular consideration for the weights of various vehicle 
types, notably heavy vehicles. The contributions of this study 
can be summarized as follows: 
� A hierarchical actor-critic framework has been proposed to 

enable hybrid actions for AVs. A hierarchical proximal 
policy optimization (HPPO) algorithm with attention (AT-
HPPO) is developed to decide the actions, including both 
discrete and continuous actions and incorporate an atten-
tion mechanism to accelerate convergence and enhance 
stability. 

� A new quantitative anticipated driving risk (ADR) indica-
tor based on the artificial potential field theory has been in-

troduced and integrated into the reward function of our de-
cision-making framework. This metric, which accounts for 
the weights of surrounding vehicles, offers enhanced spa-
tial expressiveness for evaluating the driving risk of AVs. 

� To assess our proposed AV driving strategy, potential col-
lision energy in conflicts (PCEC) is proposed as an evalua-
tion indicator that can reflect the consequences of different 
vehicle weights in accidents. 

� The performance of the proposed AT-HPPO algorithm has 
been evaluated by comparing it with state-of-the-art algo-
rithms in the Simulation of Urban Mobility (SUMO) [27] 
simulator under various traffic densities. Further compari-
son with human driver trajectory data from the highD da-
taset [28] confirms the exceptional performance of the 
proposed algorithm in real-world highway scenarios, 
demonstrating its strong generalization and robustness. 

These contributions can help AVs reduce the potentially se-
rious risks of collisions with heavy vehicles, especially on 
highways that have a high proportion of heavy vehicles, there-
by improving traffic safety in mixed traffic flows. 

The paper is structured as follows. Section 2 provides a lit-
erature review of related research. Section 3 elaborates on the 
hierarchical deep learning methodology with hybrid action 
spaces for AVs and introduces the AT-HPPO algorithm in-
cluding the attention mechanism, the definition of ADR indi-
cator, the risk- and efficiency-based reward function, and al-
gorithm training. Section 4 outlines the experimental settings 
on a highway with a high density of heavy vehicles, along 
with the evaluation metrics and comparison baselines. Section 
5 presents a discussion of the comparison results in both simu-
lation and real-world scenarios. Finally, conclusions are drawn 
in Section 6. 

II. LITERATURE REVIEW 
In this section, reviews of the driving decision-making and 

driving risk assessment for AVs are provided, respectively.  
 

A. Decision-making methods 
There are three primary categories of AV decision-making 

methods: rule-based, optimization-based, and learning-based. 
Rule-based (or physics-based [29]) approaches encompass all 
the scientific assumptions that pertain to the motion of vehi-
cles or traffic flow, including microscopic, mesoscopic, and 
macroscopic traffic models. Rule-based methods usually have 
limited accuracy [30], poor generalization capability [31], an 
absence of adaptive updating [32], and require much expert 
knowledge for the establishment of rules [33]. Lacking con-
sideration of the anthropomorphic nature of decision-planning 
models and dynamic environmental adaptability, they cannot 
be applied to well-defined situations. Optimization-based 
methods are often inspired by path planning in mobile robotics, 
e.g., 𝐴∗  [34] or 𝑅𝑅𝑇  [35]. However, a limitation of these 
methods is that some non-linear and non-convex motion con-
straints used in motion planning require large computational 
budgets or even fail to find the optimal solution when dealing 
with complex systems or problems [36-38]. Learning-based 
methods [39-41] are advanced learning models that imitate 
human intelligence, using techniques such as deep learning, 
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reinforcement learning and other advanced machine learning 
methods. One limitation of deep learning methods is the re-
quirement for labeled driving data, which can be a laborious 
and knowledge-intensive task. Collecting driving data on 
crash or near-crash scenarios of Avs is difficult. Deep genera-
tive methods can be utilized for generating long-tail or realis-
tic scenarios, while they consistently encounter the challenge 
of mode collapse [42]. Using a DRL algorithm, an autono-
mous agent can learn through cost-effective trial and error 
without requiring human labeling or supervision. Training 
these models in virtual simulators allows for the implementa-
tion of DRL-based techniques in scenarios where crashes or 
near-crashes may occur, ultimately aiding autonomous vehi-
cles in avoiding collisions [43]. DRL has demonstrated signif-
icant success in solving complex tasks [44]. Demonstrating 
significant potential in learning driving strategies eliminates 
the need for pre-defined rules or complex system modeling 
[45]. However, applying DRL to the real world is challenging 
because of the dynamic environment and extensive interaction 

> <

with surrounding vehicles.  
Lately, numerous efforts have been undertaken to investi-

gate autonomous driving based on deep reinforcement learn-
ing (DRL). Liao, et al. [46] utilized the dueling deep Q-
network (DDQN) to obtain a highway decision-making strate-
gy. Muzahid, et al. [47] proposed a centralized multi-vehicle 
control strategy by reinforcement learning (RL) and compared 
soft actor-critic (SAC) and proximal policy optimization (PPO) 
algorithms. Han and Miao [48] designed an information-
sharing-based multi-agent reinforcement learning framework 
for connected and automated vehicles (CAVs). Previous work 
has mostly focused on applying the DDQN [46, 49] or deep 
deterministic policy gradient (DDPG) [40, 50] to learn to drive, 
inheriting the simple greedy strategy from Q-learning by add-
ing a small noise to a deterministic policy for exploration [51]. 
The relationship between the higher-level decision layer and 
the lower-level control layer of autonomous vehicles is typi-
cally direct [52]. In recent years, research has been conducted 
on hierarchical frameworks that incorporate both layers [40, 
52-54]. Chen, et al. [40] built a hierarchical DDPG algorithm 
for learning driving strategies using images. Al-Sharman, et al. 
[53] and Du, et al. [52] both use RL for decision making and 
optimization-based methods for controlling. However, RL 
directly maximizes a task-level objective, which leads to more 
robust control performance in the presence of unmodeled dy-
namics [55]. As outlined in the literature review above, the 
methods of decision-making progress within the hierarchical 
framework can be further enhanced and optimized. 

 

B. Traffic safety risk assessment 
Traffic safety risk assessment is of crucial importance for 

risk-anticipation-based AV driving strategies. Generally, two 
main approaches exist for risk assessment: deterministic [56, 
57] and probabilistic [17, 50, 58, 59]. 

The deterministic approach is a binary prediction approach 
using specific indicators and then setting thresholds to deter-
mine whether a vehicle is at risk. It can include risk assess-
ment approaches on a single dimension, using non-integrated 
indicators such as time to collision (TTC), time to brake 

(TTB), time headway (THW), etc., or take a multi-
dimensional approach using an integrated indicator combining 
risks from the surroundings. In terms of the single-dimension 
deterministic approach, non-integrated indicators are utilized 
and the obtained safety metric values are compared with pre-
defined thresholds for the indicators. Glaser, et al. [60] present 
a vehicle trajectory-planning algorithm using TTC to measure 
the likelihood of accidents for highly autonomous vehicles. 
Kim and Kum [61] developed a threat prediction algorithm 
that employs future trajectory predictions for surrounding ve-
hicles to accurately forecast TTC over an extended time. Alt-
hough these methods have the advantage of being computa-
tionally efficient, and can accurately assess threat risk in sin-
gle-lane driving scenarios [56], their performance in multi-
lane scenarios is generally unsatisfactory. In terms of a de-
terministic approach for an overall risk assessment, with an 
integrated indicator, field theory is adopted to describe the 
combined risks of complex scenarios considering all surround-
ing vehicles. In contrast to risk assessment methods that use 
indicators, risk field models usually consider the effect of ve-
hicle weights. Lee and Kum [62] proposed a risk assessment 
module called the Predictive Occupancy Map (POM) to com-
pute potential risks associated with surrounding vehicles based 
on their relative position, velocity, and acceleration. Li, et al. 
[63] put forward a model for the dynamic risk potential field 
of driving in a CAV environment, taking into account vehicles’ 
acceleration and steering angle. Additionally, they developed a 
car-following model that considers the weight of surrounding 
vehicles. However, the studies using the risk field model as-
sume that the AV’s strategy for driving is to navigate through 
the field by following its valley [64] and driving efficiency is 
ignored, which may lead to overly dithering and inefficient 
driving decisions. 

The probabilistic approaches rely on a probabilistic charac-
terization of the temporal and spatial correlations between 
vehicles, while also factoring in the uncertainties associated 
with input data in safety risk evaluation. Li, et al. [50] pro-
posed a probabilistic risk assessment method using safety met-
rics based on position uncertainty and distance to assess the 
driving risk. Chen, et al. [58] used a Kalman filter model to 
predict the probability of collision in the next monitoring in-
terval. Naranjo, et al. [59] used a fuzzy logic approach to 
mimic human behavior and reactions during overtaking ma-
neuvers. The probabilistic approaches solely rely on the exper-
tise of specialists to produce rule-based actions and are inca-
pable of making accurate decisions in the presence of envi-
ronmental disturbances [50]. Mokhtari and Wagner [65] de-
veloped a probabilistic risk-based decision-making framework 
that included the probability and an estimate of an undesirable 
outcome, taking the number of pedestrians and the value of a 
loss of life into account. Noh [17] utilized a threat measure 
called TTE and Bayesian networks to assess the possibility of 
a collision of relevant vehicles. However, the probabilistic 
approach focuses only on assessing the likelihood of accidents 
and ignores the impact of the consequences of an accident on 
driving decision-making. 

Therefore, this study utilizes the risk field approach to as-
sess AVs’ driving risks considering risks from all surrounding 
vehicles, and their weights are incorporated into the risk 
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Figure 1. The architecture of the AT-HPPO decision-
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making model 
 
assessment to account for the consequences of the potential 
accidents. Both driving risk and efficiency are considered in 
the AV’s driving strategies. 

III. METHODOLOGY 
In this section, we first introduce our overall approach to 

learn a driving model and the hybrid action space designed for 
driving behaviors. In addition, attention mechanisms for im-
proving the performance of the algorithm are considered. 
Then, based on the driving risk field, we present the ADR in-
dicator for evaluating the threats of surrounding traffic partici-
pants and take vehicle weights into account. Finally, we dive 
into driving decision-making strategy, considering the antici-
pated driving risk combined with the DRL algorithm. 

 

A. Hierarchical actor-critic-based DRL architecture 
A decision strategy based on DRL allows an agent to oper-

ate in a stochastic environment, selecting a sequence of ac-
tions across multiple time steps while utilizing feedback (or 
rewards) to maximize the cumulative reward. Typically, this 
process is represented as a Markov decision process (MDP).  

To enhance the stability and efficiency of training, the ac-
tor-critic framework [66] utilizes two neural networks. This 
structure separates the process of action evaluation and selec-
tion into distinct deep neural networks: an actor network and a 
critic network. Fig. 1 shows the hierarchical actor-critic 
framework used for this study.  

Unlike the single actor of PPO, the actor network used in 
HPPO aims to make hybrid driving decisions, decomposed 
into two parts: discrete decisions at the upper level and con-
tinuous decisions at the lower level, with links between them. 
Car-following and lane-changing are the two common driving 
behaviors. The discrete decisions of AVs used in this study are 
whether to make a lane change or keep following, and the con-
tinuous decisions are how to make a lane change or conduct a 
car-following action.  

The discrete decisions of AVs include continuing to follow, 
making a right lane change, and making a left lane change, 
which allows for more realistic driving in three dimensions. 
Then, the continuous planning for each discrete decision is 
learned. We define the following parameterized action space: 
the discrete actions are selected from a finite set: 𝐴" =
%𝑎#$%&'()*+$ , 𝑎%,##,-.*+, 𝑎/.+(&'()*+$( , and each action 𝑎" ∈
𝐴"  contains two continuous-valued actions, 𝑎)!

0$/&.')# ∈
𝑅)!
0$/&.')# and 𝑎)!

#)&$/)# ∈ 𝑅)!
#)&$/)#, which are the vertical accel-

eration and the lateral acceleration corresponding to 𝑎". The 
whole hybrid action space is defined as: 
 𝐴 = ⋃ %+𝑎" , 𝑎)!

0$/&.')# , 𝑎)!
#)&$/)#,-)!∈2! 𝑎)!

0$/&.')# ∈ 𝑅)!
0$/&.')# ,	

														𝑎)!
#)&$/)# ∈ 𝑅)!

#)&$/)#(  (1) 
 
The system aims to learn to choose from the three discrete 

action decisions and apply the appropriate parameters for that 
chosen action. The single critic network is a state-value func-
tion, working as an estimator of the actor to evaluate how well 
the actor has performed.  

 

B. HPPO algorithm 
We developed an HPPO algorithm to solve the problem of 

how to select a pair of actions, including a discrete action and 
two continuous actions, from the hybrid action space, based on 
the research of Fan, et al. [67] and the PPO algorithm. 

PPO is a policy optimization method that learns a stochastic 
policy 𝜋3 related to the parameter set 𝜃 of an actor network by 
minimizing a clipped surrogate objective [68]. Similar to the 
PPO algorithm, in each iteration of training, HPPO runs ac-
cording to policies 𝜋3! and 𝜋3" in the environment, for 𝑇 time 
steps, and updates these two policies using the collected sam-
ples. The discrete policy 𝜋3! and the continuous policy 𝜋3" 	are 
updated separately based on minimizing their respective 
clipped surrogate objectives. The direction of lateral accelera-
tion is constrained based on the selected discrete action during 
continuous action selection. 

In the training process, we use the generalized advantage 
estimator (GAE) [69] method to estimate the advantage func-
tion 𝐴1&(𝑎& �,�𝑠&). Referring to recommended values [69], we set 
𝛾 and 𝜆 to 0.95. The long short-term memory (LSTM) neural 
network is used in both actor network and critic network, as it 
gives well performance in processing time-series data.  

For each layer of the algorithm architecture, the input high-
er-level task is broken down into subtasks and passed on to the 
next layer. Then, these two levels of reasoning are combined 
in one network with a hierarchical structure, as shown in Fig. 
1, to retain the advantages of end-to-end training. 

 

C. Attention mechanism for DRL 
When making driving decisions, human drivers can consid-

er a sequence of past observations, assigning significance 
based on the time and location of each observation. An atten-
tion mechanism is integrated into the HPPO algorithm to 
achieve this capability, as illustrated in Fig. 2. Given our utili-
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zation of time series data, temporal attention is employed in 
this study to determine which frames hold the most signifi-
cance in past observations. Spatial attention is not explicitly 
addressed, as it is typically employed with image data. How-
ever, the influence of location on importance is indirectly ac-

> <

counted for, as the time series data utilized contains relative 
location information.  

We incorporate a temporal self-attention mechanism [70] to 
weigh the significance of past data in determining the current 
driving policy. To improve the selection of actions, we have 
integrated an attention module into the actor network, with 
weights defined as:  
 Attention(𝑄, 𝐾, 𝑉) = softmax(45

#

6"$
)𝑉 (2) 

 
where the three matrices, Query (Q), Value (V), and Key (K), 
are learned linear transformations of the input [ℎ& , ℎ&78, … , ℎ9] 
to embed contextual information. It computes a weights matrix 
based on the relevance of different parts in 𝑄 and 𝐾, and sub-
sequently adjusts the weights of parts in 𝑉 accordingly. 𝑇 of 
ℎ9 is the total time of our input trajectory information. 

 

D. Anticipated driving risk considering vehicles’ weights 
Regarding the risk assessment module, it is necessary to 

evaluate the threats posed by all surrounding traffic partici-
pants. This study uses field theory and establishes a dynamic 
driving risk field model considering vehicles’ weights, based 
on Li, et al. [63]. They refer to the dynamic risk field as a ki-
netic field, which is determined by the moving objects on 
roads. However, their work only establishes a car-following 
model based on the potential driving risk field. We extended 
their work to both car-following and lane-changing situations 
and proposed a new indicator based on potential field theory. 

Li, et al. [63] defined attributes of vehicles in the vehicle’s 
potential field are the vehicle’s speed and actual mass. Based 
on the data in the paper [71], it can be seen that the willing- 
 

 
Figure 2. The architecture of actor network in the AT-HPPO. 

ness and risk of following light and heavy vehicles do not in-
crease in equal proportion with vehicle weight, so referring to 
the literature, we add 𝑇2 to correct. The vehicle’s kinetic field 
strength 𝑬𝒌𝑨𝑩 from SV 𝐴 to OV 𝐵 can be expressed as: 

 
𝑬𝒌𝑨𝑩 = 𝑇2 · 𝑚2 ⋅ (1.566 × 10=8> ⋅ 𝑣2?.?AB + 0.3345)

⋅ 𝜆 $
%&'()*+,-

CD).
/ C

⋅ 𝒌𝑨𝑩
/

C𝒌𝑨𝑩
/ C

 (3) 

 

 Y𝒌𝑨𝑩
′ Y = [\(𝑥E �−�𝑥2)�

F
$-2)

_
G
+ [(𝑦E �−�𝑦2)�𝜏]G (4) 

 
The definitions of the variables are all listed in TABLE III 

in Appendix A. 𝑇2, 𝛽8, 𝛽G, 𝜆, and 𝜏 are the undetermined coef-
ficients. 

Leveraging the potential field framework, we optimize and 
extend the formulation of field force for the integration of risk 
field force calculations for lane-changing and following states. 
Besides the motion state of the surrounding vehicle (SV), it is 
evident that the magnitude of the field force acting on the ob-
ject vehicle (OV) varies not only with the velocity and accel-
eration gap between the OV and the SV but also with the di-
rections of motion of both vehicles. The field force 𝐹2E, based 
on the vehicle’s kinetic field strength from SV 𝐴 to OV 𝐵 can 
be calculated by (5). 

 
𝐹2E = 𝑇E ⋅ 𝑚E ⋅ (1.566 × 10=8> ⋅ 𝑣2?.?AB + 0.3345) ⋅

𝑒=HI3(0.',K3=0))7I4().',KM=)))N⋅',KP ⋅ 𝑬𝒌𝑨𝑩
 (5) 

 

 
Figure 3. Distribution and surface projection of risk field 
force corresponding to various conditions. The lane direction 
aligns with the X-axis direction. The X-value represents the 
longitudinal distance of the OV from the vehicle in the lane, 
while the Y-value represents the lateral distance. SV is set at 
(0, 0) and the risk field force reaches its maximum at this point 
and approaches infinity. ∆𝒂 and ∆𝒗 are the acceleration and 
velocity gap between OV and SV. The definitions of 𝒎𝑨,	𝒎𝑩,	
𝒂𝑨, 𝒗𝑨 𝜶, 𝜽 and 𝜸 are consistent with those provided in TA-
BLE III in Appendix A. 
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Fig. 3 illustrates the distribution and surface projection of 
risk field force corresponding to various conditions. Initially, 
we observed a consistent impact of distance on the risk field 
force. The risk field force diminishes as the relative distance 
between vehicles increases. Once the relative distance exceeds 
a certain critical value, the risk field force becomes negligible. 
However, as the distance approaches the SV's position, the 
risk field force increases indefinitely. Undoubtedly, the extent 
to which other factors affect the risk field force varies, and the 

> <

impact of these factors is analyzed as follows. 
1) When comparing Fig. 3 (a) and Fig. 3 (b), as well as Fig. 

3 (a) and Fig. 3 (i), where the SV moves at a constant speed 
along the x-axis, it becomes evident that the velocity and 
weight of the SV amplify the risk field force on the OV. The 
enhancement along the X-axis is more pronounced than the 
effect on the Y-axis, which remains constant.  

2) In Fig. 3 (a), Fig. 3 (g), and Fig. 3 (c), positive values of 
both relative velocity and relative acceleration result in a dis-
placement of the risk force distribution towards the rear of the 
SV, rendering the rear of the SV as the primary high-risk re-
gion. 

3) The comparison between Fig. 3 (a) and Fig. 3 (d) reveals 
that the distribution of risk forces rotates following the direc-
tion of travel, particularly when the direction of SV changes 
and the velocity directions of SV and OV align. 

4) The discrepancy between Fig. 3 (d) and Fig. 3 (e) arises 
from their different motion directions, leading to a redistribu-
tion of risk field force. The disparate motion directions lead to 
the OV having lower velocity and acceleration in the direction 
of SV motion compared to the SV, thereby increasing the risk 
when the OV precedes the SV's motion direction. 

5) Upon comparing Fig. 3 (f) and Fig. 3 (a), it is evident 
that the risk field force distribution of the latter is slightly 
skewed towards the front, indicating that the influence of the 
OV ahead of the SV is slightly greater than that on the rear 
during acceleration of SV. 

6) Upon comparison between Fig. 3 (h) and Fig. 3 (c), it is 
evident that a relative acceleration of -1 can significantly di-
minish the magnitude of the risk for the OV traveling behind 
the SV when the relative velocity is greater than zero.  

As OVs are influenced by many surrounding vehicles while 
traveling on the road, we sum up these risks and propose an 
indicator of anticipated driving risk (ADR): 
 𝐴𝐷𝑅 = ∑ ⋅Q

.R8 -𝐹S5E
. - (6) 

 
where N is the number of SVs and 𝑖 is the index of SVs. 

𝐹K5E
.  is defined in (5). For some values of the undetermined 

parameters, we refer to [63]. 
 

E. Risk anticipation-based decision making 
State space and action space 

The environmental data describes the environmental states 
that AVs need to obtain to form a strategy while the vehicle is 
driving. The main environmental data when driving includes 
(1) information about SVs’ states, such as speed gap, position 
gap to OV, direction, etc. and (2) information about the OV’s 
state, such as speed, direction, acceleration, etc.  

To enhance the learning performance when dealing with 
multiple inputs and thereby make optimal decisions during 
driving based on the relationship between the OV and SVs, we 
simplify the inputs to reduce the complexity without losing too 
much information. Relative distance (longitudinal and lateral), 
velocity (longitudinal and lateral), and yaw angle are consid-
ered comprehensively in decision learning. The relationship 
between the states of the OV and one of the SVs can be writ-
ten as:  
 𝑆𝑉. = %∆𝑑.0$/ , ∆𝑑.#), ∆𝑣.0$/ , ∆𝑣.#), 𝑦𝑎𝑤. , 𝑥.(, 𝑥. ∈ [0�,�1] (7) 

 
whose variables are explained in TABLE IV in Appendix B. 

The relative speed is added to enable the network to predict 
the future driving states of SVs to learn basic driving skills 
such as obstacle avoidance. In this study, sound information 
regarding SVs, such as the horn, engine sound, etc., is ignored. 

The main aim is to explore the driving strategies of the OV. 
Therefore, the focus is on the decision to drive rather than on 
the dynamics of the driving model. The OV’s motion is updat-
ed based on vertical acceleration and lateral acceleration using 
a simple differential process. The properties of the OV’s at-
tributes are expressed in (8) and the complete state space S can 
be described as in (9), integrating the states of the OV and SVs. 
Information from six （N=6）SVs, including both the follow-
ing and leading vehicles in the current lane and adjacent lanes, 
is utilized [72, 73]. If necessary, we can accommodate more 
vehicles by adjusting the state space. 
 𝑂𝑉 = {𝑣0$/ �,�𝑣#) �,�𝑎�,�𝑝�𝑜�𝑠0$/ �,�𝑦�𝑎�𝑤, 𝑙# , 𝑙/}, 𝑙# , 𝑙/ ∈ [0�,�1] (8) 
 𝑆 = [𝑆�𝑉8 �,�𝑆�𝑉G �, . . . ,�𝑆�𝑉Q �,�𝑂�𝑉] (9) 

 
For the three discrete decisions of continuing to follow, left 

lane changing and right lane changing, it is assumed that they 
follow a categorical distribution. For the continuous driving 
decisions regarding the target acceleration, it is assumed that 
they follow a clipped normal distribution [68, 74], with each 
dimension independent of the other. The mean and variance of 
the normal distribution are the outputs from the neural net-
work of the continuous actor. 

 
Reward function 

In RL, the formalization of the goal of the agent is embod-
ied as a reward signal. At each step, the reward signal is real-
valued, R ∈ ℝ . Multi-target issues are very common when 
designing reward functions [75, 76]. Considering that driving 
should be a balance between efficiency and safety, and taking 
into account the smoothness of driving and traffic rules, the 
reward function is designed as follows: 

 

𝑅 = 𝜔8𝑟/.KD +𝜔G𝑟0$/&.')# +𝜔T𝑟U,K.&.,*

+𝜔>𝑟#.V.& +𝜔W𝑟',##.K.,*
= −𝜔8 · 𝐴𝐷𝑅 + 𝜔G · 𝑣0$/ −𝜔T · 𝑝𝑜𝑠0$/
−𝜔> · 𝑘 · (𝑣0$/ �−�𝑣#.V.&) − 𝜔W · 𝑟',##.K.,*

 (10) 

 
𝑟/.KD	encourages AV driving to minimize the anticipated 

driving risk. 𝑟0$/&.')# denotes the reward for AVs is to follow 
the planned and established route. 𝑟U,K.&.,*	guides vehicles to 
drive along the center line of the road when following, and 
prevents them from remaining in the center of the lane for an 
extended period when changing lanes. 𝑟#.V.& and 𝑟',##.K.,* are 
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utilized to penali
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ze vehicles for speeding and collisions, re-
spectively. 𝑘 is a 0-1 variable that equals 1 when the OV ex-
ceeds the speed limit. We utilized max-min normalization for 
the first three terms to facilitate comparisons of their signifi-
cance in decision-making. 𝜔8, 𝜔G, 𝜔T, 𝜔>, 𝜔W	 denote the 
weight of each item, which are equal to 1, 2, 0.5, 100, and 100, 
respectively. The two penalty items （𝑟#.V.& and 𝑟',##.K.,*) are 
binary variables and are assigned significant weights to pre-
vent the violations [77]. When the vehicle can comply with the 
speeding rules and avoid collisions, the two penalty items are 
equal to 0. By comparing the weights of the first three items, 
the weight of ADR which integrates the weights of surround-
ing vehicles equals 1, evidencing the importance of consider-
ing the weights of surrounding vehicles. 

 
Training details 

As explained, the HPPO algorithm is introduced to help 
find an optimal driving strategy with risk anticipation. The 
actor network is responsible for generating strategies and the 
critic network for evaluating them. The details of the networks 
are shown in TABLE V in Appendix C. ReLu is a non-linear 
activation function. To obtain better computational perfor-
mance, the size of fully connected layers is chosen to be the 
integer power of 2. 

Some tricks are used to improve the performance of the 
HPPO algorithm, as follows: 

 
Algorithm 1: Hierarchical proximal policy optimization (HPPO) 
(training). 
for 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 ∈ {1�, . . . ,�𝑀} do 
  for 𝑡 ∈ {1�, . . . ,�𝑇} do 
    Run policy 𝜋!!  and 𝜋!"  for 𝑇  time steps, collecting 
2𝑠", 𝑎"# , 𝑎"$ , 𝑟", 𝑑"5 for 𝑡 ∈ {1�, . . . ,�𝑇} 
    Estimate advantages: 𝐴7" = ∑ (𝛾�𝜆)%𝛿"&%'()

%*+  
    where 𝛿" = 𝑟" + 𝛾𝑉,(𝑠"&)) − 𝑉,(𝑠") 
    Estimate return: 𝑅C" = 𝐴7" + 𝑉,(𝑠") 
    Store partial trajectory information 
  end for 
  𝜋-%#! ← 𝜋!!, 𝜋-%#" ← 𝜋!" 
  for 𝑏 ∈ {1�, . . . ,�𝐵} do 
    𝐽!!"#$ (𝜃) =

∑ min*
%!"&𝑎'

$ �|𝑠')
%#$""&𝑎'

$�|𝑠')
�𝐴0' �,�𝑐�𝑙 �𝑖�𝑝�*

%!"&𝑎'
$ �|𝑠')

%#$""&𝑎'
$�|𝑠')

�, �1�−�𝜀�,�1�+�𝜀:�𝐴0':&𝑠' �,�𝑎'$)  

    𝐽!!"#* (𝜃) =

∑ min*
%!%&𝑎'* �|𝑠')
%#$"%&𝑎'* �|𝑠')

�𝐴0' �,�𝑐�𝑙 �𝑖 �𝑝�*
%!%&𝑎'* �|𝑠')
%#$"%&𝑎'* �|𝑠')

�,�1�−�𝜀�,�1�+�𝜀:�𝐴0':&𝑠' �,�𝑎'*)  

				𝐿+,(𝜙) = max	(@A𝑅C' �−�𝑉- �(𝑠')E
.

'/0

#

,@ A𝑅C' �−�V-
*123 �(𝑠')E

#
.

'/0

) 

				 !!"#𝐿'4'51 = 𝐽$ (𝜃) + 𝐽!!"#* (𝜃) + 0.5 ∗ 𝐿+,(𝜙)

−0.01 ∗ A𝐸𝑛𝑡𝑟𝑜𝑝𝑦Q𝜋6"S + 𝐸𝑛𝑡𝑟𝑜𝑝𝑦Q𝜋6%SE
  

    update 𝜃  
  

  

by gradient descent optimization w.r.t 
    update 𝜙 by gradient descent optimization w.r.t     𝐿'4'51
end for 

end for 
 

1) Learning rate decay: Prior research [78] has shown that 
learning rate decay can somehow enhance the smoothness of 
the later stages of training, and substantially improve the train-
ing results. Thus, we use a linear decay of the learning rate in 
Adam, with the learning rate decreasing linearly, from an ini-
tial 3e-4 to 0, with the number of training steps. 

2) Gradient clipping: The gradient is clipped during back-
propagation to avoid the explosion of the gradients. A pre-
defined coefficient is set to 0.1 which sets the maximum of the 
standard deviation after clipping. 

The corresponding pseudo-code for our method is shown in 
Algorithm 1. The variables in Algorithm 1 are explained in 
TABLE VI in Appendix D. 

The training at each step of the simulation collects vehicle 
data and lane data from the environment, as well as the current 
state of the AV through the neural network, to generate a 
Gaussian distribution of actions, which is used to generate 
specific actions that feed into the simulation environment. 
Each simulation is reset when the maximum time range is 
reached or the stopping condition is met. Once enough train-
ing data has been collected, a sample is taken from the data for 
training. The value network is updated via the Bellman equa-
tion. The mini-batch size is 4. For calculating the value and 
advantage, the discount factor 𝛾 is 0.99. The 𝜆 used in 𝑇𝐷(𝜆) 
and 𝐺𝐴𝐸(𝜆) is 0.95. 

 

IV. EXPERIMENTS 
This section describes the simulation experiment setting 

when training by SUMO [27] simulator, evaluation metrics, 
and comparison algorithms. 

A. Experiment settings 
The risk-anticipation-based AV driving strategy considering 

vehicles’ weights is especially important in contexts with a 
high proportion of heavy vehicles. Therefore, an example of a 
three-lane highway is applied to illustrate the effect of our 
proposed approach. The length of the highway is configured to 
be 2.8 km, and the proportion of heavy vehicles is set to ap-
proximately 25%, based on the proportion in the HighD da-
taset [28].  

The traditional vehicles are controlled by the internal model 
of SUMO, which is designed to mimic real human driving 
behaviors. Krauss and LC2013 [79], respectively, are the de-
fault car-following and lane-changing models used in SUMO 
to control human-driven vehicles. To accurately simulate ac-
tual traffic flow conditions, we made several adjustments to 
the LC2013 model parameters [79, 80]. Specifically, we in-
crease the eagerness for performing strategic lane changing 
and lane changing to gain speed. We mitigate the risk of traf-
fic congestion caused by excessively cautious lane change 
behavior by utilizing the selected combination of lane change 
model parameters. 

Traffic flows are introduced at various points, maintaining 
Poisson distribution (λ=1.2, veh/s) following the HighD da-
taset for each trial epoch during training. We randomly initial-
ize the speeds of the surrounding vehicles to enhance the road 
complexity and set the initial speed of all vehicles to 20 m/s. 
The simulation warm-up period is set to 115 s to stabilize the 

    𝐿'4'51
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road conditions and prevent catastrophic congestion resulting 
from the low initial speeds of most vehicles. Additionally, the 

> <

speed limit of the road is set to 120 km/h.  
Finally, we validate the algorithms in the simulation envi-

ronments under varying traffic flow densities and using the 
highD dataset [28], respectively. 

 

B. Evaluation metrics 
Driving efficiency is evaluated based on the calculation of 

average speed. The safety-related assessment includes two 
parts: evaluation of the risk likelihood and the consequences 
of potential collisions.  

To evaluate the likelihood of potential risks, the number of 
conflicts is utilized, with surrogate measures of TTC (time to 
collision) [81], DRAC (deceleration rate to avoid a crash) [82], 
and PET (post encroachment time) [83]. Their thresholds are 
set to 3.0𝑠, 3.0𝑚/𝑠G and 2.0𝑠 respectively [84]. Their calcula-
tion formulas can be found in these papers [81-83]. 

To estimate the consequences of potential collisions, we 
create a new indicator, potential collision energy in conflicts 
(PCEC), based on potential collision energy (PCE) [85], 
which is used to account for the effect of momentum. A modi-
fied PCE was proposed by Wang, et al. [71]: 

 𝑃𝐶𝐸/(𝑡) = M
)
0
𝛼%𝛼1O𝑚1 �𝑣10 �(𝑡)�−�𝑚% �𝑣%0 �(𝑡)R, 	𝑚1𝑣10(𝑡) −𝑚%𝑣%0(𝑡) > 0

)
0
𝛼%𝛼1𝑚1𝑣10(𝑡), 	𝑚1𝑣10(𝑡) −𝑚%𝑣%0(𝑡) ⩽ 0

(11) 

 
where 𝑚% and 𝑚# denote the masses of the following vehi-

cle and leading vehicle respectively. 𝑣% and 𝑣# denote the ve-
locities of the following and leading vehicles respectively. 𝛼% 
and 𝛼# denote the attribute functions of the following and lead-
ing vehicles, respectively. For instance, vehicle dimensions, 
maneuverability, and acceleration and deceleration perfor-
mance are considered. Referring to [71], 𝛼# and 𝛼% are set to 1. 
Since distance and angle information is not accounted for in 
(11), we propose the PCEC to evaluate the consequences of 
potential collisions in one epoch: 
 𝑃𝐶𝐸𝐶 = ∑ ∑ 𝑦.& ⋅ 𝑃𝐶𝐸.(𝑡)Q

.
9
&  (12) 

 
𝑦.& is a 0-1 variable that equals 1 when these two vehicles 

are in conflict. 
 

C. Comparison Baselines 
For the baseline, we selected HPPO without attention (de-

noted as HPPO), HPPO using TTC instead of ADR (denoted 
as HPPO-T), DDPG, PPO, Soft Actor-Critic (SAC) and rule-
based model (IDM+LC2013) to sufficiently investigate the 
advantages of HPPO, ADR and attention mechanism. In par-
ticular, except for our proposed HPPO with attention (AT-
HPPO), none of the other methods include an attention mech-
anism. 

V. RESULTS AND DISCUSSION 

A. Evaluation of the Learning Capability 
The training performance of the agent is evaluated by eval-

uating the episodic reward in this section. Fig. 4 illustrates the 

average learning curves of five approaches. During the con-
vergence phase, fluctuations in cumulative rewards were pri-
marily attributed to noise in the driving environment. It is ob-
served that the proposed AT-HPPO and HPPO outperformed 
comparison baselines in both sample efficiency and robustness 
after quick convergence. Additionally, the attention mecha-
nism accelerates convergence and helps the algorithm achieve 
higher reentry rates and enhance robustness. 

 

B. Performance Evaluation in Simulation 
To further evaluate the effectiveness of the proposed AT-

HPPO method, we conduct a comparison with other baseline 
methods across different road conditions with three traffic 
densities. The HPPO-T method utilizes TTC instead of ADR 
in the reward function, while all other methods employ the 
same reward function. The average densities of sparse, medi-
um, and dense traffic are 11.52 (veh/km), 25.57 (veh/km), and 
32.91 (veh/km) respectively. All experimental results were 
conducted through six independent trials, each using a differ-
ent random seed, for statistical evidence. The average values 
from the test simulation are shown in TABLE I. 

Firstly, it is observed that through training, all methods suc-
cessfully avoid collisions and adhere to speed limits in various 
scenarios. In dense and medium densities, the HPPO algo-
rithm consistently exhibits superior performance in terms of 
average speed, number of lane changes, PCEC and ADR. The 
reduced number of conflicts, as well as the lower PCEC and 
ADR metrics, demonstrate that the HPPO algorithm can sub-
stantially diminish the probability and severity of accidents.  

At sparse traffic, HPPO, despite enabling more frequent 
lane changes, did not result in an improvement in driving effi-
ciency, as indicated by its average driving speed of 27.29, 
which is lower than the average speed of 31.58 obtained by 
the IDM+LC2013 method. The AT-HPPO achieved the same 
number of lane changes (3.17) and demonstrated an improved 
average speed of 31.98 m/s compared to the HPPO. This sug-
gests that attentional mechanisms assist in enhancing the accu-
racy of decision-making processes. 

 

 
Figure 4. Learning curves of five approaches.  
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TABLE I 
VERAGE VALUES FROM TEST SIMULATION

> <

. 
 

 IDM+LC2013 DDPG PPO SAC HPPO-T HPPO  AT-HPPO 
Sparse Traffic (density of 11.52 veh/km) 

Average speed (m/s) 31.58 20.38 20.73 20.34 22.77 27.79 31.98 
Number of lane changes 2 4 3 3 2 3.17 3.17 

Collision 0 0 0 0 0 0 0 
Number of conflicts 0 1.75 3.83 2.17 3.33 0 0 

Number of heavy vehicles in 
conflicts 0 0.75 0 0 1.33 0 0 

Number of light vehicles in 
conflicts 0 1 3.83 2.17 2 0 0 

PCEC (kJ, 10e2) 0 248.05 176.03 87.76 184.40 0 0 
ADR (10e2) 0.62 1.6 1.74 0.97 1.46 0.31 0.34 

Medium Traffic (density of 25.57 veh/km) 
Average speed (m/s) 26.53 19.30 18.41 14.59 20.63 26.72 28.55 

Number of lane changes 2 4 2.83 3.5 2.33 3.5 3.17 
Collision 0 0 0 0 0 0 0 

Number of conflicts 1.5 3 4.33 4.17 2.17 1.17 1.03 
Number of heavy vehicles in 

conflicts 0 0 0 0 1 0 0 

Number of light vehicles in 
conflicts 1.5 3 4.33 4.17 1.17 1.17 1.03 

PCEC (kJ, 10e2) 95.06 132.21 316.34 103.17 146.35 89.78 80.95 
ADR (10e2) 0.67 0.65 2.79 1.34 2.51 0.57 0.55 

Dense Traffic (density of 32.91 veh/km) 
Average speed (m/s) 21.20 15.29 18.66 15.49 19.92 22.44 26.12 

Number of lane changes 2 3.17 2.83 3.17 2 2.33 2.17 
Collision 0 0 0 0 0 0 0 

Number of conflicts 1 7.5 5.83 2.17 4.34 0.66 0.33 
Number of heavy vehicles in 

conflicts 0.67 0 1.5 0.67 2.67 0.33 0.33 

Number of light vehicles in 
conflicts 0.33 7.5 4.33 1.5 1.67 0.33 0 

PCEC (kJ, 10e2) 92.51 352.46 353.83 115.02 397.03 46.58 21.99 
ADR (10e2) 0.62 0.73 3.04 1.52 2.19 0.92 0.57 

 
HPPO significantly outperforms HPPO-T in all three sce-

narios. Analyzing the dense traffic scenario as an example, 
comparing HPPO-T and HPPO, a significant decrease in the 
number of conflicts is observed, from 4.33 to 0.67, among 
which the number of heavy vehicles involved in conflicts de-
creases from 2.67 to 0.33 and the number of light vehicles 
decreases from 1.67 to 0.33. The number of lane changes in-
crease, from 2 to 2.33. The driving efficiency is increased at 
the same time, with the average speed of the AV increasing 
from 19.92m/s to 22.44m/s. The consequences of potential 
collisions decrease substantially, as seen by the PCEC drop-
ping from 39,703kJ to 4,658kJ. The significant improvements 
in all of the performance measures evidence that the inclusion 
of ADR in the reward function can yield better AV driving 
strategies, leading to significant reductions in both the likeli-
hood and consequences of potential collisions and an im-
provement in AV driving efficiency at the same time. 

Specifically, AT-HPPO emerges as the top-performing al-
gorithm, achieving a greater number of lane changes and 
demonstrating the efficacy of these changes through optimiza-
tion of both the highest average speed and the lower number 
of conflicts. Based on the evaluation metrics, we can conclude 
that the hierarchical reinforcement learning approach em-

ployed by HPPO, combined with attention, can decrease the 
likelihood of accidents (by reducing potential conflicts and 
involving fewer heavy vehicles in conflicts) and mitigate the 
severity of conflicts (by decreasing PCEC), while simultane-
ously enhancing driving efficiency, as evidenced by an in-
creased average speed. 

C. Performance Evaluation in Dataset 
RL policies are prone to unsafety when confronted with un-

known or unseen traffic scenarios [86]. To demonstrate the 
robustness of the proposed AT-HPPO method and evaluate its 
performance in real-world scenarios, the HighD dataset [28], 
featuring some similarities in simulation scenarios, was uti-
lized. In each experiment, a car was randomly selected and 
controlled using either the HPPO or AT-HPPO algorithm. The 
experimental data, obtained by repeating this process thirty 
times, are presented in TABLE II.  

The data reveals that the metrics of AT-HPPO outperform 
those of human drivers in similar but untrained new environ-
ments, indicating the robustness and generalization capabili-
ties of our proposed algorithm, which excels at making appro-
priate decisions tailored to the environment. Comparing HPPO 
with human drivers, the speed increases from 29.69 m/s to 
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experimental tracks, as depicted in Fig. 5, to facilitate a more 
comprehensive comparison. We select a typical scenario, spe-

> <

30.06 m/s, the PCEC decreases from 53,483kJ to 51,657kJ, 
and the ADR decreases from 8.15 to 7.71. However, in com-
parison to AT-HPPO, although HPPO increases the number of 
lane changes from 7 to 9, the efficiency and safety metrics are 
inferior, suggesting that the integration of attention mecha-
nisms with HPPO facilitates intelligent decision-making for 
safe and efficient driving behaviors. We present some of the 

cifically, driving behavior where the speed of the vehicle be-
hind OV exceeds that of OV. 

Upon comparing Fig. 5. (b)-(d), it is evident that both the 
human driver and the AT-HPPO can execute lane change ma-
neuvers swiftly and accurately to avoid being rear-ended. 
However, the HPPO exhibits prolonged lane change times and 
prolonged proximity to the lane line, posing potential safety 
hazards. Upon comparing the track information of the human 
driver and AT-HPPO, it becomes evident that AT-HPPO ex-
hibits greater stability in both lateral displacement and veloci-
ty control processes.  

TABLE II 
AVERAGE VALUES FROM TEST IN DATASET. 

 

 

 
(a) Initial State. The OV is numbered 1344 and has an initial speed of 94.50 km/h. It is followed by vehicle 1345, traveling at 97.60 km/h. 

 

 
(b) Track of Human Driver 

 

 
(c) Track of HPPO 

 

 
(d) Track of AT-HPPO 

 

 
(e) Information for tracks. (From left to right are the track information of the human driver, HPPO, AT-HPPO) 

Figure 5. Driving tracks of different methods. The tracks and vehicles of OV are depicted in green, while SVs and their tracks 
are displayed in red. 

 Drivers HPPO AT-HPPO 
Average speed 

(m/s) 29.69 30.06 30.57 

Number of lane 
changes (summa-

tion) 
5 9 7 

Number of conflicts 4 3.84 3.55 
Number of heavy 

vehicles in conflicts 1.47 1.26 1.35 

Number of light 
vehicles in conflicts 2.53 2.58 2.2 

PCEC (kJ, 10e2) 534.83 516.57 489.18 
ADR (10e2) 8.15 7.71 5.57 



11 
> < 
 

 

VI. CONCLUSIONS 
This paper proposes a risk anticipation- and hierarchical 

DRL-based AV driving strategy, considering the weights of 
the surrounding vehicles of AVs. The main findings and con-
clusions can be summarized as follows: 
1) The hierarchical DRL framework, featuring mixed action 

decision-making comprising discrete decisions on wheth-
er to continue following or changing lanes and continu-
ous decisions on how to proceed with lane following or 
changing, enables the AV to effectively assess the envi-
ronment and make appropriate decisions, thus achieving 
a balance between efficiency and safety and enhancing 
the robustness and generalization capabilities. 

2) The proposed ADR considers the weight of all surround-
ing vehicles, and its integration into the driving strategy 
aids in diminishing both the total number of conflicts and 
those involving heavy vehicles. This reduction can miti-
gate the likelihood and severity of accidents, thereby en-
hancing safety. 

3) The proposed reward function in DRL, incorporating five 
components, namely anticipated risk, following the 
planned route, staying in lane, and penalties for over-
speeding and collisions, enables the optimized AV driv-
ing strategy to perform well with low driving risk, high 
driving efficiency, high stickiness to the planned route, 
and a safe driving speed.  

4) Integrating the attention mechanism with HPPO (AT-
HPPO) can further enhance the robustness and generali-
zation capabilities, leading to improved performance and 
higher rewards. Furthermore, it contributes to refining the 
AV driving strategy, thereby reducing the likelihood and 
consequences of potential conflicts and enhancing driv-
ing efficiency. 

The experiment conducted in this study shows the feasibil-
ity and efficiency of our proposed AV strategy-making meth-
od. We expect that our method could contribute substantially 
to AV driving control, especially in the context of a high pro-
portion of heavy vehicles or mixed traffic flow with a variety 
of vehicle types. In future work, we plan to enhance our meth-
odology by combining with perception algorithms, exploring 
advanced algorithms for accurate estimation of vehicle weight, 
and exploring the implementation of safe HRL. We also plan 
to explore various scenarios, encompassing different speed 
limits, traffic zones, and more. 

APPENDIX 

A. Definition of Variables 
 

TABLE III 
DEFINITION OF VARIABLES 

 
Variable Definition 
𝑚2 weight of OV 𝐵 

𝑣2 velocity of OV 𝐵 

𝑚3 weight of SV 𝐴 

Variable Definition 
𝑣3 velocity of SV 𝐴 

𝜃 clockwise angle formed by the direction of the 
velocity of SV 𝐴 and OV 𝐵 

𝛾 clockwise angle formed by the direction of 
acceleration of SV 𝐴 and OV 𝐵  

𝛼 clockwise angle formed by the mass center of 
OV 𝐵 and SV 𝐴 with the lane 

𝑎3 acceleration of current motion state of SV 𝐴 

𝑥3, 𝑦3 horizontal and vertical coordinate values of mass 
center of 𝐴 on road 

𝑥2, 𝑦2 horizontal and vertical coordinate values of mass 
center of 𝐵 on road 

 

B. Description of State Space 
 

TABLE IV  
DESCRIPTION OF STATE SPACE 

 
Variable Description 
𝑖 index of SVs 
𝑁 total number of SVs 

∆𝑑/456 relative vertical distance between OV and 𝑆𝑉/ 
∆𝑑/%. relative lateral distance between OV and 𝑆𝑉/ 
∆𝑣/456 relative velocity between OV and 𝑆𝑉/ in ver-

tical direction 
∆𝑣/%. relative velocity between OV and 𝑆𝑉/ in lat-

eral direction 
𝑦𝑎𝑤/ vehicle’s (OV or 𝑆𝑉/ 's) yaw angle 
𝑥/ whether 𝑆𝑉/ is within the perception range 

(+50m, −50m) 
𝑣456 velocity of OV in vertical direction 
𝑣%. velocity of OV in lateral direction 
𝑎 acceleration of OV 

𝑝𝑜𝑠456 lateral position of OV in its current lane 
𝑙# whether the OV is in the leftmost lane 
𝑙/ whether the OV is in the rightmost lane 

 

C. Details of Actor and Critic Networks 
 

TABLE V 
DETAILS OF ACTOR AND CRITIC NETWORKS 

 
Layer Hidden units Activation 

I 64 ReLu 
II 128 ReLu 

III(LSTM) 64  
IV 32 ReLu 

Output I 
(continuous) 

2 Linear 

Output II (discrete) 1 Linear 
Output III (critic) 1 Linear 

 

D. Variables in Algorithm 1 
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TABLE VI 
VARIABLES IN ALGORITHM 1 

 
Variable Definition 
𝑠" OV state at time 𝑡 

𝑎"#, 𝑎"$ discrete action and continuous action of OV at 
time 𝑡 

𝑟" reward at time 𝑡 
𝑑" 0-1 variable denoting whether a training epoch 

is over 
𝑉,(𝑠") output of state-value function with parameter 

𝜙 
𝐵 number of iterative steps needed to update 

actor and critic networks given one batch of data 
𝜋!!^𝑎"

# �|𝑠"` probability of choosing 𝑎"# under 𝑠" with 
parameter 𝜃# 

𝜋-%#!^𝑎"
# �|𝑠"` probability of choosing 𝑎"# under 𝑠" with 

parameter 𝑜𝑙𝑑# 
𝜋!"(𝑎"

$ �|𝑠") probability of choosing 𝑎"$ under 𝑠" with 
parameter 𝜃$ 

𝜋-%#"(𝑎"
$ �|𝑠") probability of choosing 𝑎"$ under 𝑠" with 

parameter 𝑜𝑙𝑑$ 
𝜃 parameter set of actor network including 𝜃# 

and 𝜃$ 
𝜙 parameter set of critic network 
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